Motivation: Linear State Space Systems

e We will analyze linear time invariant (LTI) models in state space form:

&= Ax+ Bu, x(0)=x

reR" weR™, yeRP
y=Cux

e Let’s consider for example n =2, m=1, p=1

e When we say z € R?, how can we visualize this? What basis are we referring to?
What if we used a different basis?
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Linear Vector Spaces

o A Linear Vector Space is a set, V, over a field, R, in which having two operations:

. _ 2
1. Addition : Example: V =R

r,yeV, z=x+yeV

2. Scalar multiplication :

reV, aeR, z=azxeV

o (cont’d) it satisfies the following properties (Axioms): z,y,z €V
1. (Commutativity) r+y=y+ux
2. (Associativity) (x+y)+z=x+ (y+2)
3. (Zero vector) O+zxz=2z, 2,0V
4. (Additive inverse) Vz € V there exists — x € V such that z 4+ (—z) =0
5. (Identity scalar) lr=xforl1eR
6. (Compatibility of scalar mult.) (ab)x = a(bx) a,beR
7. (Distributivity w.r.t addition) a(xr +y) =azx + ay aecR
8. (Distributivity w.r.t scalar mult.) (a+ b)x = ax + bz a,beR
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Linear Vector Spaces - Examples

o What are some familiar examples of Vector Spaces?

1. The real numbers R! <

r e R!

vy

2. The 2 dimensional space, R?

How to identify an element in R??

A
v

=
N

T
rcR? = = 1
X2

3. The 3 dimensional space, R? N
AL3

e

How to identify an element in R3?

il < >

3 L1
reR” = x=|129
XT3
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Linear Vector Spaces — Examples (cont’d)

o Other not so common Linear Vector spaces:
o The set of polynomials of degree less than or equal to n, e.g. n = 2
if pgePy = p(x) =cex® +ciaz+co, q(x)=dox? +dix+dy
e.g. h(r) =322 +1 m(x) =22° +x — 3

o Define addition and scalar multiplication:

2. Scalar multiplication:

a€R ap(x) = acr? + aci1z + acg

3h(zx) =
o [Py and in general P, satisfy all the axioms for a vector space
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Topic Outline

=  Linear Algebra Review

o Subspace
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Subspace of a Vector Space

o Vector spaces provide us with a field to conduct extensive analysis

o Definition: S is called a subspace of a vector space V if § is a subset of V' and
S satisfies:

(i) 0 € S (S is non-empty)
(ii)) For all z,y € S, x +y € S (S is closed under addition)

(iii) For all x € S, ax € S, where o € R (S is closed under scalar multiplication)

e To verify if a subset S is a subspace of a vector space V, we need to check the three

conditions above
Remember them!

Example: What are the trivial subspaces of the vector space R3?
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Subspace Example 1

o Example: Consider the following subset of R?:

X
S = y| R |2 =3y, 2=—-2y

VA

o Is it a subspace of R3?

a) 0e8?

b) Vp,qe S, isp+qeS?

c) Vpe S, isap e §?
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Subspace Example 2

o Example: Consider the following subset of R?:

S = {(371) ER2 35'2:3391}
T2

o Is it a subspace of R??

a) 0eS? O:(g) Ty =31 = 023(0)7

3p1 + 3¢ 3(p1 + @1

p= b1 €S = p= b1 7 g = di1 €S = = qi1
D2 3p1 q2 3q1

c) Vpe S, isap e §?

—al P = (ap1)
e (3291) (3(04191)) <o
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Subspace Example 3

o Example: Consider the following subset of R?:

{0

o Is it a subspace of R??

x1 > 0, 93220}

8) 0€S? is the first coordinate greater than or equal to 07 0— (O) c 57

is the second coordinate greater than or equal to 07

b) Vp,qe S, isp+qeS?
_ [P (@ _[P1T ¢
p = eSS, q= eS p+q= e S?
D2 q2 P2 + g2
p1 >0, p2 >0 @120, q2>0 p1+q =0, p2+q2>07
c) Vpe S, isap e §?

o
isap:a<p1>68, Va € R? apr > 0, aps, > 07
ap2
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Topic Outline

=  Linear Algebra Review

o Span and Linear Independence
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Span of a Set of Vectors

e Suppose vy, v, ..., U, are vectors defined in a vector space V

o A Linear Combination of these is a vector:

a1v] + asvy + - - -+ v, €V aq, ..., a, € R
e The set of all linear combinations of vy, va, ..., v, is called span{vy, va, -+, v,}
o Example: 1 0
inV=R3 letv;=|0], vo=|1], what is the span {v1, v2}?
0 0

—
—
S

span {vy, v2} = span 0f, |1 =K zeRP|z=a |0 +ax |1

11
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Span of a Set of Vectors — Example 1

2 1 2 5 1 2 5) Qaq 2
v=|-1]|=m 0 +as | =3 | +tag | —4 = 0 -3 -4 as | = | =2
—1 —1 1 0 -1 1 0 Qa3 —1

e This is a system of linear equations Az = b

— Gaussian elimination - Row Echelon Form (REF)

— Gauss-Jordan - Reduced Row Echelon Form (RREF)
— If A=1 exists, then z = A~ 1b

e Using RREF, build augmented matrix [A b} and use rref ( [A b])

1 2 5) 2 1 0 0 3 1 0 0 o 3
rref 0o -3 —4 -2 =10 1 0 2 = 0 1 0 as | = | 2
-1 1 0 -1 0O 0 1 -1 0 0 1 a3 —1

12
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Span of a Set of Vectors — Example 2

e Determine if v=| 2 | € span 21,1 3
—1 5% —1

Problem: Determine if v can be written as a linear combination of the two vectors

1 1 2 1 2 1
v=| 2 | =a; | -2| +au| 3 o —2 3 (O‘l)— 9

—1 5 —1 5 -1

e Using RREF, build augmented matrix [A b} and use rref ( [A b])

1 2 1 1 0 0 1 0 0
refd | —2 3 2 —lo 1 o] = |o 1 (0‘1)— 0
5 —1 -1 00 1 0 0] \“? 1

e There does not exists constants oy, as such that v = ayv; +azve = v ¢ span{vy, vo}

13
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Span of a Set of Vectors - Subspace

e Theorem: if vy, ---, v, are elements of a vector space V, then the
S = span {vy, vy, --+, v,} is a subspace of V
Proof:

e Need to show the 3 conditions for a subspace are satisfied:

— 0e S=span{vy, va, -+, U }7

- p,geSisp+qgeS?

—peSisypesS?

14
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Spanning Set for a Vector Space (1)

e For a certain set of vectors vy, ---, v, € V, we know that span {vy, -+, v,} CV

e Is it possible that instead span{vy, -+, v,} = V7

1 0
a) Assume V = R?%, and let v; = (O) , Vg = (1), we know that span {vi, v2} C R2.
However, is span {vy, vo} = R2?

— We need to show that any vector in R? can be written as a linear combination of vy, v,

— Let x = (xl) € R? be any vector, is € span { (1) ; (O) }?
T2 0 1
T1 1 0
r = = + (2 = 1] =T1, Qg = T3
xIo 0 1
— Therefore, span{ ((1)) : ((1)) } = R?

— v1, vy form a spanning set of R?

15
Luis Herrera, University at Buffalo, 2022



Spanning Set for a Vector Space (2)

e For a certain set of vectors vy, ---, v, € V, we know that span {vy, -+, v,} CV

e Is it possible that instead span{vy, -+, v,} = V7

1 0 3
b) AssumeV = R? andlet v; = (O) , Uy = (1) , U3 = (4) , we know that span {vy, va, v3} C

2 - _ o2
R“. However, is span {vy, va, v3} = R=?

— From the previous slide, we know that span {v;, vs} = R?. Thus, it should be clear that
any = € R? is also defined in the span {vy, va, v3}

— vy, Ug, v3 also forms a spanning set of R?.

— However, this spanning set has 3 vectors (one more vector than the previous one)

16
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Spanning Set for a Vector Space (3)

e For a certain set of vectors vy, ---, v, € V, we know that span {vy, -+, v,} CV
e Is it possible that instead span{vy, -+, v,} = V7
1 0
c) Assume V=R> andlet v; = | 0|, v2 = | 0 |. We know that span {vq, v2} C R?
0 1

Does the span {v{, vo} = R3?

I 1 0
reR? = = zo | =a1 |0 +ax |0 |7
T3 0 1

o O =
— O O

I a1 = I

o

( 1) = | z9 = 0= x9 if x9 # 0 then = ¢ span{vy, va}
I3 Qg = I3

— v1, vy is NOT a spanning set for R3

17
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Spanning Set for a Vector Space (2)

e Let V be a vector space

e For a certain set of vectors vy, ---, v, € V, we know that span{vy, ---, v,} CV

e Is it possible that instead span{vy, -+, v,} =V

e Definition: The set vy, vo, ..., v, € V is a spanning set for )V if and only if every
vector in )V can be written as a linear combination of vy, vs, ..., v,

18
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Spanning Set for a Vector Space - Example

3 8 0
o Example: Determine if span 51,141, |3 SE
2 1 0

e If vy, vy, v3 forms a spanning set for V = R?, then Vo € R®> = x € span{vy, vy, v3}

1 3 8 0
e Therefore, Vi€ R?, = |22 | =1 | =5 | + s | 4] + 3|3
I3 2 1 0
How can we show this?
3 & 0 a1 Iq
-5 4 3 Q2| = | T2 &S Aa=z=x
2 1 0 a3 £3
S N IN—— =~
a1

e Is there always a solution vector | ay | for any arbitrary x € R3?
Q3

— If A matrix is invertible, i.e. A~! exists

— If A has three linearly independent columns (more on this later)

een 19
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Spanning Set and Linearly Dependent Set of Vectors

e Consider two spanning sets for V = R?

e span { (é) , (?)} = IR? (see prev. slide)

20
Luis Herrera, University at Buffalo, 2022



Spanning Set and Linearly Dependent Set of Vectors

o Let {vy, va, -+ ,v,} be a linearly dependent set of vectors

= There is at least one vector, say v;, that can be written as a sum of the others

2 Then, the Span {Ula V2, U'n} — Spall {023 V3, *=°, Un}

e Without loss of generality, assume that v; = cova+- - -+c, vy, show that span {vy, v, -+, v, } =
span{va, -+, Un}

e Assume that x € span{vy, ---, v,} = x=djv1+dsva+---+d,v,. This implies that

T = di(cov2 + - + cpvn) + dave + - + dpvp

= x = (dica+da)va+ -+ (dicp, +dn)v, = x€spanfve, - -, U}

Luis Herrera, University at Buffalo, 2022
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Linearly Dependent Vectors

e In general, given {vy, vy, ---, wv,}, it is possible to write one of the vectors
as a linear combination of the others n — 1 vectors if and only if there exists
c1, Co, -+, cn € R not all zero such that cyv1 + covo + -+ c,v, =0

e Statement A: given {vy, vo, -+, v,}, we can write vy = dyvo + - -+ + d, Uy,
e Statement B: dcy, ¢9, -+, ¢, € R not all zero such that c;v1 +---+c,v, =0
Need to show A = Band B = A (if and only if)

B = A

e Assume B is true, dcq, ¢o2, -+, ¢, € R not all zero s.t. civ1 4+ covo + -+ 4+ ¢cpv, =0

e Assume ¢; # 0 without loss of generality

® — (C1U1 = —CaVg — - — CrlUp

° = U =—Fv— - — FV,

o = v =dova+ - +dyvp, di=—%F fori=2 -, n(A)
A = B

o 7
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Linear Independence

e The vectors vy, vo, - -+, v, in a vector space ) are said to be Linearly Independent
if
civ1 +cvg+ -4+, =0 = g =co=---=¢,=0
o If {vy, vo, -+, vy} is a minimal spanning set for V then vy, vy, ---, v, are

linearly independent!

o If {vy, vo, ---, v,} is a linearly independent set of vectors, then
span {vy, v, -+, v, } =V is a minimal spanning set for V!

Minimal Spanning Set = Basis

23
Luis Herrera, University at Buffalo, 2022



Linear Independence — Example 1

1 1
e Determine if { (1) , (2) } are linearly independent

1 1 0
e To show linear independence: c¢; (1) + co (2) = (O) only for ¢y =co =0
les +1co =0 N 1 1 c1y) 0
leg 4+ 2c2 =0 1 2/ \ea/ \O
(Using RREF) = (- ) (<) = ("
0 1 Co 0

= 6120, co =0

1 1
e Since ¢; = ¢ = 0, the vectors (1) : (2) are linearly independent

24
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Linear Independence — Example 2

1 4
e Determine if 21, 111, | -1 are linearly independent
4 3 1
1 2 4 0
e To show linear independence: ¢1 | 2| +co | 1| +c3| -1 =10
4 3 1 0
1 2 4\ [e& 0 1 2 4,0 1 0 —2.,0
2 1 -1||e|l=]0 = | 21 -1,0 | = (usingrref)| 0 1 3 0
4 3 1 Cs 0 4 3 110 00 010
The set of all solutions are of the form:
C1 2c3 2
Co e R? c1 = 2c3, co = —3c3, forany cg R » = reR? |z = —3c3 | =c3| -3
C3 C3 1
2
e Or we can also say all of the solutions are in the span -3 ,eg.c0 =2, c0=-3,c3=1
1

e The vectors are linearly dependent!

25
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Linear Independence — Example 3

1 0 1
e Determine if O, 1], O , 12 are linearly independent
0 0 3
1 0
e Linearindependentif: ¢; | 0| +c2 | 1 | +c3 +cy O]onlyforci =co=c3=c¢4=0
0 0
100 1 21 0 I
= o1 0 2 I=o|l = { e=—2¢4
&
0o 1 3/ 0 5 = —3ca
Cq
e There are infinite many solutions of the form:
C1 —Cy —1
(6] 4 4 *2C4 *2
ER® | c1 =—cy4, co=—2¢4, c3 =3¢y, forcys, eR ) = eR” |z = = —C4
C3 —3(34 -3
C4 C4 1
—1
. -2 )
e We can also set that the solutions are as: span 3 The vectors are lin. dependent!
1
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Topic Outline

=  Linear Algebra Review

o Basis

27
Luis Herrera, University at Buffalo, 2022



Basis of a Vector Space

e Theorem: Suppose vy, v2, ---, v, are linearly independent vectors in a vector
space V and let v € span {v1, va, ..., v, }, then v can be written uniquely as a
linear combination of vy, vo, ---, v,

Proof (by contradiction -B = —A)

e Assume —B, i.e. there are two ways to write write v € span {vy, va, ---, v, }, e.g.
V=11 + Uy £ -+ QpUp, and v = S1o1 + ot + -+ St

Need to show that this implies —A, i.e. {vy, vo, ---, v, } are linearly dependent

Consider the following:

V=V =01V + QoUg + o+ + G Uy — (B101 + Bave + -0+ Bup) =0
= (a0 —B)vr+ (a2 — B2)ve+ -+ (@ — Bn) vy =0

e Since there is at least one «; # (; (by assumption), then the vectors vy, ---, v, are linearly
dependent.
e Definition: The vectors vy, vy, ---, v, form a basis for a vector space V iff:
1. {v1, va, -+, v,} are linearly independent
2. Span{vla v2, ", U'n,} =V

28
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Basis of a Vector Space — Example 1

1 0 0
e In R? the standard or natural basis set ise; = | 0|, ea = | 1|, and e3 =
0 0 1

Show that the set of vectors {e1, ea, e3} for a basis for R?

e Linear independence:

1 0 0 1 0 0 C1 0
1|0l 4+c|l]l +e3|0f =10 1 0 | =10
0 0 1 0 0 1 C3 0
only for ¢y =ca =c3 =0
e span {ej, e2, ez} = R3:
I1
Vr e R isx = |2, | €span{es, e, e3}?
I3
1 0 0 1 0 0 (4] I
a1 |0l +ae |1l +a3 |0l =]10 1 O s | = | X2
0 0 1 0 0 1 o3 xr3

Yes! for oy = x1, o = 22, a3 = T3
Luis Herrera, University at Buffalo, 2022
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Basis of a Vector Space — Example 2

2
e Doestheset v; = | 1|, va=]|1], v3=|0] form a basis for R3?
1 1
e Linear independence:
0 2 1 0 2 c1 0 1 0 0 c1
cil1]l+c |1l 4+ec3]0] =11 1 0 co | =10 = (rref) 0O 1 O Co
1 1 1 1 1 C3 0 0 0 1 C3
only for ¢c;1 = ¢c3 =c¢c3 =0
¢ Span {Ul, V2, Ug} = R3:
I
Ve e R® isx=|xzo| €span{vy, v, v3}?
Z3
1 0 2 (051 I
1 1 O %) — Io
1 1 1 o3 T3

Yes! since A is invertible (note: we can also use rref and find the actual oy, as, as)

30
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Basis of a Vector Space — Example 3

0 0
e Doesthesetvy=|1]|,vao=|1], v3=]2] form a basis for R3?
2 4
1. Are they linearly independent?
1 0 0 c1 0 1 0 0 c1 0
RREF
c1v1 + covg +c3vy3 =0 = 1 1 2 col =10 — |0 1 2 co|l =10
1 2 4 C3 0 0O 0 O C3 0
No and we can stop here!
€1
2. Do they span R3? can any vector z = | 25 | € R? be written as a combination of vy, v, v3?
a1U1 + oV + agvz = T3
1 0 0 (05] I
= 1 1 2 as | = | 2
1 2 4 3 I3
—A

31
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Dimension of a Vector Space and Basis Summary

o Theorem: Let V is a vector space of dimension n > 0. Then:

1. Any set of n linearly independent vectors span V

2. Any set of n vectors that span V are linearly independent

3. No set of less than n vectors can span V

4. Any subset of less than n linearly indep. vectors can be extended to form a basis for V

5. Any spanning set of > n vectors can be parted down to form a basis for V

o R3is a vector space with dimension 3 since any basis must have 3 vectors, e.g. {e1, e, es}

No set of less than 3 vectors can span R?!

Any set of more than 3 vectors in R? have to be linearly dependent

32
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Topic Outline

=  Linear Algebra Review

o Change of Basis
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Change of Basis - Motivation

Motivation:

e Many applied problems can be simplified by changing from one coordinate system
to another, e.g. when integrating the volume of a solid is better to use spherical
coordinates, {r, 0, ¢}, rather than rectangular, {z, y, z}

e When we specify a vector, we typically assume it is with respect to the standard

basis
: 5 ol . . , 1 0
e For example in R*, a vector z = is implied to be r = « 0 + ]
Standard basis for R? = span {e;, es} o

A
A

34
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Change of Basis — General Basis

Definition:

e Let V be a finite dimensional vector space, and let Z = {by, bs, ..., bi} be a basis
for V. Then any v € V), can be written uniquely as: v = a1b; + asbs + - - - by

e The elements oy, as, ---, «p are called the coordinates of v w.r.t. to #
_al_
® Uy = is called the coordinate vector of v w.r.t. %4
895
_Ul_
e v= | . | is called the coordinate vector of v w.r.t. the standard basis
Uk
1 0 :
o Noticethatv=v; | | +--4+v, | | =tbi+--+anb, = v=|[b - b,|vz
0 1

SR

e Therefore v = Bug or v = B~

35
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Change of Basis — Coordinate Vector

. Z1
e (Given a vector x = [
)

nates w.r.t another basis %

1
e For example, 4 = { [?] : [ 1] }, then r4 = [g] implies that x = Bz 4, i.e.

1 3 1 Q
e ()20
—— N——— N~

x B T

] (w.r.t standard basis), we would like to find the coordi-

e Therefore, we can use B to change basis, i.e. © = Bxg or x2 = B~ 'x

36
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Change of Basis — Example (1)

1 1 1
e Example, given x = [2] find its coordinates w.r.t 8 = { ( 1) , (1) }, i.e. xy

e Given that the set % is a basis for R?, then:

Q- () ) - (290

The coordinates w.r.t. £ are thus:

e ((0) G-(8) e

A
N
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Change of Basis — Example (2)

+nen o = {[1] [} =) [1])

—1
o Let g = [2],ﬁndfccg: [Ch]

a2

e How can we solve for z47 We can first find z and then find z:

=B
o v = Brg=Cry¢ = x¢=C 'Brg
r = Cuxy

e Therefore:

)

o= (1)

e A different way to find C~!B is using rref {(C | B)} (last 2 rows/columns)
38
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Change of Basis — Transition Matrix

e For R™, let B = {bl by ... bn] be a matrix whose columns form a basis for R".
Let ve R*, v=a1b; + - -+ a,b, = v=DBug

e Similarly, let C' = [cl cn] be a matrix whose columns form a basis for R,

then v = vic1 4+ -+ v = v==Cuv¢

v = B~ 1Cw,

V= ngg = C'U%” <
ve = C 'Bugy

e Therefore, we can find the following transition matrices:

Transition matrix from & — €

1
Cve = Bvg = ve = C B Vg
—1
= Vg = B~ C v
B . , €

Transition matrix from 4 — %
39
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Topic Outline

=  Linear Algebra Review

o Linear Maps
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Linear Maps

e Let V be a vector space of dimension n
e and VW be a vector space of dimension m over the field of R
e Definition: A function T : )V — W is called linear if

Tu+v)=Tw)+T(w) VY u vey
T(av) = aT(v) VaeR, veV

e Or we can check the following equivalent condition:

T (au+ pv) = aT(u) + BT (v)

41
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Linear Mapping Examples

e Show whether the transformation, L : R? — R3, is linear or not

256‘1
T
1] ) == xr1 — 2:132
T2

3x1 + 4xo

1. z,yeR% s L(z +y) = L(z)+ L(y)? Let z = +y = (:Elerl)

T2 1 Y2
2(x1 4+ y1) 21, 211
Lz)=Lxz+y)=| (@1+y1) —2(x2+y2) | = z1— 222 | + | y1—2y2 | = L(z) + L(y)
3(x1 +y1) + 4(z2 + y2) 31 + 4xy 3y1 + 4y

2. a e R, z € R?is L(az) = al(x)?

2(axq) 211
Llax)=| ary —2axs | =a | 21— 212 | = al(x)
3ax, + 4daxs 3xq1 + 4xo

42
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Linear Mapping Examples

e Show whether the transformation, L : R? — R?, is linear or not

L( I ) _ 235‘1]

o I1To

1. z,yeR? isL(z+y)=Lx)+ L(y)? Let z =z +y = (a:1+y1)
T2 + Y2

L(z) = Lz +y) = ( 2(x1 + 1) ) _ ( 2x1 + 2y1 )

(w1 +y1) (22 + y2) T1T2 + T1Y2 + Y1T2 + Y1Y2

2x 2
L1X2 Y1Y2

Therefore, this transformation is not linear.
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Matrix as a Linear Map

e Theorem: Let A € R™*". The mapping L(x) : R® — R™ defined by:
LA(IJC) — Az, VzxeR"

is a linear transformation.

Show that L 4(x) is a linear transformation:

1. Lx+y)=A(r+y) =Ax+ Ay = L(z) + L(y)
2. L(ax) = A(ax) = cAx = aL(x)

44
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Matrix of a Linear Map

e Theorem: If L is a linear transformation from R™ to R™, then there is an m X n
matrix A such that :

L(z) = Az
for all € R™. The j* column of A is given by:
aj =L(e;), forj=1,---,n

That is L = L 4:

A=|L(er) Lles) -+ L(en)]

The matrix A is called the standard matrix of a linear transformation L.

45
Luis Herrera, University at Buffalo, 2022



Linear Mapping — Matrix Examples

e Find the standard matrix of the following linear transformation:

235'1
X
2 3x1 + 4xo

e To obtain the standard matrix, i.e. L(z) = La(x) = Az we can apply L to the standard basis:

1 2(1) 2
A= (al ag) = a1 =L(e;) =1L ((O)) =1 (1)—20) | =11

3(1) + 4(0) 3
; 2(0) 0
as = L(e2) = L ((1)) =1 0)—2(1) | =1-2
3(0) + 4(1) 4
2 0
A=11 =2
3 4
0
e Therefore L(z) = La(z)=Ax= |1 -2 (zl)
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Linear Mapping — Different Basis

e We now know a linear transformation from two finite dimensional vector spaces,
ie. L:R" — R™, has a standard matrix representation

x w.r.t. standard basis for R”
e L(x)=y & Ar=y, x€R", yecR™ '
y w.r.t. standard basis for R™

e What if we were to use a different (not standard) basis for R™ and R™? What is
the matrix representation of L w.r.t. these different basis?

e R", we have basis given by the columns of B = (b1 e bn)

e R™, we have basis given by the columns of C' = (cl e cm)

Ax = y (w.r.t. standard basis) and y = Cyy, v = Brg
= ABrg =Cyy = ye =C 'ABrgz= Az

e Let A = C~'AB, then A is the matrix representation of L w.r.t. basis B for R" and C
for R™
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Topic Outline

=  Linear Algebra Review

o Column Space and Null Space
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Null Space of a Linear Map

e Definition: Let A € R™*" then La(x) = Az : R™ — R™, then the set
N(A) ={z e R"| Az =0}
is a subspace of R™ (domain) and is called the null space of A
e The null space of A is a subspace of the domain, i.e. N'(A) C R"”
o Let A= (1 Lol ) be the standard matrix of a linear transformation L4(z) : R® — R?

0 1 -1
e What is the N(A)? N(A) = {z e R® | Az = 0}

T Iy

1 1 1 0 1 0 2 0

Ar =0 = (0 . 1) T2 —(0) = (rref(A)) (0 . 1) x| = (0)
L3 L3

r1+ 213 =0 N r1 = —2r3
332*233:0 o9 = I3
—2x3 —2 —2
.N(A)={$€R3|LU1=—2{E3,ﬂ?QZZEg}: reR3 |z = T3 =x3| 1 = span 1
T3
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Range/Column Space of a Linear Map

e Definition: Let A € R™*" je. A:R"™ — R", then the set
R(A)={yeR™| JzeR", Axz=y}={y=Ax e R™| xz € R"}

is a subspace of R™ and is called the range/column space of A

e The range space for this matrix is also called the column space of A since:
R(A) =span{ay, az, -+, an}
where a; are the columns of A, only drawback is that {ay, -+, a,} may not be lin. indep.

1 3 4

Lot A =
* e (268

) , La(z): R? = R? what is R(A) € R?? Simply find linearly independent columns

e To find linearly indep. columns: rref { A} and the leading ones show the location of linearly independent
columns of A

e In this case, the 2 and 3 column are multiples of the first, therefore R(A) = span { (;) }
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Null/Range Space Example

e Find a basis for the null and column space of the following matrix:

1 1 1 0
2 1 0 1

e Lo:R*—R? The null space is N'(4) = {z € R* | Az =0} C R*:

T I
1 1 1 1 -1 1
Ar=0 = N7 =(Y) = weta) ! (Y
2 1 0 1 T3 0 o1 2 -1 T3 0
Ty L4

1 —23+x4=0 r1 = T3 — T4
=

To+2x3—x4 =0 Lo = —2x3 + T4
( T3 — T4 1 —1\ ) (/1
—2 —2 1 —2
e The NV(A) =<z eR* |z = st = x3 + 24 > = span < :
I3 1 0 1
T4 0 1

\

e The dimension of the null space is 2, i.e. dim (N (A)) =2

J \
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Null/Range Space Example

e Find a basis for the null and column space of the following matrix:

1 1 1 0
2 1 0 1

L4 :R* = R? The range/column space of A = span{a;, as, a3, a4}

A:

Find a basis for the column space:

111 0 10 -1 1
(2101):>He{} (01 9 1)

Therefore, the first and second column are linearly independent and form a basis for R(A)

- (1) (1)
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