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Preface

Game theoretic analysis of congestion, safety, and security is an interdisciplinary
undertaking. Many researchers working on congestion have not extensively con-
sidered safety/security, and vice versa. However, significant interactions exist
between the two research areas, which motivated this book. This book is intended
to establish a new and enhanced current state of affairs within this topic, illustrate
linkages between research approaches, and lay the foundation for subsequent
research. Congestion (excessive crowding) is defined broadly to include all kinds of
flows; e.g., road/sea/air traffic, people, data, information, water, electricity, and
organisms. The book considers systems where congestion occurs, systems which
may be in parallel, series, interlinked, or interdependent, with flows one way or both
ways. Congestion models exist in abundance. The book makes ground by intro-
ducing game theory and safety/security. For the analysis to be game theoretic, at
least two players must be present. For example, in Wang and Zhuang [1] one
approver and a population of normal and adversary travelers are considered.
Similarly, in Bier and Hausken [2], one defender and one attacker are considered, in
addition to drivers who choose the more time-efficient of two arcs of different
lengths. Multiple players can be adversaries with different concerns regarding
system reliability; e.g., one or several terrorists, a government, various local or
regional government agencies, companies, or others with stakes for or against
system reliability. Governments, companies, and authorities may have tools to
handle congestion, as well as ensure safety/security against various threats. The
players may have a variety of individual concerns which may or may not be
consistent with system safety or security. Much of the congestion literature is not
game-theoretic, and does not extensively consider safety or security. Also, most
game-theoretic analysis does not account for congestion. Volume 2 consists of nine
chapters.

In “A Game Theory-Based Hybrid Medium Access Control Protocol for
Congestion Control in Wireless Sensor Networks,” Raja Periyasamy and
Dananjayan Perumal consider a game-theoretical hybrid medium access control
(GH-MAC) protocol in the face of wireless sensor networks congestion scenarios.
GH-MAC is integrated with a game-based energy efficient time division multiple
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access (G-ETDMA) protocol for intra-cluster communication, as well as a game
theory-based nanoMAC (G-nanoMAC) protocol for inter-cluster communication
between the head nodes. The evaluation results show that GH-MAC would help
reducing the energy consumption of the nodes in wireless sensor networks and
increase the lifetime of the sensor networks.

In “Cooperative Games Among Densely Deployed WLAN Access Points,”
Josephina Antoniou, Vicky Papadopoulou-Lesta, Lavy Libman, and Andreas
Pitsillides develop a method to mitigate the interference caused by individual
wireless access points (AP) that share the same channels and cooperate by serving
each other’s clients. A small-size graphical game is used, where the underlying
graph is a clique with heterogeneous edge weights. The equilibrium conditions are
provided for APs to jointly serve each other’s clients and achieve the maximum
benefit for their clients.

In “Simulating a Multi-Stage Screening Network: A Queuing Theory and Game
Theory Application,” Xiaowen Wang, Cen Song and Jun Zhuang use simulations to
study the game-theoretical screening strategies for the approver to balance con-
gestion and security for a multi-stage security screening network facing strategic
applicants. The Arena simulation software is used to build the screening system
with three major components: arrival process, screening process, and departure
process. A Matlab graphic user interface (GUI) is used to collect user inputs, then
export data for Arena simulation through Excel, and finally export simulation from
the results of the Arena to Matlab for analysis and visualization.

In “A Leader-Follower Game on Congestion Management in Power Systems,”
Mohammad Reza Salehizadeh, Ashkan Rahimi-Kian, and Kjell Hausken model a
leader—follower game on congestion management. An operator first chooses mul-
tiple possible strategies which are announced to the generators (power generation
companies). Each strategy consists of emission penalty factors for each power
generation company, renewable power resources to reduce emission, and maximum
prices generation companies can bid for selling electrical power. Second, each
generator bids one price at which it is willing to sell its power, and a Nash-Supply
Function equilibrium game is solved. Third, the operator performs congestion
management and congestion-driven attributes and emission are obtained. Fourth,
the operator’s preferred strategy is selected using TOPSIS, a technique for order
preference.

In “Network Throughput and Reliability: Preventing Hazards and Attacks
Through Gaming—Part I: Modeling,” Yupo Chan studies network throughput and
reliability for preventing hazards and attacks by modeling a stochastic network,
characterized by arcs and nodes that can fail unexpectedly. The author identifies not
only tactics to prevent disruptions caused by natural/technological hazards and
hostile tampering, but also strategies for defense budget allocations to balance
maintaining critical infrastructure and defending against adversarial attacks.

In “Network Throughput and Reliability: Preventing Hazards and Attacks
Through Gaming—Part II: A Research Agenda,” following up on the modeling
world in “Network Throughput and Reliability: Preventing Hazards and Attacks
Through Gaming—Part I: Modeling,” Yupo Chan provides a research agenda for
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pre-disaster mitigation/maintenance for critical civil infrastructure networks. Based
on research to date, conditions under which a Pareto Nash equilibrium exists to
prevent both hazards and attacks are provided. The author concludes with general
principles of how to best defend networks of specific types against intelligent
attacks, including both computational and behavioral considerations.

In “The Price of Airline Frequency Competition,” Vikrant Vaze and Cynthia
Barnhart present a game-theoretic model of airline frequency competition.
Frequency competition affects congestion and each airline’s market share and profit.
Congestion affects and is affected by runway, taxiway, and airborne safety con-
siderations. Myopic learning dynamics are analyzed and equilibria are determined
for the two-player game and the N-player symmetric game. The price of airline
frequency competition in the form of increased congestion and decreased profits is
analyzed.

In “A Simulation Game Application for Improving the United States’ Next
Generation Air Transportation System NextGen,” Ersin Ancel and Adrian Gheorghe
develop a simulation game to evaluate the United States’ next generation air
transportation system NextGen. Such systems are characterized by congestion,
energy shortage, delays, etc., which depend on technology, politics, environmental
concerns, and interaction between players such as the government, the Federal
Aviation Administration, military stakeholders, airlines, airport operators, and the
general public.

In “A Congestion Game Framework for Emergency Department Overcrowding,”
Elizabeth Verheggen analyzes emergency department overcrowding as an El Farol
Bar Game, illustrating the Tragedy of the Commons. Ambulance diversion, exten-
sive wait times, and patient elopements cause overutilization and inefficient load
balancing. Agent-based simulations reveal no statistically significant difference
between two games and empirical observations, suggesting that a bar may be a good
metaphor to understand congestion.
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A Game Theory-Based Hybrid Medium
Access Control Protocol for Congestion
Control in Wireless Sensor Networks

Raja Periyasamy and Dananjayan Perumal

Abstract Network congestion occurs when the offered traffic load exceeds the
available capacity of the network. In Wireless Sensor Networks (WSNs), congestion
causes packet loss and degrades the overall channel quality, which leads to excessive
energy consumption of the node to retrieve the packets. Therefore, congestion
control (CC) is necessary to overcome the above-mentioned shortcomings to
enhance the lifetime of the network. In this chapter, a game theory-based Hybrid
Medium Access Control (GH-MAC) protocol is suggested to reduce the energy
consumption of the nodes. GH-MAC is combined with Game-based energy-Efficient
Time Division Multiple Access (G-ETDMA) protocol for intracluster communica-
tion between the cluster members to head node whereas Game theory-based nano-
MAC (G-nanoMAC) protocol is used for intercluster communication between the
head nodes. Performance of GH-MAC protocol is evaluated in terms of energy
consumption, delay, and it is compared with conventional MAC schemes. The result
thus obtained using GH-MAC protocol shows that the energy consumption is
enormously reduced and thereby the lifetime of the sensor network is enhanced.

1 Introduction

The Wireless Sensor Network (WSN) is comprised of tiny embedded devices
termed as “motes or nodes” that have inbuilt features for sensing, processing, and
communicating information over wireless channels. A WSN consists of one or
more sinks and a large number of sensor nodes scattered in a sensing area. A sensor
node can sense the physical phenomenon, does the process of “raw” information,
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Fig. 1 Upstream traffic model [1]

share the processed information with neighboring nodes, and reports information to
the sink. The downstream traffic from the sink to the sensor node is usually a one-
to-many multicast. The upstream traffic from sensor nodes to the sink is many-to-
one communication as shown in Fig. 1.

Due to the convergent nature of upstream traffic, congestion appears in the
upstream direction. Congestion refers to a network state where a node or link carries
much datum. It may deteriorate the quality of network service; frame or data packet
loss and blocks the new connections were identified. In a congested network,
response time slows down the network throughput. The fundamental reason for the
occurrence of congestion is that the system resources cannot meet with the demand
of the data transmission. The increase of system resources, such as bandwidth of the
wireless channel, cache buffer size, and processing capability of the nodes, can be
used to tackle congestion. Therefore, the approach that relies on increasing
resources will inevitably cause the wastage of resources.

1.1 Types of Congestion

Two types of congestion could occur in WSNs as shown in Fig. 2. The first type
named node-level congestion is common in conventional networks. It is caused by
an overflow of buffer in the node and can result in packet loss, and increased
queuing delay. Packet loss, in turn, can lead to retransmission and therefore

\\ Buffer Overflow /"

. . /
\ Link Collision .
. ? B -

—-—

- ——

—— o

Fig. 2 a Node-level congestion and b link congestion
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consumes additional energy. When wireless channels are shared by several nodes in
WSNs using Carrier Sense Multiple Access (CSMA) protocols, collisions could
occur, due to multiple active sensor nodes try to seize the channel at the same time.
This can be referred as link-level congestion. Link-level congestion increases packet
service time, and decreases both link utilization and overall throughput, and wastes
energy at the sensor nodes. Both node-level and link-level congestions have direct
impact on energy efficiency and quality of service (QoS) [1-3].

1.2 Congestion Control

Congestion must be efficiently controlled. The efficiency of CC protocol depends
on how much it can achieve the following objectives:

i. Energy efficiency requires to be improved in order to extend the lifetime of the
system. Therefore, CC protocols need to avoid or reduce packet loss due to
buffer overflow, and remain lesser control overhead that consumes less energy

ii. Fairness needs to be guaranteed, so that each node can achieve fair throughput.

There are two general approaches to control congestion: network resource
management and traffic control. The first approach tries to increase the network
resources to mitigate congestion when it occurs. In wireless network, power control
and multiple radio interfaces can be used to increase the bandwidth and weaken
congestion. With this approach, it is necessary to guarantee precise and exact
network resource adjustment in order to avoid over provided resources or under-
provided resources. However, this is a hard task in wireless environment. Unlike
the approaches based on network resource management, traffic control implies to
control the congestion through adjusting the traffic rate at source nodes or inter-
mediate nodes. When exact adjustment of network resource becomes difficult, this
approach is helpful to save the network resources feasibly and efficiency. Most of
the existing CC protocols belong to network resource management [4].

2 Energy Aware MAC Operation

The nodes are expected to operate on battery power for several years. Therefore, the
energy conservation scheme plays a vital role in determining the lifetime of the
network. Commercial standards such as IEEE 802.11 are not suitable for WSNs,
because the nodes listen all the times and they cannot be used for multihop purposes
[5]. The fairness of the WSN is defined as the number of unique packets received by a
sink node from each source node. Most of the existing work guarantees simple
fairness in every sensor node which obtains the same throughput to the sink. In fact,
sensor nodes might be either outfitted with different sensors or geographically
deployed in different place and they may have different importance or priority needed
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to gain different throughput. Hence the weighted fairness is required. The MAC
protocol plays an important role in CC because the forwarding rate of packet depends
on the MAC protocol. The protocols used in WSN are classified based on the location,
data centric, hierarchical, and QoS, etc. These protocols are based on the minimum
energy concept, clustering concept, and spanning tree and so on. Due to the limitation
of battery power, we have to design the energy-efficient protocols for WSN.

2.1 Literature Survey

The MAC protocol, in addition to controlling medium access, can be designed to
reduce the energy consumption of the radio in WSNs. Idle listening is often the
largest source of energy waste, and duty cycling mechanism (i.e., sensors’ radio
gong to sleeping state) is considered as one of the necessary techniques to reduce
energy consumption in WSN MAC protocols. An energy-efficient MAC protocol
for WSN is called Sensor MAC (SMAC) [6]. SMAC is a MAC protocol specifically
designed for wireless sensor networks (WSNs), which has better performance than
IEEE 802.11 by setting duty cycles for each node which governs the nodes ON and
OFF time. During communication process collision, overhearing, and control
packet overhead will lead to energy wastage. MAC protocols have been developed
to assist each node to decide when and how to access the channel. In SMAC, the
duty cycle is low, but not adaptive, whereas in Timeout MAC (TMAC) the duty
cycle is adaptable depending on the traffic. However, this protocol fails in heavy
traffic. In Pattern MAC (PMAC) protocol, different bit patterns are used to sleep
awake time schedule of nodes [7]. In PMAC, along with the pattern generated, the
schedule for the duty cycle is also set. This has proven to be more energy efficient.

Some existing data dissemination schemes [8—10] can be configured or modified
to be responsive to congestion. For example, directed diffusion can use in-network
data reduction technique such as aggressive aggregation when congestion is
detected. Other protocols, such as Pump Slowly Fetch Quickly (PSFQ) [3] can be
adapted to avoid congestion. However, such approaches involve highly specialized
parameter tuning, accurate timing configuration, and in-depth understanding of the
protocol’s internal operations. Congestion Detection and Avoidance (CODA) [11]
is a congestion mitigation strategy, which uses both, buffer occupancy and channel
load for measuring congestion levels in the network. It uses two strategies for
handling both persistent and transient congestions. CODA performs a rate adjust-
ment through traditional TCP-like Additive-Increase/Multiplicative-Decrease
(AIMD) mechanism and thus often leads to the occurrence of packet loss. ARC [12]
is a Linear Increase Multiplicative Decrease (LIMD) like algorithm. In an Ana-
lytical Rate Control (ARC), if an intermediate node overhears that the packets it
sent previously are successfully forwarded again by its parent node, it will increase
its rate by a constant o, otherwise it will increase its rate by a factor f
(where0 < f<1). The coarse rate adjustment could result in tardy control and
introduce packet loss. Priority-based Congestion Control Protocol (PCCP) [13]
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introduces an efficient congestion detection technique addressing both node- and
link-level congestion. However, it does not have any mechanism for handling
prioritized heterogeneous traffic in the network.

Congestion Control and Fairness (CCF) [14] was proposed as a distributed and
scalable algorithm that eliminates congestion within a sensor network and ensures
the fair delivery of packets to the base station. The main spot light of CCF is its
achieved fairness. However, its fairness is so simple as it results in a low throughput,
especially, when some nodes do not have any packet to send. Priority-based Rate
Control for Service Differentiation and Congestion Control (PRCSDCC) was pro-
posed to distinguish high-priority real-time traffic from low-priority non-real-time
traffic and service the input traffic based on its priority. However, PRCSDCC lacks
flexibility due to static priority. Using Bit-Map-Assisted (BMA) MAC, each node is
assigned a specific slot to transmit a one-bit control message if it has data to send;
otherwise, its scheduled slot remains empty. After the contention period, the cluster
head broadcasts its transmission schedule to the noncluster head nodes in the cluster
and the system enters into the data transmission period. If none of the noncluster
head nodes have data to send, the system proceeds directly to an idle period, which
lasts until the next session. The nodes keep their radios off during the idle periods to
save energy.

3 MAC Protocol

WSN is a novel communication paradigm involving the devices with low com-
plexity that has limitations on processing capacity, memory and severe restrictions
on power consumption [15-17]. The traffic in sensor network is often bursty and its
energy wastage results from collisions, overhearing, control packet overhead and
idle listening to the radio channel [18]. Thus, an effective MAC protocol is essential
in determining the radio channel. The pertinent solution to save energy is to use a
cluster based approach for the MAC scheme [19].

From the perspective of MAC layer the clustered network is divided into two
distinct parts, i.e., intra- and intercluster domain. This chapter suggests a novel
Hybrid MAC approach with Energy-efficient Time Division Multiple Access
(ETDMA) and nanoMAC for intra- and intercluster domain respectively to reduce
energy consumption. The main feature of the Hybrid MAC protocol is that it can
adapt to either high or low level of contention in the network [20].

3.1 Overview of WSN

Clustering scheme organizes the nodes of the sensor network into two virtual
domains, such as intracluster and intercluster domain as in Fig. 3. In the intracluster
domain, the nodes sense the data and communicate with the cluster head directly
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Fig. 3 Overview of WSN domain

within the cluster. Since the radio channel has high contention due to a large
number of sensors in the intracluster domain, the ETDMA-based MAC protocol is
utilized for achieving high energy efficiency. In the intercluster domain, the cluster
head node communicates with the sink either directly (singlehop) or through
another cluster head nodes (multihop). The number of nodes contending for the
radio channel in intercluster is lesser compared to intracluster domain [21], and a
CSMA-based MAC protocol (nanoMAC) is utilized for data transmission.

The frame structure of the Hybrid MAC protocol is shown in Fig. 4. In the
intracluster domain, the cluster head assigns the time schedule based on TDMA to
its nodes for data transmission [21]. The time slot is subdivided into mini-slots
equal to the number of nodes in a cluster. This mini-slot carries a one-bit infor-
mation of a node to determine whether it has the sensed data or not. If the node has
no sensed data, its time slot is allocated to other nodes that have data to transmit. In
intercluster domain, the cluster head nodes have data to transmit to sink or neighbor
head node through a wireless channel by performing Carrier Sense (CS) before
transmission. If a head node fails to get the channel, it goes to sleep mode and
wakes up after a random time period and listens the channel again which leads to
reduce the energy wastage and congestion. This feature contributes to increase the
robustness of the Hybrid MAC protocol to synchronization and topology changes
while enhancing its scalability to contention.

Inter cluster

Intra-cluster foati
uster communication
_ldle slot Communication
information (slots for ordinary (CSMA slots for

nodes) cluster heads)

Fig. 4 Hybrid MAC frame structure
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3.2 MAC Protocol for Intracluster Domain

In a conventional TDMA scheme, a node turns ON its radio during its assigned slot
whether it has data to transmit or not, resulting in higher energy consumption. To
reduce the energy consumption, ETDMA scheme is used, in which the node turns
its radio OFF when it has no data to transmit. In addition, assigning dynamic time
slot based on unpredictable traffic variations are difficult with conventional MAC
schemes [22]. To efficiently assign the time schedule and minimize the energy
consumption, the ETDMA MAC protocol is suggested for intracluster domain.

3.2.1 ETDMA MAC Protocol

The main objective of the ETDMA MAC protocol is to reduce the energy con-
sumption due to avoiding idle listening and maintain low latency. In clustering
approach, the data transmission of the noncluster head nodes are organized into
rounds [23]. Each round consists of cluster set-up phase and steady-state phase as
shown in Fig. 5.

(i) Setup Phase

During set-up phase, each node decides to become a cluster head based on its
energy level. Elected cluster heads broadcast an advertisement message to all other
nodes claiming to be the new cluster head by using nonpersistent CSMA. Each
noncluster head node joins the cluster in which communications with the cluster
head require a minimum amount of energy. Once the clusters are built, the system
enters into the steady-state phase.

Set-up
phase Steady-state phase
| Session | Session |
€ T >|
Data | Data Data | Data | Data
slot | slot slot | slot |slot | | —
les]< »|< »ll< N| N|
=7 | [l N d
Contention Dat.a . Idle Contention Dat'a . Idle
L transmission . . transmission .
period period period period

period period

Fig. 5 Transmission periods of ETDMA MAC protocol
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(i1) Steady-State Phase

The steady-state phase is divided into sessions. Each session consists of a con-
tention period, data transmission period and an idle period as in Fig. 5. With N
noncluster head nodes in the cluster, the contention period is exactly N slots.
During each contention period, all nodes keep their radios ON. Using ETDMA
MAC, each node is assigned a specific slot to transmit a one-bit control message if
it has data to send or not.

After the contention period, the cluster head broadcasts its transmission schedule
to the noncluster head nodes in the cluster and the system enters into the data
transmission period. If the noncluster head nodes have no sensed data, the system
proceeds directly to an idle period, which lasts until the next session. The nodes
keep their radios OFF during the idle periods to save energy. When the session gets
over, the next session begins with a contention period and the same procedure is
repeated. The cluster head collects the data from all the source nodes and then
forward the aggregated and compressed data to the sink directly or via a multihop
path. After a predefined time, the system begins the next round and the whole
process is repeated.

3.2.2 Energy Model of ETDMA MAC

This model describes the energy consumed by the sensor node in the intracluster
domain. In ETDMA protocol, the sensor nodes keep their radio ‘ON’ during the
whole contention period. After receiving the transmission schedule from cluster
head, each source node sends its data packet to the cluster head over its scheduled
time slot.

The energy consumed by each source node during a single session is given by

Esn :PtTc+(N_ l)PiTc+PrTch+PtTd (1)

where

P,, P, and P; are the power consumption during the transmission, reception, and
idle mode, respectively

T, is the time required to transmit/receive a control packet

N is the number of noncluster head nodes within a cluster

Ty is the time required for cluster head to transmit/receive a control packet
T4 is the time required to transmit/receive a data packet.

Each nonsource node stays idle during the contention period and keeps its radio
OFF during the data transmission period. Thus, over a single session, the energy
that it dissipates can be computed as
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E;, = NPT, + P, T., (2)

During the contention period of the ith session, cluster head node receives n;
control packets from noncluster head nodes and stays idle for (N — n;) contention
slots. In the subsequent transmission period, the cluster head node receives n; data
packets from the noncluster head nodes. Hence, the energy expended in the cluster
head node during a single session is given as

Ech = ni(PrTc + Per) + (N - ni)PiTc + PtTch (3)

where 7; is the number of source nodes in the ith session/frame. Therefore, the total
system energy consumed in each cluster during the ith session is

Eg = niEg + (N — nj)Eiy + Ecn (4)

Each round consists of k sessions, thus the total system energy dissipated during
each round is computed as

k
Eround = ZEsi (5)

i1
The average packet delay 74, is defined as the average time required for a packet

to be received by the cluster head node and is given by

o NTC + Tch + l”lde

n;

Td

(6)

The energy consumption and delay for the intracluster network are evaluated
using the Eqs. (5) and (6), respectively. The nodes’ battery energy is saved by
providing the ETDMA scheduling based on the traffic load using the repeated
game. The detailed description of repeated game theory is to be discussed in Sect. 5.

3.3 MAC Protocol for Intercluster Domain

In a conventional np-CSMA scheme [24, 25], a node with a frame is used to
transmit the senses of the channel by using CS. If the channel is detected busy, the
node waits for a random time interval for transmission to avoid collision. When two
users sense the idle channel at the same time and transmit their frames, a collision
occurs. This request for retransmission and results in high energy consumption of
the sensor node. To minimize the energy consumption, nanoMAC protocol is
suggested for intercluster domain.
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Fig. 6 Transmission periods of nanoMAC protocol

3.3.1 NanoMAC Protocol

The nanoMAC protocol of CSMA/CA type is nonpersistent. With probability p, the
protocol will act as nonpersistent and with probability (1 — p), the protocol will
refrain from sending even before CS and schedule a new time to attempt for CS.
Nodes contending for the channel do not listen constantly to the channel, contrary
to the normal binary exponential backoff mechanism, but sleep during the random
contention period.

When the backoff timer expires, the nodes wake up to sense the channel. This
feature makes the CS time for nanoMAC a short, and saves the energy of sensor
nodes to a greater extent. With one Request To Send (RTS) and Clear To Send
(CTS) reservation, a maximum of 10 data frames can be transmitted using the frame
train structure as in Fig. 6. The data frames are acknowledged by a single, common
Acknowledgement (ACK) frame that has a separate ACK bit reserved for each
frame. Only the corrupted frames are retransmitted and not the whole data packet.

3.3.2 Energy Model of NanoMAC

The transmission energy consumption model of the nanoMAC protocol is shown in
Fig. 7. During data transmission, this model describes the energy consumption by
taking average contention times, backoff times and frame collisions [26—30]. There
are four different states: Arrive, Backoff, Attempt and Success. Arrive state is an
entry point to the system for a node to transmit new data. Energy consumed for
every arrival to one of these states. To reach the success state, all possible transi-
tions starting from the arrival state and ending at the success state is calculated.
On the arrival of data, when a device finds the channel busy, it refrains from its
transmission, and reaches the backoff state. When the channel is clear upon CS, the
sensor node transmits RTS frame to the destination node and it waits for a CTS
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frame and reaches the attempt state. On successful transmission of the RTS and
reception of CTS, a transition to the success state is made. The success state
represents a successful data exchange with the destination.

When the RTS frame collides, the device returns to the backoff state and no new
data transmissions are made during this period. Backoff state represents the device’s
waiting period, trying to acquire the channel again. When the device detects the
channel as vacant or idle, it transits to the attempt state by sending the RTS frame.
When the channel is detected busy, it stays in the backoff state and repeats the
process. The average energy consumption upon transmission from the point of
packet arrival to the point of receiving an ACK frame is given by

Erx = Earive + P1E(A) + (1 — p1)E(B) ™)

where

E.ive 18 the carrier sensing energy consumption when reaching the arrive state
E(A) and E(B) are the energy consumption on each visit by the node to attempt
state and backoff state and are given by

E(A) = p2E(S) + (1 — p2)E(B) (8)
and
E®B) = p3E(A) + (1 — p3)E(B) )

where

E(S) is the expected energy consumption upon reaching the success state from
the attempt state
Dy1.23; are the different probabilities related to arriving at a certain state

The transmitter energy consumption can be simplified as
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T, T;
Etx = TesMrx + po | Tob +t5 Mg, + poEB) 4 (1 — po)(1 = pers) | Top +5 Mg,

+ (1 - pb)persE(A) + (1 _pb)pers (Tpr + Trts)MTX + (1 _pb)(l - pers)E(B)
(10)

where

Tcs is the time required for carrier sensing

Mgx is the receiver power consumption

Dy is the probability of finding channel busy during carrier sense
Ty is the incremented backoff time

T,/2 is the average random delay

My, is the sleep power consumption of the transceiver
Ty, is the unincremented backoff time

Pers 18 the nonpersistence probability of nanoMAC

T}, is the time required to transmit a preamble

T, is the time required to transmit an RTS frame
My is the transmitter power consumption

The receiver energy consumption model of a packet for nanoMAC protocol is
shown in Fig. 8. There are three different states: Idle, Reply, and Received. When
the destination node receives an RTS packet, it transits to state Reply and forward
the CTS packet to the source. When the destination node receives the valid data

Fig. 8 Receiver energy no valid RTS received,
model of nanoMAC protocol s
stay in idle

collision Z valid RTS
during CTS received

> h
Reply
. -/
receive
data packet .
o)
o

Receiwved
)
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packet from the source, it reaches the received state and sends an ACK frame to the
source node. When the CTS packet transmitted by the receiver collides, it stays in
idle state.

The average energy consumed by the receiver to receive data packet is given by

Erx = E(I) = W
senh

where

E() is the energy incurred in each visit of node to idle state

1 represents the energy model transitions from state idle

0 represents the energy model transitions from state reply

Ps and pgenp, are the probabilities of no collision during RTS or CTS transmission

The average packet delay 74, from the cluster head to the sink is calculated using
Fig. 8 and is given by

T, T
Td = Pb l:Tbb ot TE(B):| + (1 = po)d — pers) [pr ot TE(B):| +(1

— Pb)Pers [TE(S)] (12)

where

Tg(a) is the time required to visit the attempt state
Tgm) is the time required to visit the backoff state
Tgs) is the time required to visit the success state

The energy consumption and delay are evaluated for intercluster communication
by using the Eqgs. (10), (11), and (12). The repeated game is applied in nanoMAC
protocol to provide the effective sleeping time for CH which has reduced the energy
consumption.

4 Hybrid MAC Protocol

From the perspective of the MAC layer, the clustered network is divided into two
distinct parts, i.e., the intracluster domain and the intercluster domain. This chapter
suggests a novel Hybrid MAC approach with the combination of ETDMA and
nanoMAC, which is based on CSMA/CA for intra- and intercluster domain,
respectively, to reduce collision and energy consumption. The main feature of the
Hybrid MAC protocol is that it can adapt to either high or low level of contention in
the network. The performance of the proposed Hybrid MAC protocol is evaluated
in terms of the network lifetime and it is compared with conventional MAC
schemes. The MAC layer provides efficient operation of a sensor network since it
avoids congestion between data by not allowing two interfering nodes to transmit at
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the same time. The MAC schemes for wireless data communication is categorized
into a contention-based and schedule-based protocols [31]. Based on the sensing of
the channel, in contention-based scheme, the sensor nodes keep their radio ON to
transmit the message. The major disadvantage in using nonpersistent carrier sense
multiple access (np-CSMA) protocol is the nodes compete to share the channel
which leads to collision from nodes beyond one hop and it leads to hidden terminal
problem. In the case of schedule-based MAC scheme, TDMA overcomes hidden
terminal problem, but it requires efficiently scheduling of time to avoid idle lis-
tening of the channel. The major energy wastage in np-CSMA and TDMA MAC
schemes are congestion, collisions, overhearing, control packet overhead, and idle
listening to the channel [32, 33]. Therefore, an efficient MAC protocol has to
consume less energy and this is achieved by using nanoMAC protocol, which has a
sophisticated sleep algorithm and congestion avoidance technique in CSMA.
However, the difficulty in decision making for data communication consumes more
energy. The proposed Hybrid MAC is the combination of the ETDMA and
nanoMAC protocol for intracluster and intercluster communication. The main
objective of this chapter is that the game theory-based Hybrid MAC (GH-MAC)
has to reduce the time duration to take the decision and forward the data effectively,
which reduces energy consumption of the node.

4.1 System Model

The Hybrid MAC protocol is divided into two levels of communication process: the
first level is intracluster communication, i.e., between the cluster member and the
cluster head (CH), and the second level communication is between the CHs.
The operations in ETDMA are divided into two rounds; one is cluster set-up phase
while the other is steady-state phase. The cluster set-up phase checks the nodes
based on the energy level, whether it can become CH node. The selected CHs
broadcast an advertisement message to all nodes stating it is the new CH. Then the
other non-cluster-head nodes, which require minimum energy to communicate with
CH join together to form a cluster. With the formation of cluster, the system goes to
steady-state phase [28, 34-37].

The categories of steady-state phase are contention period and frames. In the
contention period, the nodes keep their radio ON, while the CH builds TDMA
schedule and transmits it to all nodes within the cluster. A data slot is allotted to
each node in a frame. The duration of each frame is fixed. The source node
transmits its data to CH within its allocated time by turning ON its radio and all
other times the radio is kept OFF. The different states of intercluster communication
are Arrive, Backoff, Attempt, and Success states. In the arrive state, the node starts
transmitting new data. To reach the success state, all possible transitions from the
arrival state to the success state is calculated. On the arrival of data, when a device
finds the channel busy, it refrains from its transmission, and reaches the backoff
state. When the channel is clear upon CS, the source CH transmits the RTS frame to
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the destination CH and it waits for a CTS frame and reaches the attempt state. On
successful transmission of the RTS and reception of CTS, a transition to the success
state is made. The success state represents a successful data exchange with the
destination. When the RTS frame collides, the device returns to the backoff state
and no new data transmissions are made during this failed period. Figure 9 shows
the entire communication process of Hybrid MAC protocol.

5 Game Formulation

The game theory techniques have been widely applied to various engineering
design problems in which the action (i.e., any activity) of one component has its
impact on any other component. Game theory also addresses problems where
multiple players with different objectives compete and interact with each other in
the same system; such as mathematical abstraction which is useful for general-
ization of the problem. Therefore, game formulations are used, and a stable solution
for the players is obtained through the concept of equilibrium. This chapter pro-
vides applications of game theory in wireless network and presents them in a
layered perspective, emphasizing on which game theory could be effectively
applied. Energy efficiency of MAC protocol in WSN is very perceptive to the
number of nodes competing for the access channel to avoid congestion. Accurate
analysis of congestion, collision probability, transmission probability, and so forth
is very difficult for a MAC protocol by detecting channel in wireless medium [38].
Game theory provides the solution to solve this constraint of MAC protocol sug-
gested for WSN by regulating the traffic load and providing an efficient sleeping
time period to conserve the nodes energy, by applying repeated game for Hybrid
MAC which is known as Game theory-based Hybrid MAC (GH-MAC) protocol.

5.1 Repeated Game

Repeated game theory is concerned with a class of dynamic games, in which a
game is played for numerous times and the players can observe the outcome of the
previous game before attending the next repetition [39]. To understand the concept
of repeated games, let us start with an example, which is known as the Prisoner’s
Dilemma [40], in which two criminals are arrested and charged with a crime. The
police do not have enough evidence to convict the suspects, unless at least one
confesses. The criminals are in separate cells, thus they are not able to communicate
during the process. If neither confesses, they will be convicted of a minor crime and
sentenced for 1 month. The police offer both the criminals a deal. If one confesses
and the other does not, the confessor one will be released and the other will be
sentenced for 9 months. If both confess, they will be sentenced for 6 months. This
game has a unique Nash equilibrium in which each player chooses to cooperate in a
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single-shot setting. Now in the prisoner’s dilemma, suppose one of the players
adopts the following long-term strategy: (i) choose to cooperate as long as the other
player chooses to cooperate, (ii) In any period the other player chooses to defect,
and then choose to defect in every subsequent period. What should the other player
do in response to this strategy? This kind of game is known as a repeated game with
sequence of history-dependent game strategies.

5.2 Game Formulation for GH-MAC

Formally, the game is defined as G = [N, A;, U;] and has the following three
components [41]

e The set of players, N = {1, 2, 3, ..., x}

e The set of actions (strategy profile), A;, available for a player
decision.

e The payoff (utility) function U; resulting from the strategy profile.

13

i’ to make a

The model considered in the analysis of the game consists of N homogeneous
nodes in the sensor network. The players of the game are considered as nodes in
WSN. The set of actions (strategies) available for the player ‘i’ to make a decision,
consists of all possible sleeping time ranging from the minimum level s.;, to
maximum level s,,,x. The nodes in the network play repeated game. All the nodes
play the game simultaneously by choosing their individual strategies. This set of
choice results in the payoff (utility) of the game.

Each round in WSN consists of data collection phase, aggregation phase, and
transmission phase. The information available from previous round is used to work
out strategies in future rounds. A source node is equally potential to many neigh-
boring nodes within the interference range is concerned. The number of interfering
nodes depends on the node density p = N/A, where A is the network area. Since
the nodes are considered as homogeneous, the actions allowed by the nodes are
same. All the nodes can transmit with any power level to make its successful
transmission. If the nodes transmit an arbitrary high power level, it will increase the
interference level of the other nodes, which leads to congestion. To overcome the
effect of this high interference, the neighboring nodes in turn will transmit at higher
power. This happens as a cascade effect and soon leads to a noncooperative situ-
ation. To control this noncooperative behavior, an equilibrium game strategy that
imposes constraints on the nodes to act in cooperative manner, even in a nonco-
operative network is devised. The existence of some strategy sets Sy, Sz, S3, ..., Sy
for the nodes (1, 2, 3, ..., x) is assumed. In this game, if node 1 chooses its sleeping
time strategy, s; € S; and node 2 chooses its strategy s, € S,, and so on, then the
set of strategies chosen by all ‘x’ nodes is given by
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s:{S17S2a"'7Sx} (13)

This vector of individual strategy is called a strategy profile. The set of all such
strategy profiles are called the space strategy profile S'. At the end of an action, each
node i € N receive a utility value as given by

ui(s) =u;(si,5-;) (14)

where

s; is the strategy profile of the ith node
s_; is the strategy profile of all the nodes but for the ith node

The utility of each node depends not only on the strategy it picked, but also on
the strategies of the other nodes. In the game, each node maximizes its own utility
in a distributed fashion. The transmit power that optimizes individual utility
depends on transmit powers of all the other nodes in the system. It is necessary to
characterize a set of powers where the players are satisfied with the utility.

6 Simulation Results and Discussions

The analysis of the GH-MAC protocol is carried out using MATLAB 10. The
parameters considered for the simulation is summarized in Table 1. The perfor-
mances of the GH-MAC protocol are evaluated based on energy consumption and
delay in terms of traffic load on the network.

Table 1 Simulation

parameters Parameters Value
Number of nodes (n) 100
Area (A) 100 x 100 (m?)
Transmitting power (P,) 462 (mW)
Receiving power (P,) 346 (mW)
Power for idle listening (P;) 330 (mW)
Data rate 2 (Mbps)
Data packet size 1,452 (bytes)
Control packet size 52 (bytes)
Control frame size for nanoMAC 18 (bytes)
Data frame size for nanoMAC 41 (bytes)
Data frame payload of nanoMAC 35 (bytes)
Device transmission distance 100 (m)
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6.1 Energy and Delay Analysis for Intracluster Network

Figure 10 shows the energy consumption with traffic load of intracluster domain for
a single round. The energy consumption of the three schedules is based on MAC
protocol such as Bit-Map-Assisted (BMA), ETDMA, and G-ETDMA. These are
compared with 20 nodes in a cluster and five sessions/round (k). From the com-
parison, G-ETDMA provides better performance in terms of energy consumption
than ETDMA and BMA for the entire traffic load. The energy consumption of G-
ETDMA is 22 % less than ETDMA and 35 % less than BMA of traffic load 0.4.
The reason for this improved performance in G-ETDMA is by avoiding idle lis-
tening and the CH node radio need not be kept ON for the entire time slot.

The average energy consumption of noncluster head nodes in a cluster for traffic
load 0.4 with five sessions per round is shown in Fig. 11. G-ETDMA protocol
performs better than ETDMA and BMA schemes when the number of noncluster

Fig. 11 Average energy 0.9
consumption for N (k = 5 and
traffic load is 0.4)
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head nodes handled by the CH node is optimized for 33. As the number of non-
cluster head nodes in a cluster is larger, the contention period increases which result
in greater energy consumption. If it is very less than the network, lifetime reduces
due to the continuous transmission of sensed data by selective nodes, which leads to
die out the node’s battery immediately. Therefore, 33 noncluster head nodes are
optimum in a cluster adapting with G-ETDMA scheme when compared with BMA
and ETDMA protocol.

Figure 12 compares the three MAC techniques in terms of average packet delay.
For higher traffic load, all the MAC schemes provide less delay. However, as the
traffic load reaches a minimum, the average packet delay grows exponentially with
BMA than G-ETDMA scheme. This is because in G-ETDMA protocol, the
scheduling of nodes change dynamically according to the traffic variations in the
network. This greatly reduces the energy consumption of nodes due to idle listening
and thus maintains a good and lower delay performance.

6.2 Energy and Delay Analysis of Intercluster Network

Figure 13 shows the energy consumption analysis of single and multihop network,
with and without game-based nanoMAC protocols. When the sink node is within
the characteristic distance of 100 m, consumes less energy in a singlehop trans-
mission. If the transmission distance is outside the characteristic distance, then the
multihop communication is efficient and consumes less energy. From Fig. 13, the
G-nanoMAC consumes 1.6 times less energy than multihop within the transmission
distance of 100 m. When the hop distance is about 100 m (i.e., ten hops), the energy
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consumption of singlehop increases approximately by the factor of 0.5 compared
with multihop because of path loss.

G-nanoMAC outperforms beyond and up to the traffic load 0.5, the collisions
may increase the energy consumption of the nodes. The comparison of normalized
delay characteristics of nanoMAC and G-nanoMAC protocols are shown in Fig. 14.

The delay occurred at the reception of frame gradually increases with the traffic
load due to the retransmission of entire frame when an error or collision occurring
in this transmission period. In the G-nanoMAC protocol, a device sends 10 data
frames of 41 bytes each, an ACK frame for the same transmission period and
retransmits only the lost/collided frame under the consideration of traffic load. Thus,
the delay offered in the network is 12 times lesser when compared to nanoMAC.
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6.3 Energy and Delay Analysis for Hybrid MAC Protocol

Figure 15 shows the energy consumption with traffic load for a Hybrid MAC
protocol and GH-MAC. The comparisons made for Hybrid MAC and GH-MAC
with 100 nodes in a network area of 100 x 100 m*. GH-MAC is providing better
performance in terms of energy than Hybrid-MAC up to the traffic load is 0.85.
This is due to providing proper sleeping time to CH based on the traffic and beyond
this traffic all the nodes try to transmit their data that make more collision and
increase the energy consumption.

A comparison of delay characteristics of Hybrid MAC and GH-MAC protocols
are shown in Fig. 16. Upon error or collision during this transmission period, the
entire frame has to be retransmitted; hence the delay incurred in reception of frame
gradually increases with the traffic load. GH-MAC outperforms when compared to
Hybrid MAC due to providing the most effective sleeping time schedule using
game theory to the nodes, which reduces the collisions of data packet transfer from
source to sink.
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7 Conclusion

The WSNs often experience congestion, so an advanced congestion control solution
is required. The CC mechanism should differ from its sibling deployed in the
Internet. A lot of research and solutions were published targeted to solve the
congestion problem in resource restricted communications. The CC mechanisms
made for WSNs constitute an effective algorithm to satisfy the traffic and con-
trolling overflow. The key approach of GH-MAC is an active queue management
mechanism to predict the overflow of intermediate device’s buffers. In the
GH-MAC protocol, energy and delay performance for offering traffic load has been
discovered in the cluster based WSN. From these performances, it is evident that
the G-ETDMA protocol for the intracluster communication achieves 25 % reduc-
tion in energy consumption compared to the BMA. It provides 15 % less packet
transmission delay by incorporating proper dynamic scheduling schemes.
G-nanoMAC protocols offered better performance in intercluster communication
and its energy spent for data transmission is 20 % less than nanoMAC protocol. The
delay performance for G-nanoMAC is considerably reduced by 12 % without any
degradation in throughput compared with nanoMAC protocol. This efficient energy
utilization in G-ETDMA and G-nanoMAC leads to energy reduction in GH-MAC
for the entire communication process in WSN. This reduction in energy con-
sumption and delay of the GH-MAC protocol can considerably extend the lifetime
of the sensor network due to its defined congestion in WSN. The limitation of this
proposed protocol requires additional hardware to make decisions using game
theory. However, nodes consume less energy for making the decision quickly
without using many calculations. In order to integrate this framework into secure
network design, future work will be aimed at identifying and analyzing various
network jammer types and realistically profiling the associated strategies and per-
ceived payoffs.
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1 Introduction

1.1 Need for Cooperation in Unmanaged Wireless
Environments

The low cost and easy deployment of wireless technologies, often results in the
increase in the density of wireless networks in urban residential areas and conse-
quently, unmanaged deployments of IEEE 802.11 (Wi-Fi) home networks that
cause degraded experience for the home users. Very frequently in such deploy-
ments, an Access Point (AP) can be located within the range of dozens of other
APs, competing for the limited number of channels offered by the IEEE 802.11
standard [1]. This is because such wireless networks are formed with no planning or
central authority being present.

Wireless APs that operate in the same geographical region without any coor-
dination typically cause degradation to their users’ experience because, in the
current standards, at any given time every terminal must be rigidly associated with
one particular AP. This leads to a competition between collocated APs for the same
communication resource (radio channel) and a reduced user quality of experience
due to the resulting interference.

To mitigate the problem, it would be beneficial for individual APs that are in
physical proximity to each other to form cooperative groups, where one member of
the group would serve the terminals of all group members in addition to its own
terminals, provided that the signal strength of the AP is sufficient to support the user
activity. The rest of the APs in the group can be silent or even turned off, thereby
reducing interference. The group members can take turns at regular intervals to
serve all the terminals, as long as the coverage of the group does not change.

1.2 Cooperation and Improved User Experience

Clearly, it is important that such groups include only members whose signal
strength and/or available bandwidth are sufficient to serve all group members
without loss of user quality of experience. To maintain an incentive to cooperate,
the group must be formed, so that the quality of experience for any individual
terminal is not reduced; any reduction of signal quality at the physical layer (e.g.,
due to being served by an AP that is more distant than the ‘native’ one) should be
compensated by the benefits from lesser interference at the MAC layer.

Since there is no centralized entity that can control the APs and force them to
form cooperative groups, the creation of such groups must arise from a distributed
process where each AP makes its own decisions independently and rationally for the
benefit of itself and its terminals. We use game theory in order to model and
investigate the feasibility of this cooperative operation among APs that selfishly
maximize their own individual benefits under no central authority. More specifically,
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two nearby APs that decide to cooperate may enter into a bilateral agreement, so that
they (i) transmit in nonoverlapping time slots and (ii) whenever one of the APs is
transmitting, it serves the clients of the other AP as well as its own.

1.3 Cooperative Approach

The chapter considers and expands on earlier works where a game-theoretic
approach toward reducing interference in dense wireless deployments was
presented [3, 4, 13]. Specifically, in [4], a graphical strategic game model was
presented and the basic case of two interacting APs was studied, showing sufficient
conditions for Nash equilibria to result in cooperation.

The benefit from cooperation between two players (APs) is determined by the
weight of an edge connecting them in an underlying graph (which is in turn derived
from the signal quality of the communication links, which is dependent on the
wireless network deployment, among other factors). In particular, we consider the
case where the APs are located very densely. This is a very common case in
buildings where many APs may be active at the same time.

In such dense placement of APs, interference appears between almost any pair of
APs, which in turn degrades the signal quality of the communication link. Thus, the
assumption of a desire for an agreement between two cooperative APs of mutual
service of all their clients is realistic since dense placements of APs are already a
reality, especially in big cities, with high population density and high density areas,
as for example a shopping mall. So, the number of nearby APs (with high potential
interference) is limited to a relative small number (the APs inside that center).
Moreover, the high density of the placement of the APs implies that each AP is
assigned a relatively small number of clients. Thus, it is very probable that APs can
serve, during their ON transmission mode, not only their clients but also the clients
of their neighbors that are in cooperation agreement with them. Finally, the pre-
sented case study assumes for its modeling that guarantees for the nonlocal clients
exist, such that even though they agree to be served by one AP, they will never get
higher priority than the particular AP’s own clients; this can be achieved through
suitable values of the weights on the corresponding edges of a related graph
obtained according to the modeling assumed. The next subsection discusses further
the graph representation.

The implementation of the game in practice will require some sort of an inter-
action (via a specially designed communication protocol) between the APs, but this
only needs to be done once in a while (in the order of minutes) so the overhead
involved is insignificant in the long run. The same can be said about any loss of
throughput due to the reassociation overhead for clients to the new AP, it is not
significant since it is incurred only infrequently.
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1.4 Clique Graph Representation

The chapter presents a particular case study that models these placements through a
corresponding directed, weighted clique graph; i.e., for every pair of nodes of the
graph, there exists a bidirectional edge connecting them [7]. Note that no edge
between two nodes implies a weight of zero (0). Using this modeling, the chapter
investigates under which conditions cooperation between APs is forced. Cooper-
ation between two nearby APs concerns a bidirectional agreement on their
ON-OFF transmission modes as well as the service they provide: they (i) transmit
in nonoverlapping time slots and (ii) when each one of the two APs is transmitting,
it serves besides its clients, the clients of the other AP.

Investigation of the placements of the APs forming a clique graph is motivated
by the fact that in a very dense placement of APs, interference appears between
almost any pair of two APs. Investigating when cooperation is enabled between
dense APs forming other graph topologies constitutes a future work.

1.4.1 Edge Weights of the Clique Graph

The weight of a (directed) edge connecting an AP to its neighbor represents the
measurement of the signal power received by the neighbor when the AP is ON.
SNR is a measure that compares the level of a desired signal to the level of
background noise. It is defined as the ratio of signal power to the noise power and
anything above 40 dB in wireless LANSs is considered excellent, whereas anything
above 25 dB is considered a very good signal. Anything within the signal range
15-25 dB is a low signal but can still be associated and is usually fast, however,
lower than 1015 dB is not desired. This signal is treated as interference when both
the AP and its neighbor transmit at the same time over the same channel, but at the
same time it indicates the strength of the (useful) signal that can be used to serve the
neighbor’s clients when the two APs are in a cooperation agreement.

While this chapter assumes that the weights in the graph correspond to the signal
power, the weight can be any metric that represents the experienced quality of the
user during cooperation. The model considered in this chapter focuses mainly on
the quality of experience for the downlink traffic, which is typically the bulk of the
communication in most applications, and ignores the uplink traffic which is usually
minimal compared to the downlink.

Since SNR measures the success of transmitting packets, it is also a strong
indication of the experienced quality of the user: high SNR results to minimal
packet loss. Thus, high quality of service (directly related to the measure of quality
of experience) is enabled as it concerns this parameter (success in transmitting
packets). Furthermore, the SNR is measured on the downlink traffic, which is
typically the bulk of the communication in most applications, and ignores the
uplink traffic which is usually minimal compared to the downlink.
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1.5 Security and Communication Concerns

The dense placements of APs are usually of relatively small size, compared to the
number of clients in the area. Thus, it is reasonable to assume that APs can serve,
during their ON transmission mode, not only their clients but also the clients of
their neighbors that are in cooperation agreement with them.

It must be emphasized that cooperation between APs belonging to different
service sets is not impossible even if they are required to use secure encryp-
tion/authentication (such as WPA in the 802.11 standard). At first sight, it may
seem that such cooperation would require the APs to share their secret passwords,
which is of course undesirable in an uncoordinated deployment. However, there are
known techniques that allow a group of cooperating APs to establish a common
“trust group,” and share a secret key and/or authenticate their clients without a need
to expose their passwords, as well as reduce the authentication delay when a client
is handed off between neighboring APs [10].

Therefore, cooperation is still feasible even in the presence of encryption and
authentication; i.e., when the traffic between each AP and its clients is encrypted
and requires authentication with a secret password that precludes an AP from
sharing others’ clients. In other words, if AP1 and AP2 wish to cooperate, we need
a mechanism that allows a client of APl to “prove” to AP2 that it knows the
password for AP1, without actually disclosing the password. This is a relatively
easy and long solved cryptographic problem; for example, in [10] a trust group or
cloud is presented, establishing security key sharing for authentication of the
members in the group, aiming to achieve a fast authentication in a 802.11 network.

Nevertheless, security restrictions and software/hardware incompatibilities may
exist is such cooperative scenarios. Such issues do not pose a restriction to the
modeling considered in this chapter, since they may be abstracted as non-cooperative
APs that cause a constant additional interference that the cooperating APs (and hence
the cooperating users) cannot avoid; (either through cooperations or not). In other
words, these non-cooperative APs, result in a constant decrease of the quality of
experience the AP can provide which is irrelevant to the cooperation agreements
of the AP. So the modeling itself may ignore such issues.

Also, note that this modeling does not consider the uplink traffic sent from the
clients of a given AP fo the AP; the chapter investigates and tries to minimize
interference only for communication from the AP to its clients. Although, this traffic
is minimal, it is not zero. However, this chapter concentrates on the most of the
communication between clients and AP, which is the one from the AP to the client.
Incorporating the uplink communication too in a game-theoretic modeling consist a
future work.
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1.6 Chapter Contribution

The contribution in this chapter focuses on proving the necessary and sufficient
conditions in order for all APs of the (clique) graph to join a cooperation group,
where all APs maximize their users’ quality of service. The main result proved in
the chapter is that, if for each AP in the network, the signal strength received from
any other AP (as represented by the weight of the respective graph edge) surpasses
a certain threshold, then joining a cooperation group with all other APs is a best-
response strategy (therefore leading to Nash equilibrium), which enables the given
AP to provide a better quality of experience to its clients. More specifically, the
agreement obtained in clique graphs consists of a (not necessarily equal) split of the
total time period into nonoverlapping, nonzero time slots 77,73, . .., T,, such that
during time slot 7; only the AP i is transmitting, serving all the clients in the clique.

Moreover, since the number of APs forming the clique is limited, it is necessary
that these APs can satisfy the increased service demands obtained from the coop-
eration. It is shown that this translates to a constraint on the weights of the edges
which becomes a necessary condition for a global agreement setting to be Nash
equilibrium. Thus, we obtain a characterization of the necessary and sufficient
conditions for agreement settings between the APs to be sustained in Nash
equilibria.

2 Related Work

Game Theory has been extensively used in networking research as a theoretical
decision-making framework, e.g., for mechanisms and schemes used for purposes
of routing [25], congestion control [16], and resource sharing [20]. Coalitional
game theory (or cooperative games) investigate the formation of cooperative
groups, (coalitions) that allow the involving players to increase their gain by joining
a coalition and receive (individually or by sharing between players of a common
coalition) the benefits resulted by the cooperation. Coalitional Game Theory [19]
has been successively utilized for enabling efficient communication of wireless
networks in a number of works; for interference networks [14, 15], spectrum
sensing [24], and other networking issues [19]. For a comprehensive work on
coalitional games and their potential applications in communication networks
see [21, 22].

Cooperative communication strategies, studied in [11], particularly focusing on
multiple access networks using a coalitional game approach. The authors of [11]
considered two different modes of operation showing an advantage of a dynamic
setting compared to a static one. In the dynamic setting, users alternate at random
between two modes of operation: an active state and a dormant state. Users within
the same coalition share knowledge of their active states and a scheduler assigns the
right to transmit within a coalition. Collisions occur when users belonging to
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different coalitions transmit simultaneously. In this setup, the grand coalition
formed by all users is sum rate optimal and is also stable in the sense that no user
has incentive to leave the coalition. The second mode of operation is the static
setting. Here, users are scheduled for transmission in a static round-robin fashion.
However, members of the same coalition can share their right to transmit in a given
time slot. In this case, the grand coalition although optimal can be unstable.

The benefits of cooperation between providers offering wireless access service to
their respective subscribed customers through potentially multi-hop routers have
been further investigated in [23]. In particular, the authors using coalitional game
theory investigated the benefits of the providers when cooperating, i.e., pool their
resources, such as spectrum and base stations and agree to serve each other’s
customers. They first considered the case where the providers share their aggregate
revenues and modeled such cooperation using transferable payoff coalitional game
theory [19]. Then, they considered the scenario that locations of the base stations
and the channels that each provider can use have already been decided a priori and
showed that the grand coalition is stable in this case, i.e., if all providers cooperate,
there is always an operating point that maximizes the providers’ aggregate payoff,
while offering each such a share that removes any incentive to split from the
coalition. They also examined cooperation when providers do not share their
payoffs, but still share their resources, so as to enhance individual payoffs and
showed that the grand coalition continues to be stable.

Ways of reducing interference in densely deployed wireless networks through
cooperation were considered in [3] by making use of the Prisoner’s Dilemma/
Iterated Prisoner’s Dilemma game model and proposing a group strategy to
motivate adjacent neighbors into cooperation. The Prisoner’s Dilemma and Iterated
Prisoner’s Dilemma [12] has been widely used in research as models for motivating
cooperation [2]. In particular, the publication of Axelrod’s book in 1984 [6] was the
main driver that boosted the concept of cooperation of entities with seemingly
conflicting interests outside of game theory. The empirical results of the Iterated
Prisoner’s Dilemma (IPD) tournaments showed that group strategies performed
extremely well and defeated well-known strategies in round-robin competitions in
the 2004 and 2005 IPD tournaments [9].

3 A Graph-Theoretic, Cooperative Game

Here, we introduce the theoretical background used in [S] to develop their theo-
retical framework also described here next.



34 J. Antoniou et al.

3.1 Background

3.1.1 Graph Theory

A weighted digraph G(V, f, V7) consists of three types of elements, namely nodes
constituting the set V, edges constituting the set f and finally the weights of the edges

constituting the set W. An edge e is specified by the ordered pair e = (u,v) € E iff
there exists a (directional) connection (or link) from node u to node v, where u,v € V
with positive weight w(u,v) > 0 in the graph G. w(u,v) is positive if and only if
(u,v) € E.

For any node v, the set Neighg denotes the set of (other) nodes of the graph
connected to that node via a communication link, i.e., Neigh; = {u € V| (u,v)

€ E), (v,u) € f} When clear from the context, we omit the graph subscript.
A weighted digraph G(V, E}, V—V>) is a clique iff for every pair u, v € V, there exists a
pair (u,v) € E, (v,u) € E and w(v,u) > 0.

A graph G is said to be of size k if |V| = k. Throughout the chapter, for an
integer n> 1, denote [n] = {1,...,n}. This chapter is concentrated on weighted,

directed clique graphs. In the following, when we refer to a clique graph, we imply
a weighted, directed clique graph.

3.1.2 Game Theory

A simple (one-shot) strategic game I is defined by a set of players N and a set of
available strategies (behaviors) for each player i € N, denoted as S;. A (pure) profile
o of the game I specifies a particular strategy a;, one for each player i € N. For a
profile &, each player i has an utility that depends on the specific player’s current
strategy as well as the other players’ current strategies, and is denoted as Ug(i).

A profile ¢ of the game is said to be Nash equilibrium [17, 18] if, for every
player, the utility in that profile is not smaller that the utility gained if that player
unilaterally changes its strategy to any other x; # 6}, x; € S;. Denote as ¢ the new
profile obtained. Then, if ¢ is Nash equilibrium, it must be that Ug(i) > Ugx (i), for
every i € N.

Graphical Games are games in which the player strategies (and, consequently,
their utilities) are related to, and defined in terms of, a graph G. The components of
the graph (i.e., its nodes and edges) are said to capture the locality properties among
the players, or, in other words, how the game is affected by the player’s positioning
[5] considers a graphical game.
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3.2 The Mathematical Framework

Next, we present the mathematical framework and the corresponding graphical,
cooperative game obtained as defined in [5].

3.2.1 The Graph

Consider a set of nodes V = {v,v2,v3,...,v,} corresponding to the set of APs
located in a geographical area. Each node in fact represents an entity comprising of
one server (the AP) and a number of its clients (mobile stations). In an arbitrary
case, we may assume that this number is approximately the same for all APs, so we
may assume that each server serves one client. At a time #, say that server node v
(an AP) is active or ON, if it is transmitting (to its own client). Otherwise, say that
the node is inactive or OFF. We are concerned primarily with the decisions made
by the server nodes (the APs); therefore, when we refer to a node, henceforth we
refer to an AP.

Consider two nodes, u,v which are within range of each other’s signals. In
particular, node v (and its clients) may receive information from node u when it is
OFF, while node u is ON, i.e., when node u broadcasts. If the quality of the signal
received by node v (and its clients) from node u is above some lower bound value
assumed by the node v, it is assumed that there exists a directed edge from node u to
node v, denoted as (u,v). Moreover, the quality of the received signal is quantified
by a weight w(u,v) associated with the directed edge (u,v). For purposes of
normalization, the function w(u,v) € [0, 1] is defined. The weight value is analo-
gous to the quality of the received signal, i.e., good quality reception corresponds to
a value of w(u,v) close to 1. In [5] these values are assumed to be known; if
necessary, they can be discovered through a distributed process initiated and exe-
cuted locally at any AP.

Summing up, from this setting of APs and the communication of their clients,
the following weighted graph, defined initially in [4], is derived:

Definition 1 (The Weighted Digraph) Consider a set of nodes (APs) V =
{v1,--,vn} located in a geographical area. Consider two nodes u and v, such that
(the clients of) node v can receive transmissions from node u when (the server of) v
is OFF, while node u is ON, with a quality above some lower bound value. Then,
define a directed edge to exist from node u to node v, denoted as (u, v), of a positive
weight w(u, v) € (0, 1) representing the quality of the received signal at node v.
Further assume that if w(u,v) > 0, then w(u,v) > 0 for all nodes v,u € V.

An example weighted graph is illustrated in Fig. 1.
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Fig. 1 An example weighted OFF g ; & OFF
graph in operation at some e —_—

given time . The ON nodes
and their outgoing edges are
highlighted

3.2.2 Time

As in [4], a basic unit of time period T is considered, e.g., 1 h, and we split the time
period T into x smaller time slots T, T3, . . .Ty, such that for each T} € T there exists
at least one node that in a group of nodes that may alternate between the ON and
OFF node and remains ON/OFF for the whole time slot T;. So, (J; =T and
T (T, =0, k+#1 ie., the sum of the time slots is the time period T and no two
time slots overlap. By |T;|, we denote the time elapsed from the beginning of time
slot T} until the end of the time slot T}.
Fix a time slot T;. Then, denote:

ON(Ty) ={ve V| nodev is ON in time slot T} } and

OFF(T;) = {v € V| nodev is OFF in time slot T} }

So, for node v, the time period T can be partitioned into two sets ON _Timer(v) =
{Tx €T |ve€ON(Ty)} and OFF_Timer(v) ={T; € T | v € OFF(T})}. Denote
Moder(v) = {ON7(v),OFFr(v)}.

For the example graph of Fig. 1, ON(z) = {v, us, ug}. For a sample time split of
nodes v, u;, see Fig. 2.

Uq 3
T, T, T3 T4 Tg Tg Ty

Fig. 2 An example of a time split for nodes v, u;. In the shaded areas, the corresponding APs are
ON
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3.2.3 (Non-)Cooperative Neighbors

Given a weighted digraph G, for any node v € V, Neigh(v) denotes the set of
neighbors of node vin G, i.e., Neigh(v) = {u € V | (u,v) and (v,u) € E)} For the
example graph of Fig. 1, Neigh(v) = {uy,us, u3,us, us}. Within a given time slot
T, node v may be in agreement or in cooperation with some of its neighboring
nodes. For any node v, being in agreement with node u, u # v means that: (i) node v
(or u) transmits only when u (respectively, v) does not transmit; and (ii) node v (u)
serves the client(s) of the other node, in addition to its own client(s), during the time
that it (v or u, respectively) is ON. The set of the neighbors of node v that are
in agreement during time T, is denoted by Coop;(v) C Neigh(v). Thus, ON_
Timer(v) N ON _Timer(u) = (). On the other hand, the set of neighbors with which
v is not in agreement with is denoted as NCoop;(v), where NCoop;(v) C
Neigh(v) and it may be that OFF_Timer(v) N OFF _Timer(u) # (.

3.2.4 Experienced Quality

As in [4], for any node v € V, the quality experienced by a node’s clients can be
quantified through measurements of the signal strength received at the clients of
node v, at any time slot 7; during the time period T and it is denoted as QoEz, (v).
There are two cases: when the node is ON and when it is OFF.

e ON Operation. During any time slot T%, if a node is ON, there are two possi-
bilities: (i) none of its neighbors transmit at that time slot or (ii) some of them do.
In the first case, the clients of the node experience the best quality (no interfer-
ence), so we set the quality measure to be equal to a unity in this case, i.e.,

QoE; (v) = 1. (1)

In the second case, if the node is ON, some of its neighbors are ON during the
time slot 7. In this case, due to interference, the signal received is poorer and
the experienced quality is degraded. This degradation is cumulative, i.e.,
increases with the total active time and signal strength of the competing nodes,
captured by the weight w(u, v). Thus, in this case of the ON operation of node v
the quality of its clients is denoted as:

QoE; (v) = max{0,1 — Zuemmhr(y) w(u,v)} (2)

ucON(Ty,)

e OFF Operation. When node v is OFF, the quality of the signal received at node
v’s clients, and hence the quality experienced, depends on the number of
neighbors in cooperation with node v (i.e., in the set Coopr, (v)) that are ON at
time 7%, and are serving the clients of node v as well as their own clients. If there
exists only one such neighboring node u, the quality of the signal received at
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node v is captured by the weight w(u,v) of edge (u,v). However, if there exist
more than one neighboring nodes not in cooperation with node v that are ON at
the same time, this results in interference received at node v, degrading the
experienced quality at the node’s clients.

As in [4], we assume that the service of v’s clients is dominated by the strongest
signal of its neighbors in the set Coopy(v;), which is then degraded by the sum of
the received signals from all the other neighbors that are ON at that same time
(including other cooperating as well as the noncooperating neighbors). Thus, for
the case of the O F F operation of node v, its experienced quality can be denoted as:

QOETk (V) = maX{Oa (W(ma V) - Z W(I/L, V))}a (3)
ueNeighy(v),u#m
u€ON(Ty)

where m = arg max,ccoop,(v) {W (1, v)}.
UEON(Ty)

3.3 The Graphical Game

Using the above mathematical framework, we can now introduce resulting strategic
game of [4]. This is a one-shot strategic game where the players are the nodes
(APs). In any profile, given the decisions of the players (namely, whether to operate
in ON or OFF mode) during each time slot 7; € T, the utility of player v € V is
equal to the quality of experience of its clients, i.e., QoEr, (v). A formal definition
of the game, defined initially in [4], follows:

Definition 2 Consider an one-shot strategic game I" played on a weighted digraph

G(V,f,W). The set of players of the game is V. A profile ¢ of the game is
associated with the basic time period T of the scenario described. T is split into time
slots Ty, T, ...Ty, such that UTk =T and T, T, = 0,k # I, T; corresponding to
the time slot allowing alterations between ON and OFF operations of the nodes.
The strategy of any player (node) v € V in a profile ¢ is defined as follows:

6, = (ON_Timeq(v), OFF _Timeg(v), Coopg(v)),
where ON_Timeg(v) = {Tx € T | v € ON4(Ty)}
OFF_Times(v) = {Tx € T | v € OFF4(T)},

and ON4(Ty) (OFF4(Ty)) denotes the set of nodes in V that are in ON (OFF)
operation during T} according to 6. Coop,(v) C Neigh(v) is the set of neighboring
nodes of node v, with which node v has decided to cooperate with in . Cooperation
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means that for each such cooperative neighbor u of node v, (i) ON_Timeg(v) N
ON _Times(u) = () and (ii) the two nodes are in agreement to serve each other’s
clients.

For player (node) v denote,

MaxCoopgy(Ty,v) = {m € Neigh(v)|w(m,v) = max w(u,v)}
ucCoop,(v)
UEON(Ty)

Then, the utility of player (node) v corresponding to the QoE for the ON/OFF
operations of Egs. (1)—(3), is given by:

Us(v)= > ONU(v,Ty) |Ti| + > OFFUG(v,Ty) - |Ti|
Tx€ON _Timeg(v) Ty€OFF _Timeg(v)

“)

where the quality experienced for the ON operation of the node is determined by
Egs. (1) and (2):

ONU4(v,T;) = maxg 0,1 — ZueNel_qh(V) w(u,v) (5)

u€ONg(Ty)
and similarly

OFFUs(v,Tx) = max{0, (w(MaxCoopg(Ti,v),v) — E w(h,i))} (6)
ueNeigh(v)
u€ONg(Ty)
u#MaxCoope (Ty.v)

The linear model, which appears to simplify the relationship between interfer-
ence and experienced quality provides, nevertheless, insight that allows for the
problem at hand to be more generically understood, i.e., the fact that APs need to
have strong links to each other in order to sustain cooperation. Future work will
consider a more exact mathematical modeling of the relationship between inter-
ference and experienced quality.

Note that the time structure of the model is only a (theoretical) split (separation)
of a continuum time period into a number of discrete time units. Le., the model
separates the whole time period into smaller continuous time units for purposes of
ease of analysis, while overall the whole continuous time period is considered.
Furthermore, while mixed strategies could be considered that would result in
expected payoffs rather than deterministic payoffs, which are preferable for the
specific case study.
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4 Agreement Nash Equilibria for Clique Networks

Instances of the game I' where the graph G is a clique of size ¢ are mainly
investigated in [5]. For simplicity, in this section, any time we refer to a graph we
imply a clique graph. The work exploits the graph theoretical properties of clique
topology in order to show when cooperation is feasible between the APs when they
are placed close to each other.

4.1 Agreement Profiles

Next, a formal profile of cooperation between the players of the game, is defined.
Then, for an arbitrary agreement profile, a corresponding simplified agreement
profile (called ordered agreement profile) is considered, and equivalence regarding
the utilities of the two players is shown (Sect. 4.2). Then, the corresponding sim-
plified agreement profile is used to show stability (i.e., it is Nash equilibrium) of the
original profile (Sects. 4.3 and 4.4). Specifically, they first define agreement
profiles:

Definition 3 A profile ¢ is called agreement if all nodes of the graph G have
agreed to cooperate with each other in o.

They further define a subclass version of agreement profiles in which any AP has
a single, continuing ON time slot. The profile is applicable for an arbitrary graph.
The formal definition follows:

Definition 4 A profile ¢ is called ordered agreement if:

it is an agreement profile; and

assuming the time T is split into n time slots T, . . ., T, where n = |V|, such that
T;NT; =0 VYije V,any playeri € Vis ON at time slot T; only and is OFF in
all the remaining time slots 7;,j # i.

Applying ordered agreement profiles on clique graphs, observe:

Observation 1 Agreement profiles on Clique graphs Consider an agreement
profile o in the game I', over a clique graph G of size q. Then, consider any time
slot Ty € ONg4(T) and the corresponding (single) node k which is ON during T.
Thus, by Eq. (5), ONUg4(k, Ty) = 1. Also, the node k serves all other nodes of the
clique during the time Ty. Thus, for any player j # k (who is therefore OFF during
time slot Ty), OFFUq(j, Ty) = w(k,J).
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4.2 Analysis of Agreement Profiles

Agreement profiles are equivalent to ordered agreement profiles as shown next. The
equivalence relation is first defined:

Definition 5 A profile ¢ is said to be equivalent to another profile ¢’ if each player
i € [q] has Us(i) = Ug (i).

Equivalence between agreement and corresponding ordered agreement profiles
is next shown, as presented in [5]:

Claim 1 Consider any agreement profile 6 of a game I over a clique graph G of
size q. Then, there exists an ordered agreement profile ¢, such that 6 and ¢’ are
equivalent.

Proof Consider any player i in the profile 6. Note that the time slots in which the
player is ON may not be continuous. Let T ---T; be the time slots where the
player i is ON in o. O

Note that, since ¢ is an agreement profile,
ONU,4(i, ON_Timeq(i)) = 1
and that for each # € ON_Timeq(k), k # i,
OFFUq(i, t) = w(k,i).
Thus, summing up, from Eq. (4) and Observation 1, we get:

Us(i) = ONUq(i, ON_Timeo(i)) - ON_Timeq(i)| + Y OFFUsq(i,t) - |l

1 €ON _Timeg (k)
kelg)\i

=1-|ON_Timeg(i)| + ) wi(k, i) - [t (7)
1 €ON _Timeg (k)
kelg)\i

= 1-|ON_Timeg(i)| + > w(k,i) - |ON_Timeq (k)|
kelgl\i

Now, construct a modified profile ¢’, such that for each player i € [g], we set its
ON mode to a single time slot T;, which is equal to the total duration of its ON time
slots in o3 i.e., |T;| = |T;,| + |T,| + - - - + | T, |- Moreover, we start the ON time slot
of the first player at time O and continue until time |T}|, for the second player
we start its (single) time slot at time |T| + 1 and continue until time |T| + |T3],
and so on, so that player k is ON only during the time slot 7; and
Tl = T, [ + | Tiy| + - -+ + | T .

Note that, by construction, ¢’ is ordered, and it is an agreement profile (since the
time slots allocated to different players are nonoverlapping). Moreover,
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ON _Time, (i) = ON_Timeg(i) for each i€ [¢q]. It follows that for any player
i€lq]l, ONU»(i,T;) = 1.

Also, note that for each one of the time slots Ty € T\T;, only player k, which is
ON and serves all other players. Thus, during the time slot T}, the player i (which is
in OFF mode) is served by the player k. So, OFFU(i, T) = w(k,i). It follows
that,

Uy (i) = ONUy(i,ON_Time, (i)) - [ON _Timez (i)l + Y OFFUq(i,Ti) - |T¢|

Tx€ON _Time,, (k)
ke(g)\i

S JON_Tme () + S wlkod) - [T
Tx€ON _Time, (k)
kelg\i

=1-|ON_Timeq(i)| + Y wik,i)-|ON_Time (k)|.
kelal\i

Since |ON_Timey (i)| = |ON_Timeqs(i)] and for each player k € [g]\i,
|ON_Time, (k)| = |ON_Timeg(k)|, the above equation becomes,

Ug (i) = 1-|ON_Times(i)| + > w(k, i) - |ON_Times (k)] (8)
ke[q)\i

By Eqgs. (7) and (8), it follows that for U, (i) = Ug(i), as claimed.
The following useful information is proved for agreement profiles [5]:

Claim 2 Assume an agreement profile ¢ for the game T over a clique graph G of
size q. Then, for any player i € [q],

Usli) = |Til + > wik,i) - |Tu.

T,eT\T;

Proof By Claim 1, assume without loss of generality that ¢ is an ordered agreement
profile (equivalently, if ¢’ is the equivalent ordered agreement profile, then set
6 = ¢’ without changing the utility values). Consequently, node i is the only node
in ON operation during time slot 7;. Thus, by Eq. (5), ONU4(i, T;) = 1. Also, the
node is OFF for the rest of the time and during any other time slot 7 € T\T; it is
served by node k which is the only one node on ON operation during time slot T,
for each Ty € T\T;. Thus, by Eq. (6), ONU4(i, T;) = w(k, i) for each Ty € T\T;.
We therefore obtain, by Eq. (4),
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Us)= Y. ONUGGi,To) |Tel+ Y. OFFU(i,Ty) - |Ti|
Tx€ON _Timeq (i) Tx€OFF _Timeqs (i)
= ONUs(i,Ty) - |Ti| + > OFFUq(i, Ty) - | Ty,
T eT\T;
= 1T+ > wiki)-|Til,
TeT\T;
as claimed. U

On the other hand, it is proved in [5]:

Claim 3 Assume an agreement profile & of a game I over a clique graph G of size
q. Then, no player can increase its utility by unilaterally decreasing its ON time
and increasing its OFF time.

Proof By Claim 1, assume without loss of generality that ¢ is an ordered agree-
ment profile. Consider any player i € [g]. Then, by Claim 2, the node gets a
utility of

Us(i) = ITil + ) wik,i) - |Til. ©)
TkET\T,’
O

If the player i increases its OFF period by some |¢| > 0, it follows that its new
ON time slot will be |T!| = |Ti| — |¢|, thus ¢ <|T;|. Let ¢’ be the resulting profile.
Since ¢ is an agreement profile, there is no other player that is ON during time
period . So, its OF FU (i) remains the same as in 6. Moreover, its ON U¢’ (i) must
be decreased by #. Summing up, in the resulting profile its new utility becomes:

Ug(i) = ONU»(i, T]) - |T]| + > OFFU.(i,Ty) - | Ty

TkET\T;
=1-(|Ti] = [#]) + Z w(k, i) - |Ty]
TET\T!
=Tl =l + > wik.i)-|Te| +0- i

TeT\T;

—l+ 1T+ > wik,i) - |Ti]

T eT\T;
= —|t| + Ug(i).

Since ¢ > 0, it follows that Ug(i) > U (i), so that the player does not increase
its utility by unilaterally increasing its OF F mode operation.
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4.3 Necessary Conditions for Nash Equilibria

Using previous analysis on agreement profiles on clique graphs, the authors of [5]
proceed to prove when such profiles are stable for the game, i.e., that when such
profiles are Nash equilibria for the game. In particular, it is shown in this section
that there exists a necessary condition for an agreement profile to be Nash equi-
librium of the game. In the following sections, they provide sufficient conditions for
stability of agreement profiles [5].

Proposition 1 Consider an agreement profile o for a game I over a clique graph
G of size q. Then, if 6 is Nash equilibrium, then for any of the players i,j € [q], it
holds that w(i,j) > 1.

Proof Recall that by Claim 1, we may assume that ¢ is an agreement, continuous
ON/OFF time slots profile. Also, by Claim 2, the utility of player i is:

Usi) =T+ Y wik,i)-|Til. (10)
T eT\T;

O

Since ¢ is Nash equilibrium, no player that can increase its utility by unilaterally
increase its ON time period. Assume now, by way of contradiction that there exists
a player i € [q], such that w(j, i) < 1 for some player j € [g]. Assume now that the
player i increases its ON time period to:

|ON_Time, (i)| = |T;| = |Ti| + |1,

where #; € T;. Denote the resulting profile by ¢’. Recall that node j was the only
node in ON mode at the time slot 7;. Thus, during time #; where the node i switches
to be ON, the utility of node i is decreased due to the interference caused by node j.
In particular, by Eq. (5), ONU (i, T;) = 1 while ONUy(i,t;) = (1 — w(j, i)).
Moreover, observe that in ¢’ the player is OFF during time equal to:

OFF _Timey (i) = T\{T; U t;}
or

|OFF _Time, (i)l = > |Til — |1

T eT\T;

For each T} € T\{T; U T;} where the node i is OFF and served by node &, by
Eq. (6), its utility is OFFU (i, Ty) = w(k, ). During the decreased time period
T)\t;, it also gets OFFU (i, Tj\t;) = w(k, ).



Cooperative Games Among Densely Deployed WLAN Access Points 45
In summary,
Ug(i) =ONUq (i, T)) - |Tj| + Y OFFUy(i, Ty) - |Ty|
T](ETI{

=ONUy(i,Ti) - |Ti + ONUs(i,ty) - |51+ > OFFU(i,Ty) - |Ty|

T/‘ET\{T;UT]'}
+ OFFUG, Ti\y) - (IT3] — I])
=1 [T+ (L= w(i,d) - Il + D wik,i) - [Tel + w(, ) - (T3] = 1)

Tk\T,'UT,'

=gl + Us (i) = 2w(), 1) - [1], (11)

by Eq. (10).
Since ¢ is Nash equilibrium, it must be that
Us(i) > Uq(i)
= Ue(i) = 2w(j, 1) - [t} + |4,

by Eq. (11). Thus, it must be that
2w(j, i) - |5 = [51.

Thus, it must be that w(j,i) > 1, which is a contradiction since w(j,i) <3 by
assumption. The proposition is therefore proved.

4.4 Sufficient Conditions for Nash Equilibria

In this section, we present the sufficient condition for an agreement profile to be
Nash equilibrium of the game [5].

Theorem 1 Assume an agreement profile 6 for the game 1 over a clique graph G
of size q. If w(i,j) > %, for every pair i,j € |q|, then & is Nash equilibrium.

Proof Again, by Claim 1, we may assume without loss of generality that ¢ is an
ordered agreement profile. By Claim 2, the utility of player i is:

Us(i) = |Ti| + > wik,i)-|Ti. (12)
TkGT\Ti

O

Assume now that in contrary ¢ is not Nash equilibrium. Then, for at least one
player i € [q], there exists an alternation of its ON/OFF time slots, so that he gets
more (that is his utility is increased compared to ¢). Note first that by Claim 3, the
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node can not gain more by increasing its OFF time period. Accordingly, assume

that the player unilaterally increases its ON time period as follows: 741 =T;U wers,
T\

where t, > 0 for all k, and #, > O for at least one k. Thus,

ON _Timey (i) = [T/ = T+ 3 lul.

€Ty,
TLET\T;

Recall thatin 6, each node k € [g¢], is the only node on ON mode at the time slot 7.
Thus, during time #, € T, where the node i switches to ON operation in ¢’, the node
gets decreased utility due to the interference received by node k. In particular, by
Eq. (5), ONU (i, tr) = 1 — w(k, i) for each such t; € Ty, while ONU (i, T;) = 1.

Moreover, observe that in ¢’, the player is OFF during time equal to:

OFF _Timey (i) = T\{T; | t}

€T
T4 eT\T;

Thus,

|OFF_Timey (i)| = Z (ITe] — %))

T eT\T;
Thus, Eq. (4) becomes:

UJ’(i)
= ZT;EON_ﬁmeG/(v)ONUU,(W Te) - |Tel + ZTkEOFF_ﬂme”r(v)OFFUU,(V’ Te) - 17|
= ONU,(i,T}) - |T!| + ZrkeT\T,OFFUJI(l'7 Ty) - |Te|
= ONU,(i,T)) - |T;| + ZWK ONUy (i, ) - |te] + ZrkeT\TLOFFUUr(i, T\t - (ITe] = |te)

T, ET\T;

= VAT o (U=wlksi) - Jal + Y o wik ) - (1Tl = o)

TRET\T;

T3l + szen [t =2 Z/ken wik, i) - [t] + ZTkET\T,W(k’ ) - |Te] (13)

TRET\T; TRET\T;

Since, by assumption, ¢ is not Nash equilibrium, it must be that U, (i) > Ug(i).
Thus, by Egs. (12) and (13), combined with Ug4(i) < U (i), it must be that

|Ti|+ZTk€T\Tiw(k,i).|Tk|<|Ti|+Z Il =2 > wik,i) - |l

TLeT\T; t;_;e\zk
K\Ti

D peng ki) - |Til
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It follows that it must be that,

2- > wiki) - ul < > ul (14)

€Ty €Ty
TLET\T; TLET\T;

Since for all i,j € [q], w(j,i) > 1,

2 3 wki)-lal > Y Jul,

TheT\T; T eT\T;

a contradiction to Eq. (14). It follows that ¢ is indeed Nash equilibrium.

4.5 A Characterization for Nash Equilibria

Proposition 1 implies that the condition w(i,j) > 1, for any pair i,j € [g] is a nec-
essary condition in order an agreement profile to be Nash equilibrium. Moreover,
Theorem 1 implies that the condition is also a sufficient condition in order to have
Nash equilibrium. Thus, based on [5],

Corollary 1 An agreement profile of the game T" over a clique graph G of
size q is Nash equilibrium if and only if w(i,j) > 3, for all pairs i,j € |q].

5 Simulation Evaluation

The theoretical evaluation of the proposed model resulted in identifying necessary
and sufficient conditions for cooperation to be possible. In this section, we dem-
onstrate the potential benefits of cooperation by simulation. Specifically, we
implement the scenario of densely deployed APs in a widely used network simu-
lator (OPNET) and compare the performance, in terms of signal-to-noise ratio
(SNR), between the default (noncooperative) case where all APs serve their own
clients independently at the same time, and the cooperative case where all clients
are served by one AP at a time.

The following scenarios are statically configured, i.e., the configuration of nodes
does not change throughout the simulation (Fig. 3). A single content generating
server in the background is assumed to be connected via a fast wired backhaul
router to all the APs. Each scenario has an initial setup time, recorded in the results,
which can be seen an oscillating initial behavior of the collected statistics. The
authors do not consider this phase as part of the discussion of the collected results,
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18700 18500 18500 13400 18300 ~18200 18100

Fig. 3 The 9-AP configuration used by the simulation scenarios

as this is a simulator-generated behavior that is irrelevant to the effect of our model
on the simulated behavior. At a time of 100 s after the start of the simulation, all the
nodes start retrieving content from the server via FTP. All the wireless connections
between the APs and the clients use standard Wi-Fi at a maximum 802.11 g rate
(54 Mbps). All the active APs are configured to use the same resource (Channel 1),
in order to study the interference resulting from simultaneous broadcasting of
nearby APs due to lack of coordination.
Using this configuration, we study two separate scenarios:

1. the wireless clients are served by their own APs (default);
2. the wireless clients are served by the central AP (cooperative).

Furthermore, the simulations consider that there is no wireless noise, so a
transmitted packet is always received perfectly by anyone in the range, unless a
collision occurs.

We first show the results for the first (default) scenario. Figure 4 presents the
SNR values recording in this case for each of the 9 players. Figure 5 presents the
SNR of the second (cooperative) scenario. We observe that the SNR shows a
sizeable increase (more for some users than others), clearly indicating the reduced
interference in the environment, since the signal of the serving AP was not modified
in any way.

To show that this has a positive effect on the user experience, we present in Figs. 6
and 7 the actual throughput results for the users in both scenarios. These figures
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Fig. 4 The SNR values of the 9 users in a noncooperative scenario

Fig. 5 The SNR values of the 9 users in a cooperative scenario
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Fig. 6 The throughput of the 9 users in a noncooperative scenario

Fig. 7 The throughput of the 9 users in a cooperative scenario
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show that the increased SNR translates into a better throughput as well. Recall that
the oscillating startup behavior is due to the simulation scenario setup phase, so the
measurement of throughput is recorded after approximately 100 s when the appli-
cation of FTP application is activated in the users.

6 Conclusions and Future Work

In this chapter, we considered a method to mitigate the interference caused by many
individual wireless Access Points (AP) located in a dense area and transmitting
using the same or overlapping channel via cooperation among the APs, such that
they serve each other’s clients at different times. We modeled the situation using a
graphical game, particularly focusing on the case where the underlying graph is a
clique with heterogeneous edge weights. We characterized the conditions under
which agreements between all APs to jointly serve each other’s clients are possible
and achieve the maximum benefit for their clients.

Due to practical constraints, our results apply mainly in clique networks of small
size. This is because Observation 1 relies on the assumption that in any time slot
where an AP is ON, it can serve all the clients of other APs, which may be
unrealistic for large cliques due to bandwidth limitations. While dense deployments
resulting in large clique networks, where a client can be served by a large number of
alternative APs with good signal strength, are arguably uncommon, an extension of
our model to consider bandwidth-constrained equilibria that may arise in this case,
as well as other more general graph topologies that fall short of a full clique, is left
as a subject for future work.

The work presented in this chapter revealed that agreement behaviors of APs
under some conditions are preferable for the APs. However, how such agreement
behaviors are initiated and applied in practice, especially in a distributed manner,
under no central authority, consists a next major step of our work, also considering
security issues. Furthermore, investigating agreement profiles for deployments of
APs that form other dense graph topologies are subject of future work. As a future
work, one can target more complex simulation scenarios in terms of topologies and
mix of applications as well as positioning of the users, and can experiment with a
rotational scheme for serving users by the different APs in the neighborhood. This
work is expected to lead to the design of a protocol leading to cooperation among
neighboring APs.

Finally, let it be noted that various alternative physical layer technologies have
been proposed in the recent literature to reduce interference between nearby APs,
such as directional antennas and cooperative MIMO [8]. An extended model that
would allow these ideas on cooperation among APs to be applied in combination
with such technologies remains a topic for future work.
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Simulating a Multi-Stage Screening
Network: A Queueing Theory and Game
Theory Application

Xiaowen Wang, Cen Song and Jun Zhuang

Abstract Simulation is widely used to study model for balancing congestion and
security of a screening system. Security network is realistic and used in practice, but
it is complex to analyze, especially when facing strategic applicants. To our best
knowledge, no previous work has been done on a multi-stage security screening
network using game theory and queueing theory. This research fills this gap by
using simulation. For multi-stage screening, the method to determine the optimal
screening probabilities in each stage is critical. Potential applicants may have access
to information such as screening policy and other applicants’ behaviors to adjust
their application strategies. We use queueing theory and game theory to study the
waiting time and the strategic interactions between the approver and the applicants.
Arena simulation software is used to build the screening system with three major
components: arrival process, screening process, and departure process. We use
Matlab Graphic User Interface (GUI) to collect user inputs, then export data
through Excel for Arena simulation, and finally export simulation from the results
of the Arena to Matlab for analysis and visualization. This research provides some
new insights to security screening problems.
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1 Introduction

1.1 Background

Nowadays, security screening are very important in many fields, including airport
security screening [14], visa application [7], and customs inspection [15]. Screening
process can not be perfect, and there exist type I and type II errors [5]. Type I error is
the incorrect rejection of a true null hypothesis. In a screening system, if a good
applicant is rejected, the approver is said to have a type I error. By contrast, Type Il
error is the failure to reject a false null hypothesis. In a screening system [21], if a
bad applicant is approved, the approver is said to have a type II error. Because of
these errors, it adds costs to the approver. Moreover, these errors could pose serious
threats to the public, such as security and safety issues. Therefore, multi-stage
screening process is introduced to reduce errors.

After the 9/11/2001 attack, the U.S. government requires 100 % scanning of all
U.S. bound containers by radiation detection and nonintrusive inspection equipment
at a foreign port before getting them loaded on vessels [3]. The Transportation
Security Administration developed the Certified Cargo Screening Program for
explosives on a passenger aircraft to get 100 % screening [25]. It results in a longer
waiting time for the passengers to pass the security system. Moreover, reducing the
probability of screening, although it would lead to less waiting time, may fail to
catch some bad applicants. For each stage, low screening probability causes more
errors while high screening probability causes congestion. In a visa application for a
particular tourism destination, if a good applicant knew before he applied, that the
waiting time is long, he would not apply. It is a loss for the destination country,
because of the potential loss of economic contribution. In order to deter bad
applicants and to attract good applicants to the most, a balance between congestion
and intensity of screening should be achieved. In an airport security screening
process, such a long security check time may result in passengers missing the flight.
The flight schedule for those who missed will be rescheduled. It will result in seats
unoccupied in the missed flight, which is such a waste. Meanwhile, the flight to
which passengers are rescheduled to might not have enough seats for them, because
company usually over sell tickets to maximize their benefits [6]. The passengers
who got their itinerary changed are causing unbalance flows among the airline
schedules. Due to butterfly effect [28], it will lead to many more problems in the
future. According to the data of 1980-2012 annual passenger number for Newark
Liberty International Airport [18], there are huge amount of people arriving at the
airport. To avoid heavy congestion as well as to deter adversaries, a proper
screening probability is required to the security screening.
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Since 1970s, researchers have studied security screening with queueing models
[9]. We study the multiple stages of screening system and find out how to predict
applicants’ behavior by applying queueing models and game theory. Based on the
simulation results, we find the optimal strategy for the approvers.

Game theory is a study of strategic decision-making [17]. Strategic interde-
pendence is present in a social situation when what is best for someone depends on
others’ choices. The best strategies for attackers and defenders are analyzed by
balancing protection from terrorism and natural disasters and by considering
resource allocation [31]. The optimal inspection policies for security agency bal-
ance the inspection probability and average delay time and consider the adversary
strategic gaming behavior [8]. The optimal proportional inspection using game
theory is analyzed to achieve the most cost-effective combination of deterrence and
detection [2]. In the model, we assume that the decision makers are rational. Each
player maximizes his payoff, given his beliefs about the strategies used by other
players [24]. In this screening system, game players include applicants (good and
bad) and approvers, whose actions impact each other. Knowing other players’
potential best responses, players make their optimal decision. We apply game
theory to construct the dynamic system of screening system in this paper.

Queueing theory is the mathematical study of waiting lines [23]. In queueing
theory, a model is constructed so that queue lengths and waiting time can be
predicted [23]. Single M/M/1, multiple M/M/c, single channel and multiple stages,
and multiple channels and multiple stages models are used to estimate the truck
delay in the seaport [29]. The M/M/N queuing models are developed to quantify
truck congestion at primary scanning, and Monte-Carlo simulation is used to
analyze the risk of containers missing vessels at secondary inspections [1]. An M/
M/m queuing model is designed and applied into an airport security system to
analyze the optimal number of security gates [20]. A queuing network and discrete
event simulation are used to test the effects of baggage volume and alarm rate at the
security screening checkpoint [4].

In general, there are three ways to study the phenomena (fact or occurrence):
analytic modeling [22], simulation [12] and experiment [11]. As phenomena
becomes more and more complex, analytic models may prove to be overly sim-
plified, and some complex models cannot have analytical solutions. Meanwhile,
sometimes experiments are not able to be performed or are too expensive to con-
duct. Simulation provides a way to meet our needs for cheaper, faster, and more
practical data [16]. Compared to various simulation methods, computer simulation
might be the most widely used one. Computer simulation is numerical evaluation
using software designed to imitate the systems operation characteristics [10]. Dif-
ferent softwares can be chosen according to the different characteristics of the
system. Pendergraft et al. [19] simulate an airport passenger and luggage screening
security screening system in a discrete event way. We need to simulate screening
system, which consists of queues and decision tree. It can be simulated by entity
flows such as items or passengers constrained by conditions. In simulation,
queueing models are often used for rough cut and condition setting [30]. We use
queueing models to set conditions, making the screening system more accurate.
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GUI in Matlab [13] provides point-and-click control of software application.
Applied with user-defined functions, Matlab GUI can fulfill the following tasks
without users knowing any command lines: data import/output, data analysis and
plotting. In this paper, we apply GUI in Matlab for data analysis.

The rest of this paper is structured as follows: A description of the model is
presented in Sect. 2. Designing Arena to simulate this screening system is discussed
in Sect. 3. Matlab GUI design is discussed in Sect. 4. A numerical experiment and
data analysis are provided in Sect. 5. The conclusion and discussion on some
possible future work and application are provided in Sect. 6.

2 The Model

Figure 1 shows the flowchart of the screening system. Potential applicants classified
as good and bad applicants decide whether to enter this system or not. Once they
enter, they may go through several imperfect screening stages based on the screening
probabilities at each stage. If they are screened, they would enter an M/M/1 service
queue, which follows a first-in first-out rule. Based on the imperfect screening
results, the suspected bad applicants are denied, while others are further to be
determined to be screened or passed the system. Some applicants who are not
screened at all are defined as good and they can pass the system.

2.1 Notation

Table 1 lists the notation that is used throughout this paper. We define the candi-
dates as those who have the intention to enter the system but not certain enough to
be classified as potential applicants. Those who exactly enter the system are defined
as applicants. Applicants are divided into two groups: good applicants and bad
applicants. There is probability P that the potential applicants are good. The
potential applicants enter the system with a Poisson arrival rate of A, including

Bad

1%t Stage Nt Stage

Fig. 1 Flowchart of screening system
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Table 1 The notation used in this chapter

A Potential applicants’ total arrival rate

P Percentage of good potential applicants in potential applicants
Iz Service rate in screening point

i=1,2,3,...,N Stage number

D, Probability of screening in the first stage

(N After passing the (i — 1)th stage, probability of screening in ith stage
@y, After failed the (i — 1)th stage, probability of screening in ith stage
o Probability of reject good applicants

p Probability of approving bad applicants

T Reward of passing for good applicants

Cy Waiting cost of good applicants

w Total waiting time of good applicants

w; Waiting time in ith stage

b Reward of passing for bad applicants

Cp Cost of getting caught for bad applicants

R, Reward for approving good applicants for approver

Ry Reward for denying bad applicants for approver

C, Cost for denying good applicants for approver

Cy Cost for approving bad applicants for approver

Ny, Simulation data: number of good denied

Ny, Simulation data: number of bad approved

Ny, Simulation data: number of good approved

Ny Simulation data: number of bad denied

U Approver’s utility

Ug Expected utility for good applicants before deciding entering
up Expected utility for bad applicants before deciding entering
Py Calculated probability of passing for good applicants

Py, Calculated probability of passing for bad applicants

P, Calculated probability of getting caught for bad applicants
pl Represents @, in simulation

p2 Represents ®,;, in simulation

p3 Represents @,, in simulation

pft Represents P in simulation

tae Represents « in simulation

the Represents f in simulation

mu Represents yu in simulation

lambda Represents A in simulation

rewardg Represents r, in simulation

costw Represents c¢,, in simulation

rewardb Represents r;, in simulation

costb Represents ¢, in simulation




60 X. Wang et al.

good potential applicants’ arrival rate of A, and bad potential applicants’ arrival
rate of A,. The one who takes charge of the system is defined as approver. The
approver screens the selected applicants with a service rate of .

To simplify the model, we assume service rates at each stage are equal. The M/
M/1 queueing model is applied to study screening process at each stage. The
probabilities of screening at each stage are defined as ®@;, ®;, @y for
i=1,2,...,N. From the second stage, suspected good applicants and suspected
bad applicants would have different screening probabilities. For suspected good
applicants we use ®;,, while @, is for suspected bad applicants. When the appli-
cants enter the system, the approver screens them according to the probability ®@;, or
®;,. At stage 1, those who are not screened will pass immediately. At stage
i(1<i<N), those who are not screened will be approved or denied immediately
according to the last stage screening results. Those who are screened are facing
three consequences after one of the three stages of screening: approved, denied or
enter to next stage i + 1. At stage N, those who are not screened will be approved or
denied immediately according to the last stage result. Those who are screened at the
last stage will pass or fail according to their own attributes (good or bad).

We assume that frype I and type II errors are the same at each stage. We define
type I error probability as «, and fype II error probability as . While there is a
probability « that good applicants would be screened as suspected bad applicants at
each stage, there is a probability f§ of vice versa.

We define the good applicants as those who receive reward r, when getting
approved, and pay a cost ¢, per unit waiting time. Similarly, we define the bad
applicants as those who receive reward r;, when getting approved, and pay a penalty
cp while getting caught. As we assume that r;, > ¢,,, waiting cost is neglected at this
case. On the other hand, we define the approvers as those who receive reward R,
when approving good applicants and reward R, when denying bad applicants. The
approver pays cost C, when denying good applicants and cost C;, when approving
bad applicants. We collect data after simulating for the number of good approved N,,,
the number of good denied Np,, the number of bad approved N, and the number of
bad denied N,;. The approver’s utility is defined as U. We define the calculated
probability of passing for good applicants as P, and the waiting time in queue as w.

2.2 Payoffs of Applicants and Approver

Approver’s expected utility is shown in Eq. (1), where he maximizes his utility
payoft.

U:NrgRg-i-NrbRb —NfgCg —Nﬂ,Cb (l)

For applicants, we also use their utilities to scale their payoffs. Good applicants’
utility is defined as u, in Eq. (2), where he maximizes his utility payof.



Simulating a Multi-Stage Screening Network ... 61

Uy = Pyory —wey, (2)

oo (i 1)

+ @ (1 —a)" (Hd),g) + @ya(1 — D)

i=2

([ %) )
+(1—ay2a<ll@@>(1—¢mg>

To represent this series of problems, we use an M/M/1 queue as the queueing
model, where there is a single server, unlimited waiting space, Poison arrival and
exponential service time. Based on M/M/1 queue theory, at each screening point,
we have waiting time W is shown in Eq. (4):

(3)

1
w—A

W =

(4)
For an N-stage screening, the total waiting time of good applicants is the
summation of the screening waiting time at each stage, which are shown in Eq. (5).
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Change Input Parameters
Matlab GUI Simulation
Collect Output for Data Analysis

Fig. 2 Relationship between simulation and matlab GUI
Bad applicant’s utility is defined as u;, is shown in Eq. (6), where he maximizes
his utility payoff.
up = Papr, — PapCp (6)

We define the expected probability of passing for bad applicants as P, in
Eq. (7), the expected probability of getting bad applicants caught as P, in Eq. (8).

+ @71 - p) (H <D,~g> + @ (1 - B)(1 — Do)

i=2

n j—1 (7)
0, z(z; § ((H o Hq);j:» >))
—2 1 — <J1 (Dkg> >
Py=1-—P, (8)

By combining simulation and Matlab GUI, Fig. 2 shows the relationship
between the tools we used.

3 Simulation

Arena is used to simulate the screening system. After each run, we get the numbers
of applicants that are good but denied, bad but approved, good and approved and
bad and denied. We define them as fake bad Ny, fake good Np,, real bad N,; and
real good N,,. Figure 3 shows the whole structure of two-stage imperfect security
screening process.
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Fig. 3 Simulating two-stage imperfect security screening process

3.1 Simulating a Perfect One-Stage Screening System

Figure 3 part A excluding A2 shows the simulation of a one-stage imperfect
screening process. First of all, we need to put a “Create” module named “Potential
Arrival” to simulate potential applicants’ arrival. It is Poison arrival as we described
with the arrival rate of A, and “infinite” as max arrival. We define a variable “ar”
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Fig. 4 Using “Create” module to simulate all applicants’ arrivals

represent A, as Greek letters cannot be typed in Arena. “ar” has no value, and we
assign a value to it in Sect. 5. Variable A = “ar” per day holds the information that
there is an average of “ar” persons arriving everyday. Figure 4 shows how to use
“Create” module to simulate all applicants’ arrivals. To set “Time Between
Arrivals,” there are several types to choose from: random[Expo], Schedule, Con-
stant, and Expression. If you choose Expression, there are more Arena functions
like WEIB and POIS you can choose from. In this case, we simulate a Poisson
arrival process, then choose the “Type” of “Expression.” The “Value Expression”
box should be filled in with time value but not with rate value, “POIS(0.001).” The
value of 0.001 is an approximate value, we may adjust it later in Sect. 5. Units
should be defined correctly, so we put in “Days” here. In the last row, we define one
entity at each arrival. “Max Arrival” is “Infinite” and first “Creation” is zero. The
above simulates that every potential applicant follows a Poisson process, in an
average of every 0.001 day to arrive.

Then, we divide potential applicants into two categories: good and bad.
A “Decide” module named “type divide” can fulfill this task. We set it as “2-way”
by chance, where chance is p, we use “pft” to present because p is a reserved
variable in Arena. This module makes “pft” of potential applicants as good ones,
followed by an “Assign” module named “good,” which gives attribute “type” a
value of 0. In some cases, entities in simulation need attributes to differentiate them
from others. However, unlike many other program languages, these attributes can
only be given values, but strings are prohibited. In this case, we give every entity an
attribute named “type.” Another “Assign” module named “bad” is added after the
“False” output of “type divide” module, to assign attribute to bad applicants. If
“type” equals zero, it means this entity represents good applicants. If “type” equals
one, it means this entity represents bad applicants.

Figure 5 shows how to simulate two categories: good applicants and bad
applicants. The variable “pft” can be found in “Variable” module, which is shown
in Fig. 6. The “Initial Value” can be left blank for reading data from files in the
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future. We assign a value, for example, “pft = 60”, which means that there is a
probability of 60 % that a potential applicant is good. The numbers by the modules
stand for the numbers of entity going through this route. Figure 7 takes good
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applicants as an example, and shows how to assign attribute and differentiate the
two groups of potential applicants.

In Fig. 3, part Al simulates potential arriving applicants and divides them into two
types. The key part of the system is screening. The model we discuss here is a two-
stage screening model. We start from first-stage screening. It consists of two “Decide”
modules and a “Process” module. One of the “Decide” module named “first stage” is
to set as “2-way” by chance, whose chance is ®;. This module makes ®@; of applicants
step into the screening process. Meanwhile, the rest of applicants would get an
immediate pass. The “Process” module named “screen” is set the action as “Seize
Delay Release,” having “1” resource as the approver with a service rate u (Expo-
nential Distribution). The “Seize” represents the process of getting a free resource.
An entity might have to wait in a queue until the resource is free. “Delay” represents
the process time, and “Release” corresponds to the action of an entity releasing a
resource, so that the next entity in queue could use the resource. This module rep-
resents the screening process, using M/M/1 queue. At the end of screening, the
approver has to decide whether to approve or deny according to the type of the
applicants (good or bad). The other “Decide” module named “pass” is put here,
setting as “2-way” by condition, where condition is “type < 0”. We use the variable
“p1” refers to @, to decide the screening chance to the applicants at the first stage.

In Fig. 3, part A2 shows the simulation of the potential applicants’ decision-
making. To simulate congestion cost, we assume potential applicants quitting
causes cost. We design the condition nodes to simulate this. The condition nodes
have the condition u,/u, > 0, where u;, and u, represent the expected utilities for
good applicants and bad applicants, respectively. There are two ways to simulate
the decision: Static and Dynamic. In this paper, we simulate the static decision.
There is no update information for the later potential applicants before entering.
Assuming the potential applicants know the information about the screening system
and use the information to make decision on entering the system, we apply
queueing theory to obtain waiting time and probability knowledge to obtain utility.
For the applicants, if utility is greater or equal to zero, they will enter the system.
Only potential good applicants will pay waiting cost, because we assume rp >> ¢,
for bad applicants. We have w, P,,, P, and Py, for two-stage screening system in
Egs. (9)—(12), respectively.

1 n 1 —o + o ©)
W =
p—DA = O Dy A p— DDA
Pag =1- ((qu)zg(%(l — OC) + (Dl(DzbOCZ + (Dl(l — CI)zb)oc) (10)

Pp=1- (CIMngﬂ(l — B) + @1 Doy (1 — f)* + @y (1 — D) (1 — [”)) (11)

Pgp = 002 B(1 — ) + @Dy (1 — B)° + @1 (1 — D) (1 — B) (12)
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Fig. 8 Simulating entering condition for potential good applicants

Meanwhile, if (4@ — A®y) or (u - A<I)1(I)2g) or (4 — A®D;D,;,) equals to zero,
waiting time will be infinite. There is no point to entering the system, and it would
eventually cause error in Arena. We add a new decision node to waive it out. Three
“Decide” modules named as “good decide to enter”, “bad decide to enter” and
“waive out” are added before the screening process.

Figure 8 shows the simulation of the decision making for good applicants. For
the flow of good potential applicants, they need to go through a “waive out,”
setting as “2-way by condition”, where condition is (u — A®;) or (u - A(I)I(I)gg) or
(1t — ADDyp) equals to zero. The values for x4 and A can be put in according to
Sect. 5. If the specific condition is ‘yes,” the entity will leave the system, which
means the good applicants will quit applying. If the specific condition is “no”, the
entity will go through “good decide to enter,” setting as ‘“2-way by condition,”
where condition is u, > 0. If the specific condition is ‘yes,” the entity will continue
to stay in system, which means the good applicant will finally decide to apply. If the
specific condition is “no”, the entity will leave the system, which means the good
applicant will quit applying. The two conditions in “waive out” and “good decide to
enter,” are set as “if” Expression. We need to use Expression Builder in Tools menu
to formulate the “Value” of the “Expression.” The “Value” of “Expression” for
“waive out” is mu — lambda x pl == O||mu — lambda * p1 * p3 == 0||mu—
lambda * p1 x p2 == 0. The “Value” of “Expression” for “good decide to enter” is
written in the phrase of Arena as: rewardg * (1 — (pl % p3 * tae x (1 — tae) + p1 *
p2 « tae x tae + pl * (1 — p2) xtae))  —costw x (1/(mu — lambda x p1) + (1 —
tae) /(mu — pl * p3 x lambda) + tae/(mu — p1 * p2 x lambda)) > = 0.

Figure 9 shows the simulation of the decision-making for potential bad appli-
cants. For the flow of bad potential applicants, they need to go through “bad decide
to enter,” setting as ‘“2-way by condition,” where condition is u;, > 0. If the specific
condition is ‘yes,” the entity will continue to stay in system, which means the bad
applicants can apply. If the specific condition is ‘no,” the entity will leave the
system, which means the bad applicant would quit applying. The “Value” of
“Expression” for “bad decide to enter” is written in the phrase of Arena as:
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Decide ?
Name: Type:
bad decide to enter v | 2-way by Condition v
If:
Expression v
Value:
rewardb® [1- [pl "p3~“tbe™ [1-tbe]+pl *p2~ [1-the]® [1-the]+pl = [1-
oK Cancel Help

Fig. 9 Simulating entering condition for potential bad applicants

Fig. 10 Simulating the Process ?
screening process Masne: Trpe:
scigen v | Standad bt
Logie
— Action Py
20 s Seize Delay Release v | |Medum(Z) ~
4 L Resources:
Add.
<End of kst
Edt.
Delete
Delay Type: Unrits: Alloe sticn
Expression v Days v | | Wahe Added b
Expression:
EXPO{0.04) w

[} Repart Statistics

(118 Cancel Hep

rewardb = (1 — (pl % p3 xthe x (1 — the) + pl * p2 * (1 —the) * (1 — the) +pl *
(1 —p2)* (1 —tbe))) — costb * (pl x p3 x the x (1 —the) ~+pl * p2 (1 — tbe) x
(1 —tbe) + pl « (1 —p2) x (1 — tbe)) > = 0. Those entities that leave the system
will directly go to “Dispose” module.

Figure 10 simulates the screening process. In the “Logic” group, “Action” can be
defined as Delay, Seize Delay, Seize Delay Release and Delay Release. We choose
“Seize Delay Release”. Then we add resource, which represents the server named
as Approver, quantity = 1. “Delay Type” can be defined as Constant, Normal,
Triangular, Uniform and Expression. As the server follows exponential distribution,
we choose “Expression” and define the same unit as the arrival applicants: “Days.”
Allocation is Value Added. Expression is “EXP0O(0.004)”. The number 0.004
represents the service time in an average of every 0.004 day. We can adjust
u= ﬁ as in Sect. 5. Figure 11 simulates the approver that passes or fails
applicants after screening. It depends on the attributes of applicants. The “Decide”
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Decide 7 =
Mame: Type:
; \ Pass - émybyl:md;‘.l.m -
R T .ll' Named l.s: i
/ Attribute -] type - o= =]
. A i Value:
0

Fig. 11 Simulating the approver’s decision on whether to pass or reject

module is defined as “2-way by Condition.” If “Attribute: type < 0, which is
type = 0,” then good applicants can pass. Otherwise, it is bad applicants, who are to
be rejected. All the entity flows end up in “Dispose” module, which represents the
completion of the process.

3.2 Simulating an Imperfect Multi-stage Screening System

In Fig. 3, part A shows the simulation of the first stage imperfect screening process.
In Fig. 3, part A3 simulates the fype I and type II errors. Since there exist type I and
type II errors, we use two “Decide” modules to model and simulate them. After a
former “Decide” module named “pass,” the entities will be divided into two cat-
egories: good applicants “(type = 0)” and bad applicants “(type = 1)”. Following the
entity flow of good applicants, we put a “Decide” module named “error adjustment
g”, setting as “2-way” by chance, where chance is 1 — a. It represents that the
approver has type I error, leading to 100(1 — o) % of good applicants as good and
100a % of good applicants as bad. Following an entity flow of bad applicants, we
put a “Decide” module, setting as “2-way” by chance, where chance is (1 — f). It
will represent the approver have type II error, leading to 100(1 — ) % of bad
applicants as bad and 1008 % of bad applicants as good. We add two variables:
“tac” to represent o and “tbe” to represent f. Good applicant group and bad
applicant group have been updated to new good applicants group (good and bad),
and new bad applicant group (good and bad).

To eliminate error, we apply multi-stage screening. In this simulation, we carry
out two-stage screening to analyze. The two new groups of applicants step into
second-stage screening. Both of them have the same scenario of modules as at the
first-stage screening, expect that the screening probability is ®,, (for new good
ones)/®yy, (for new bad ones) instead of ®@;. In Fig. 3, part B shows the simulation
of the second-stage imperfect screening.
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We use “p2” and “p3” to represent ®,, and @,;, respectively. “Decide” Modules
“second stage for good,” “screen 2g,” “pass 2g,” “error adjustment gg” and “error
adjustment bg” simulate second-stage screening process for good ones. Modules
“second stage for bad,” “screen 2b”, “pass 2b,” “error adjustment gb” and “‘error
adjustment bb” simulate second-stage screening process for bad ones.

99 <

3.3 Designing Input and Output Functions in Arena

In this simulation, the inputs include service rate (i), percentage of potential good
applicants in total potential applicants (pft), screening probabilities (p1, p2 and p3),
type I and type Il error (tae and tbe), rewards and costs for potential good applicants
and bad applicants (rewardg, costw, rewardb, and costb). The outputs are numbers
(N, Npg, Nrg and Np,). For the convenience of data analysis in Matlab, we add
output for recording current screening probabilities, service and arrival rates.

Due to the large amount of input and output data, several “ReadWrite” modules
and “Record” modules are added. “ReadWrite” module can be considered as a
bridge between Arena and Microsoft Excel. For each Excel file read to Arena, it is
called “Arena File Name”. “ReadWrite” module is not read directly from Excel file
name, but from “Arena File Name.” In “File” module, there is a table of all the
Excel File names that particular “Arena File Name.” For input data, the type of
module is set as “Read from File”. The action to “Assignments” is put in each
settings of the “ReadWrite” module. Data that read from this module assigns value
to the “Assignments”. Therefore, there are eleven “ReadWrite” modules for input.
We name them as “ReadPft”, “ReadMu”, ‘“ReadPl,” “ReadP2,” “ReadP3,”
“ReadTae,” “ReadTbe,” “ReadRewardg,” ‘“ReadCostw,” “ReadRewardb,” and
“ReadCostb.” Figure 12 shows how to set the modules for input. Figures 13 and 14
list the modules and files in the simulation. In Fig. 3, part C shows how to read the
input.

Arena can save data in a .csv file, which can be opened in Excel. We need to
collect four groups of data: Ng,Ng, Ny, and Ny. To identify the four flows of
entities, we add two “Decide” modules named “defergood” and “deferbad”. After
the two-stage screening processes, entities that the approver think as good appli-
cants, go through “defergood.” Its type is 2-way by “Condition,” where condition is
“type <0” In other words, if its “type = 0,” then it is a good applicant, called
realgood here we count it to N, on the other hand, if its “type = 1,” then it is a bad
applicant, called fakegood, here we count it to Ny,. Entities that approver thinks are
bad applicants go through “deferbad.” Its type is “2-way by Condition,” where
condition is “fype > 1” In other words, if “type = 0,” then it’s a good applicant,
called fakebad, we count it to Ny, where as if its “type = 1,” then it’s a bad
applicant, called realgood, we count it to N,;,. Figure 15 takes “defergood” as an
example, which shows how to divide the entities.
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= ] ]

— ReadPft —

S ReadTae -
ReadCos|

ReadWrite (2] = J]

Narme: -
ReadPft v |pdrP2
Type: Arena File Name:

e
[ Read fiom File ~| Filed -
Fleocldse! 1D: Flecord Number: :
Recordset 5 -« 1
Assi ; Re
Variable, pft |

<End of list>

Fig. 12 An example for “ReadWrite” module setting

Hame Access Type

1 Fie 1 Microsaf Excel 2007 (08x)
[2) |Fez | Microsoft Excel 2007 (*xisx)
[3 |Fes :Mmuvl Excal 2007 (*xisx)
_ Fis 4 .Mmuﬂ Excel 2007 (" xisx)

Double-cick here to add 8 new row.

| Operating System Fie Name

Drhesis\cocumenting\server_parameters xisx

DA

8K

wiax

_utity

| Ditnasisisocumantng\probabity_of_good xisx

Fig. 13 List of “Files” in Arena
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i

'Dapou
'Dapou

[ [ame  [mpe |ensrieame |Recorsset | Recors umber | ssgnmerts |

2 ReadP1 Read from File
3 ReadMu  Read fromFile
4 ReadRewardg Read from File
5 ReadP2 Read from Fiie
6 ReadP3 ‘Read from File
7 ReadTae ‘Read from File
8 ReadTbe {Read from File
9 ReadCostw 'Read from File
10 ReadRewardb  Read from File
1 ReadCostb Read from File

File 2

77—

File 3
File 2
Fie2
File 1
{File 1
Fie 3
[Fie3
Fie3

Fig. 14 List of “ReadWrite” module in Arena
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Decide
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[} Mamed:

Atribute v | lype - (= v
Value:

1]

[0k J[ Cocel |[ Heo |
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Fig. 15 Dividing entities for four groups of entities

Type Output File
Tp |reaigood  Output " defergood N[realgood ] Dthesis\d ting\realgood csv
2 iakesood  Outp " defergood N Takegeod | Dithesisdocumeningiiakegood cav
reabad  Output “deferbad.Nu| reabad | D:thesis\documenting\reaibad.csv
3 fakebad  Output |deferbad Nu fakebsd | D:thesis\documenting\fakebad.csv

Fig. 16 List of outputs in “Statistic”

To collect the entity number that goes through “defergood” and “deferbad,” we
use “Statistic” module. In the “Statistic” table, we have four outputs: “realgood,
fakegood, realbad, and fakebad.” Their type is “Output”, and expressions are
“defergood.NumberOut True, defergood.NumberOut False, deferbad.NumberOut
True, deferbad.NumberOut False.” “Output File” will be in a .csv file with the path,
as shown in Fig. 16.

3.4 Setting up Simulation

We collect data including Ng,, Ng,, N, and N, based on the difference in screening
probabilities to run the simulation. There are p1, p2 and p3 screening probabilities
throughout the imperfect two-stage screening system. Starting from 0 %, we take 5 %
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each step to reach next level of screening probability. There are total 21 x 21 x 21 =
9,261 sets of screening probabilities that needs to be run. We make use of replications
in Arena to use the data from recording. In each replication, we change a set of
screening probabilities. The replication length is the simulating experiment period.
To make change to set of screening probabilities in every replication, we assign
probabilities from particular row in the data column, which is row “c.” We define “c”
as equal to the current replication number, written as ¢ = NREP.

Matlab is used to generate an excel of 9,261 rows x 3 columns of probabilities.
We can make another set of p1, p2 and p3 to do the simulation by generating a new
set of inputs. This will be explained in Sect. 4. However, if the set of inputs
changes, the run times should change as well. Figure 3 shows the simulation of a
two-stage imperfect security screening system.

4 Designing a Graphic User Interface with Matlab

After coding, GUI is friendly for users to complete the tasks. We add the following
functions to GUI: generating input for simulation, pulling data from simulation
results, analyze data, and generate graphs.

First, we design the function modules to generate potential applicants arrival rate
and service rate. Second, we design module to pull data from simulation and to find
optimization and its condition. Third, we design an analyzing module for sensitive
analyses. Last but not least, we design a record module for analyzed data. To realize
these functions, we first create a new GUI, which goes to “HOME — New — Graph-
ical User Interface” and naming it screening. Then, we divide the Blank GUI figure
into 3 function areas by adding 3 “Button Group,” named “Generating Inputs,”
“Optimization,” and “Data Analysis.”

4.1 Generating Input Parameters for Simulation

The input we need to generate includes the following: screening service rate u,
reward and cost for good applicants and bad applicants r,, 7, ¢, ¢y, type I and
type Il error o, , percentage of good applicants in total P, and screening proba-
bilities @, @5z, D;. We use “static txt” to label inputs and “edit txt” for user to
specify inputs. In total, 23 “static txt”s and 11 “edit txt”s are added to “Generating
Inputs” Button Group in Fig. 17a.
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(a) (b)
Generating inputs . — Optimization
Service Rate(mu) 250 per Day Rg 5 unit
P 80 :
= Rb 10 unit
type | error(alpha) 5 %
Cg 3 unit
tyep I error{beta) 5 %
Cb unit
rg 20 unit <8
cw 10 unit : G0
b 20 unt Optimized Utiity
cb 100 ok -
screening p step 5 %
GO
RunTime will be 9261

Fig. 17 Generating inputs with approver’s preference in GUL a Generating inputs in GUL b
Defining the Approver’s Preference

4.2 Calculating the Optimal Strategies Using Numerical
Methods

In this section, we pull raw data and check their usability and then profile them. We
add 4 “edit box™s to define approver’s preference R,, R;,, C; and C;, for “Opti-
mization” as shown in Fig. 17b.

Data reflecting Np,, Nyg, N, and Ny, are saved in a .csv file. We find the raw data
from Arena that have even rows writing 0 and odd rows writing data, which we
need to profile.

After profiling the data, we can generate a matrix of utility according to different
set of data. Then, we use “Max” function to find the optimization set of data from
the matrix. Results of optimization will be shown on screen. In the meantime, a
graph reflecting all the data in matrix is drawn to show how screening probability
affects the approver’s utility. We use green dots to show all the data points, and red
diamond to point out the best strategy.

4.3 Designing Output Data Analysis

Sensitivity analysis is the study of how the uncertainty in the output of a mathe-
matical model or system (numerical or otherwise) can be apportioned to different
sources of uncertainty in the input. We want to see, once @, ®,, or @y, is fixed to
100 %, how the other screening probabilities affect the approver’s utility and the
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Fig. 18 Data visualization
and analysis in Arena
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rusarrze. o o0

1 2-stag U
Fixed P1 2-stage screening for Nrb
Fixed P2 2-stage screening for U
Fixed P2 2-stage screening for Nrb
Fixed P3 2-stage screening for U
Fixed P3 2-stage screening for Nrb
Compare perfect and imperfect screening
Compare 1-stage and 2-stage screening
Utiity Range in 1-stage imperfect screening

number of bad applicants getting caught. We add an Axe in GUI and put “Pop-up
Menu” in “Data Analysis” function area. “Pop-up Menu” can give cases which we
can call by adding a push button “GO” in its callback. Figure 18 shows the “Data

Analysis” Part.

The layout of GUI is shown below in Fig. 19.

P15 PZ1S P50

Fig. 19 Layout of the matlab GUI




76 X. Wang et al.
5 Numerical Experiments

5.1 Data Sources for Input Parameters

We use the baseline according to the paper [27] to do a new numerical experiment.
For good applicants, we have r, = 20 and c,, = 10. For bad applicants, we have
1, =20 and ¢, = 100. For approver, we have R, =5, R, = 10, C, = 3, and
Cp = 20. Using the data from Newark Liberty International Airport [18], we esti-
mate the arrival rate and the service rate. The average number of arriving passengers
is in Eq. (13).

Nariveperyear = (34014027 + 33711372 + 33107041 + 33424110 + 35366359
+ 36367240 + 35764910 + 33078473 + 31893372 -+ 29428899
+ 29220775 + 31100491 + 34188701 -+ 33622686 -+ 32575874
+ 30945857 + 26626231 + 22255002) /(18)
= 32038400
(13)

There are three terminals Terminal A, B, and C in this airport. Usually, five
securities opening in a day in each terminal are expected. To simulate M/M/1 queue,
the arrival rate for modeling can be defined in Eq. (14).

_ N, arrive per year _ 32038400
days of a year x servers 365 x 15

—5851.76 ~ 5852 (14)

In Sect. 3.1, we have 1/5852 ~ 0.00017, then the arrival setting is POIS
(0.00017), Unit is “Days”. We round it down to 0.0001 and round it up to 0.0002,
to run twice.

According to experiences from airport security screening, the average screening
time is 5 min per person. We estimate the service rate following the equation below:

_ Minutes in a day _ 60 x24
m= Service Time per Person 5

=288 (15)

Because 1/288 = 0.0034, in Sect. 3.1, the service setting in screening is EXPO
(0.0034), Unit will be “Days”. We round it up to 0.004 and round it down to 0.003,
to run twice.

We have two sets of A and u to do the numerical experiment. They are A =
10,000, u = 250 with % =40 and A = 5000, u = 333 with %: 15. We record

entities going through the module to record data in a .csv file. We do 9,261
replications to set up different combinations of probabilities for each simulation and
the replication length is 30 days.
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5.2 Simulation Results: Optimal Strategies and Payoffs

We setﬁ = 40, where A = 10,000 and u = 250. We put arrival as POIS(0.001) and
service as EXPO(0.04), where we have the best screening strategies for two-stage
imperfect screening process with ®; =10 %, ®,;, =10 %, ©», =15 % and U = 9, 505.

Red Diamond point shows the best strategy point. Figure 20 shows how ®,;, and
@, affect the approver’s utility. Figure 20a shows an interesting jump when
®,, = @, It seems that when the second stage has the equal probability of screening
for potential good applicants and potential bad applicants, it’s the worst case with
smallest approver’s utility. It neither attract potential applicants nor does any good to
the approver. When ®@,, > ®,,, the utility is greater than the case of @y, > ®,,. In
this case, approver should put much effort on screening probability in ®,,.

We set ﬁ = 15, where A = 5,000, u = 333. We put arrival as POIS(0.002) and

service as EXPO(0.03), where we have the best strategies for two-stage imperfect
screening process with @ =100 %, @, =0 %, Py, =0 %, and U = 10, 430.
Figure 20b shows an interesting jump when ®,, = ®,,. It seems that when the
second stage has the equal probability of screening for potential good applicants
and potential bad applicants, it is the worst case with smallest approver’s utility. It
does not attract potential applicants or does any good to the approver. When
®,, > Dy, the utility is greater than the one when ®,, > ®,;. Approver should put
much effort on screening probability ®,,. We find that with two different ratio of 4
and p, the results are consistent. We can conclude that when ®,, = @, is the worst
case for approver; Since second-stage screening, @,, is more important, on which
approver should focus more.

(a) (b)

dPIZa T G0 wed Pl 2., G0

wtikty

P3.0%)

2
20 2
07 §2 (%) P2 (%) 0% F0%)

Fig. 20 Illustration of approver’s utility affected by screening probabilities @, (P3) and ®,;(P2).
al/u=40,b A/u=15
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Fig. 21 Tllustration of approver’s utility affected by screening probabilities ®,, (P3), fixing @y, =
10%(P2) and ®; = 10 %(P1) with % = 40

In addition, we do another simulation to see how @, impacts utility when fixing
@, = 10%, and ®,;, = 10 %. This is based on the optimal strategy for approver
when ﬁ = 40. Figure 21 shows that when ®,, <15 %, approver’s utility < 0; when

®,, > 15 %, approver’s utility > 0. In this case, if the approver does not want to
screen all applicants, they can screen 15 % of good applicants at the second stage,
who are defined at the first stage. The results are based on this particular set of
parameters. Changing input parameters may change the results accordingly.

6 Conclusion and Future Research Directions

In this research, we develop several modules in both Arena and Matlab to simulate
and analyze an imperfect multi-stage screening system with screening errors. By
setting conditions for decision modules and locating modules in different positions,
we are able to control the applicants’ flow in the system according to prespecified
conditions. We use different settings and positions of decision nodes to control the
arrival rate, classify good and bad applicants, and simulate type I and type II errors.
We use replications to repeat simulation and get statistically significant results, with
different sets of input to the same model. We can access and control the screening
process based on the user/approver’s preferences. By considering the potential
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applicants best responses and rates of arrival and service, the approver is able to
find the best screening strategy to maximize her utility, based on simulation results.

To our best knowledge, this is the first research using simulation, queueing
theory, and game theory to study a complex multi-stage screening system. In the
future, we could extend this work to study more complex models with various
distributions of approval and service processes. Besides, we can extend the simu-
lated model as multi-stage screening imperfect model. On the other hand, the fast
development of smart phones and social media makes it possible to use dynamic
and real-time data to simulate and update the security screening process. For
example, there is a recent smart phone-based app which enables passengers to post
their waiting time in line for security screening at airports [26]. This enables both
other passengers and the approver to get more accurate and timely information
about the security screening. Future research could model and simulate dynamic
systems, considering waiting time for the bad applicants.
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A Leader-Follower Game on Congestion
Management in Power Systems

Mohammad Reza Salehizadeh, Ashkan Rahimi-Kian
and Kjell Hausken

Abstract Since the beginning of power system restructuring and creation of
numerous temporal power markets, transmission congestion has become a serious
challenge for independent system operators around the globe. On the other hand, in
recent years, emission reduction has become a major concern for the electricity
industry. As a widely accepted solution, attention has been drawn to renewable
power resources promotion. However, penetration of these resources impacts on
transmission congestion. In sum, these challenges reinforce the need for new
approaches to facilitate interaction between the operator and energy market players
defined as the generators (power generation companies) in order to provide proper
operational signals for the operator. The main purpose of this chapter is to provide a
combination of a leader—follower game theoretical mechanism and multiattribute
decision-making for the operator to choose his best strategy by considering con-
gestion-driven and environmental attributes. First the operator (as the leader)
chooses K strategies arbitrarily. Each strategy is constituted by emission penalty
factors for each generator, the amount of purchased power from renewable power
resources, and a bid cap that provides a maximum bid for the price of electrical
power for generators who intend to sell their power in the market. For each of the
K strategies, the generators (as the followers) determine their optimum bids for
selling power in the market. The interaction between generation companies is
modeled as Nash-Supply Function equilibrium (SFE) game. Thereafter, for each of
the K strategies, the operator performs congestion management and congestion-
driven attributes and emission are obtained. The four different attributes are con-
gestion cost, average locational marginal price (LMP) for different system buses,
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variance of the LMPs, and the generators’ emission. Finally, the operator’s pre-
ferred strategy is selected using the Technique for Order Preference by Similarity to
Ideal Solution (TOPSIS). The proposed procedure is applied to the IEEE reliability
24-bus test system and the results are analyzed.

Keywords Energy - Power systems - Independent system operator - Generators -
Electricity market - Transmission congestion management - Leader—follower game

Nomenclature

C(Py) Generator i’s cost function for power production when
the operator chooses strategy t,z =1,...,K

Ce(Py) Generator i’s emission cost function when the operator
chooses strategy t,t =1,...,K

L/ Emission penalty factor imposed by the operator on the
ith generator, i = 1,...,¢ when the operator chooses
strategy t,t=1,...,K

r Number of renewable power resources, r >0

Pren ji Operator’s amount of purchased renewable power from
the resource located in jth bus in Mega Watt when the
operator chooses strategy f, Prnji >0, j = 1 ,..., N,
t=1,..,K

Preny Operator’s amount of purchased renewable power when
the operator chooses strategy f,Pren; >0, Preny =
N
Z:lPreth7t: 1,..,K
Jj=

Brax.t Operator’s market bid cap for limiting electricity price
on electrical power when the operator chooses strategy
tt=1,...,.K

a;, b, c; Generator i’s cost function coefficients

agi, bg; , Ccgi Generator i’s emission cost function coefficients

Py Power produced by the ith generator, as determined by
the operator to maximize social welfare within con-
straints when the operator chooses strategy ¢,¢t =1,

K

prax Maximum power produced by the ith generator

pin Minimum power produced by the ith generator

Pryi Thermal power flow limit of the transmission line
between buses k and j, k,j=1,...,N

Pg Stability power flow limit of the transmission line

between buses k and j, k,j=1,...,N
N Number of transmission buses
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Power flows across the transmission line between buses

kandj, k,j = 1,...,N when the operator chooses strat-
egy t,t=1,..,K
Locational marginal price of bus k,k = 1,...,N when

the operator chooses strategy t,t =1,...,K

The operator’s decision matrix M’s xj, element, i.e.,
congestion cost when the operator chooses strategy
t,t=1,...,K

The operator’s decision matrix M’s x,, element, i.e.,
average locational marginal price (LMP) for different
system buses when the operator chooses strategy
t,t=1,..,K

The operator’s decision matrix M’s x3, element, i.e.,
variance of the LMPs when the operator chooses
strategy t,t=1,...,K

The operator’s decision matrix M’s x4, element, i.e., the
g generators’ emission when the operator chooses
strategy t,t=1,...,K

Number of generators connected to bus n

Total electricity demand of all consumers

Number of electricity demands connected to bus

n, Zgil d,=D
Active power consumption of the kth electricity demand
connected to bus n, k=1,...,d,,n=1,....N

Social welfare when the operator chooses strategy
t,t=1,...,K

Number of generators

The ith generator’s market bid for trading his electrical
power in the market when the operator chooses strategy
t,it=1,..,K

The distance of the strategy ¢,t=1,...,K from the
negative ideal strategy over the sum of distances of this
strategy from positive and negative ideal strategy

The estimated market clearing price for electrical power
when the operator chooses strategy ¢, =1,...,K

The operator strategies’ ith attribute, i = 1,...,4, i.e.,
the ith column of the operator’s K x 4 decision matrix
M

Operator’s 4 x 4 comparison matrix of attributes
Operator’s K x 4 decision matrix

The operator’s preferred strategy



84 M.R. Salehizadeh et al.

S = {St =W Vs The operator’s set of K strategies
Pren,ta [))max.t]

Vi=1,..,K}

PI, Performance index of the power system when the
operator chooses strategy ¢, =1,...,K

Acronyms

SFE Supply function equilibrium

TCM Transmission congestion management

TOPSIS  Technique for order preference by similarity to ideal solution

LMP Locational marginal price

PIS Positive ideal strategy

NIS Negative ideal strategy

1 Introduction

1.1 Problem Statement

In most countries around the globe, electrical energy has been sold in a monopoly
form for years. For example, in the United States, three sections of the power sector,
i.e., generation, transmission, and distribution were traditionally bundled in a ver-
tically integrated unit form, see Borenstein [5]. This form of electricity energy
trading decreased the incentive for efficient power system operation, see Kirschen
and Strbac [17]. From the late 1980s, deregulation and liberalization to introduce
less restrictive regulation frameworks were introduced within the electricity
industry, see Lai [23]. As a result, the vertically integrated unit form of the power
sector became unbundled and restructured. This restructuring has increased the
competition in the power market, and increased the need for a game-theoretic
analysis of the conflicting and partly conflicting interests between the operator and
generators, and between each generator. Since the early days of restructuring,
competition of the market players defined as the generators (power generation
companies), each maximizing his own profit, has posed various security and reli-
ability challenges, and various other challenges, for the operator, consumers, and
society at large." The operator is a nonprofit organization maximizing social welfare
and guaranteeing system reliability and security. In order to accomplish such

! In some references in the energy market literature “independent system operator” is used instead
of “operator,” and Generation Company or GenCo has been used instead of “generator.” In order
to make the chapter more readable, we use “operator” and “generator” throughout the chapter.
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objectives, the operator performs congestion management for restricting power
flows across transmission lines within their thermal and security limits. One of the
major security challenges within the production of electrical power is transmission
congestion which has been explored widely in the literature, see Kumar et al. [21],
Zhang et al. [49], Kumar et al. [21]. The importance of transmission congestion
management (TCM) has been highlighted recently by high and increasing pene-
tration of renewable power resources at the transmission and distribution level, see
Ahmadi and Lesani [2] and Kunz [22]. Renewable power is produced by resources
which are naturally replenished on a human timescale. Examples are sunlight, wind,
rain, tides, waves, and geothermal heat. The impact of renewable energies on TCM
has been studied for the case of Germany in Kunz [22]. Besides the generators’
competition and decisions, the operator’s strategic choice, which impacts the
generators, affect transmission congestion, as shown in Porter [33]. Although many
approaches to TCM are possible and may generate various insights, this chapter
provides a game-theoretic analysis to capture how the strategic interaction between
one operator and many generators affects transmission congestion. The main pur-
pose of this chapter is to provide a combination of a leader—follower game theo-
retical mechanism and multiattribute decision-making for the operator to choose his
preferred strategy by considering congestion-driven and environmental attributes.

1.2 Literature Review

In general, “congestion” is defined as “an excessive accumulation” [30]. This
phenomenon occurs frequently in different systems such as computer networks, see
Telang et al. [42], urban traffic systems, see Sun et al. [41], wireless networks, see
Dong et al. [11], social networks, see Wang et al. [47], Bier et al. [3], as well as
power systems, see Bompard et al. [4]. In power systems, congestion is defined as a
situation in which power flows across a transmission line exceeds its thermal or
stability limits that could compromise system safety and cause system breakdown.
As an example, see Kaplan [16] and Lin et al. [26], for more details about the
Northeastern USA blackout in 2003. Due to the effects of congestion on system
reliability and security, a proper strategy for “congestion management” needs to be
developed. TCM refers to the preventive/corrective actions performed by the
operator in order to mitigate the adverse impact of overload in the transmission, see
Zou et al. [53]. Breakdown of congestion management has severe negative impact
on safety and security. By maintaining transmission lines’ power within their
thermal and security limits, TCM improves the power system’s safety and security.
The importance of TCM is getting highlighted in the era of postrestructuring where
competition between generators maximizing their own profit without considering
power system reliability and security cause important challenge for the operator. In
the pool form of a wholesale electricity market, various generators participate in the
electricity market through offering their bids for trading electrical power as a
commodity. Based on the provided bids, the operator clears the market and
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performs TCM. Providing proper methods for modeling competition between
generators is important not only from an economic point of view, but also for
ensuring that the power system operates acceptably with respect to reliability and
security. Many attempts have been made to model players’ competition in the
electricity market, see Hobbs et al. [14], Hobbs [13], Son et al. [40], and de la Torre
et al. [10]. However, only a few attempts have considered transmission congestion
management while modeling competition in the electricity market, see Veit et al.
[43], Krause et al. [19], Liu et al. [27], Sahraei-Ardakani and Rahimi-kian [37],
Conejo et al. [9], and Lee [24]. In Veit et al. [43], the intense effect of intranetwork
congestion on the bidding strategy of the players in the German network has been
demonstrated. In Krause and Andersson [19], through an agent-based simulator,
different TCM schemes assuming a perfect and oligopolistic structure have been
evaluated. Also, in order to model the behavior of the players, a Q-learning
approach has been deployed. In Liu et al. [27], through simulation, the effect of
network constraints as well as congestion on Nash equilibrium has been demon-
strated. For this purpose, a two-level optimization problem was modeled wherein in
the first level the operator dispatch generation was included, and in the second level
the generators adopted the Nash-SFE equilibrium, see Liu et al. [27].

In the original SFE concept, as introduced by Klemperer and Meyer [18], the
goal was to determine a supply function, not in the sense of a specific mathematical
expression, but to calculate the points of the function by solving a set of differential
equations. The transfer of the original concept to real life applications, such as
electricity markets and systems, narrowed down the calculations to a set of
parameters of predefined functions, usually linear or quadratic. That makes these
problems parametrical SFE models. A significant issue, regarding game models, is
the existence and uniqueness of the solution. Since the first introduction of the SFE
in game theory modeling, the concerns regarding existence and uniqueness of
solution have not been overcome. A wide range of possible implementations and
applications in real life problems have been considered.

It is still the case that, depending on the number of generators engaged in the
game, the complexity of the overall problem, the similarities, and the uniformities
of each individual problem, the SFE game may render multiple solutions (equi-
libria). It is not clear which of these multiple solutions is most qualified to represent
the generators’ strategic behavior. To date, only under very strong assumptions
have SFE problems been solved when applied to real cases. Existence and
uniqueness of a solution are very hard to prove, and often available only for very
simple versions of the SFE model. Sensitivity analysis is often useful in order to
examine the models’ robustness and solvability. Further elaboration upon this is
beyond the scope of this chapter, and sensitivity analysis is left for future research.
Here, we assume that generators are able to determine a SFE.

In Sahraei-Ardakani and Rahimi-Kian [37], a SFE-based dynamic replicator
model of generator’s bids is developed. It is shown that when congestion occurs,
some generators may increase their bids three times. In order to avoid the mixed
strategy Nash-Cournot Equilibrium when congestion occurs, a leader—follower
game theoretical approach was developed in Lee [24]. In Lee [24], it was assumed
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that the generator at the receiving area of a congested line is the leader and the
generator at the sending area has the follower position. Since transmission con-
gestion may cause mixed strategy equilibrium in the Cournot model, Lee [25]
proposed a leader—follower game. In contrast, our procedure is to provide a signal
based on congestion-driven and environmental attributes enabling the operator to
choose his best strategy.

In spite of drawing attention to the congestion problem in electricity market
modeling in Veit et al. [43], Krause and Andersson [19], Liu et al. [27], Sahraei-
Ardakani and Rahimi-Kian [37], Conejo et al. [9], and Lee [24], there is a need to
develop a procedure for giving the operator the possibility to select his strategy for
transmission congestion management. In order to fulfill this need, we present a
leader—follower game-theoretic approach for TCM in this present chapter. The
method should be capable to consider both congestion-driven indices and emission.
Game-theoretic approaches have been widely used for market modeling in the
literature, see Ventosa et al. [44], Saguan et al. [36], and Zeng et al. [51]. As a
practical study in this area, Lise et al. [29] has presented a game theoretical model
for assessing the impact of competition on economic and environmental attributes
of the electricity market. The model has been calibrated for eight Northwestern
European countries, see Lise et al. [29]. However, there are few research works
which have been devoted to game theoretical approaches to transmission conges-
tion management, see for example Lee [24]. In this chapter, our emphasis on
considering emission as an attribute besides congestion-driven indices is due to the
current situation of the modern electricity industry. The electricity industry is
considered as one of the largest producers of greenhouse gases. Carbon dioxide
(CO,), methane (CHy), nitrous oxide (N,0), and water vapor make up an important
part of greenhouse gas emissions from the electricity industry, see (http://www.epa.
gov/climatechange/ghgemissions/sources/electricity.html). In 2012, the electricity
industry emitted 32 % of the greenhouse gases in the United States, see (http:/
www.epa.gov/climatechange/ghgemissions/sources/electricity.html). The emission
percentages from the other industries are 28 % transportation, 20 % other industries,
10 % commercial and residential, and 10 % agricultural, see http://www.epa.gov/
climatechange/ghgemissions/sources/electricity.html. Hence, the electricity indus-
try is intended to be considered at the center of focus for emission reduction. This
environmental concern besides the congestion problem in power systems, which
might restrict cleaner generators to trade their energy, is considered in this chapter.
The details of the proposed method are described in Sect. 2. Also, the relevant
features of this chapter in comparison with other papers are depicted in Table 1.
Most of the techniques in Table 1 account for system congestion, and thus these
procedures can be easily adapted to include TCM signals. However, in none of
them has a mechanism for the system operator been provided to evaluate his chosen
strategy based on environmental and congestion-driven attributes.
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Table 1 Relevant features of the selected research works

References Electricity market modeling technique | Considering | Providing a
congestion? | signal for
TCM?
Hobbs et al. [15] Cournot and supply function game and | No No
linear complementarity programming
Son et al. [40] Hybrid coevolutionary programming No No
Veit et al. [43] Agent-based Yes No
Krause and Q-learning Yes No
Andersson [19]
Liu et al. [27] Two-level optimization and Nash-SFE | Yes No
Sahraei-Ardakani Nash-SFE Yes No
and Rahimi-Kian
[37]
Lee [24] Leader-follower and Nash-Cournot Yes No
This chapter Leader-follower and Nash-SFE Yes Yes

1.3 Main Contributions and Structure of the Chapter

The main contribution of this chapter is to present a leader—follower game theo-
retical approach for TCM. Also, this chapter connects leader—follower game theory
with multiattribute decision-making. The operator intends to determine his pre-
ferred strategy among the K arbitrarily chosen strategies by considering congestion-
driven and environmental attributes. For this purpose, TOPSIS has been used as a
multiattribute technique for determining the operator’s preferred strategy. Although
a few game theoretical approaches to transmission congestion management have
been proposed, see Veit et al. [43], Krause and Andersson [19], Liu et al. [27],
Sahraei-Ardakani and Rahimi-Kian [37] and Lee [24], none of them have discussed
selecting the operator’s preferred strategy in a manner similar to the one proposed
in this chapter. Hence, the approach in this chapter is unique and difficult to
compare with the other approaches. As a whole, the proposed approach solves
practically a game between generators, given an input set of parameters together
with K strategies announced by the operator, without the mutual participation of the
latter in the game. Thereafter, the operator performs congestion management and
uses TOPSIS to choose his preferred strategy. The rest of the chapter is organized as
follows: Sect. 2 provides an overview of the proposed approach. The Nash-SFE
model is presented in Sect. 3. An overview of TCM is provided in Sect. 4. Strategy
selection using TOPSIS is described in Sect. 5. Section 6 is devoted to simulation
results on the IEEE reliability 24-bus test system. The procedure could be appli-
cable for any power system and energy market. However, the results could be
different case by case. Finally, Sect. 7 concludes the chapter.
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2 Overview of the Proposed Approach

Figure 1 provides the flowchart of the proposed approach. This proposed procedure
presents a method for the operator to obtain the optimum strategy among K strategies
by trading off between the four attributes congestion cost, average LMP, variance of
the LMPs as well as the g generators’ emission. The operator’s th strategy, r=1 ,...,
K, which has been considered throughout this chapter, has g + 2 components, that is,
g emission penalty factors y;, imposed by the operator on the ith generator, i =
1,..., g, the amount Py, of purchased renewable power by the operator, and the bid
cap fx, imposed by the operator on all the g generators. The bid cap fB,y,, , restricts
the generators’ bidding to prevent too high electricity price. In this chapter, we
suppose that the electricity market regulator gives the operator this option to choose
his optimum strategy from a set of K considered strategies expressed as
S={S =W V30 Prens Pmaxsd VE=1,..,K}. For this purpose, we
develop what we refer to as a leader—follower game-theoretic procedure: Referring
to Fig. 1, first, in block 1, the operator as the leader chooses a set of K strategies
arbitrarily, using his insight about what may constitute good strategies, without yet
knowing which strategy is actually optimal. For each of the operator’s K strategies,
in block 2 the generators’ Nash-SFE game is analyzed. Generator i, i = 1 ,..., g,
determines his optimal market bid f;, for selling his electrical power. After observing
the g*K optimal bids, i.e., K bids from each of the g generators, in block 3 the
operator performs TCM for each of the K strategies applying the four attributes
congestion cost, average LMP, variance of the LMPs as well as emission. Finally, in
block 4, the operator selects his preferred strategy through a multiattribute decision
making procedure technique, i.e., TOPSIS. It is assumed that the operator is aware of
the electricity demand through a load forecaster, i.e., predictor. The load forecaster is
developed based on a data-driven model using historical load data and some other
effective variables such as weather-related and temporal parameters. The ultimate
goal of load forecasters is to predict the electricity load/demand accurately for some
time steps into the future. See Mufioz et al. [31] for more details.

Summing up, this chapter connects leader—follower game theory with multiat-
tribute decision making. In this regard, after running the above-mentioned leader—
follower procedure for K different strategies for the operator, and applying bids
from multiple generators for market electricity price, the operator performs TCM
and conducts multiattribute decision-making, i.e., TOPSIS. The operator thus
determines his preferred strategy by considering congestion-driven criteria of the
system as well as emission. This procedure provides the operator sufficient insight
for selecting his optimal strategy in real electricity market operation.
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3 Initiation and Nash-SFE Model: Blocks 1 and 2

The operator chooses K strategies arbitrarily in block 1, applying his judgment. In
block 2, the g generators know the operator’s K strategies, but does not know which
of the K strategies will eventually be chosen. Each operator must thus choose an
optimal market bid f3;, for selling his electrical power for each of the K strategies.
Kirschen and Strbac [17] claim that “While the Cournot model provides interesting
insights into the operation of a market with imperfect competition, its application to
electricity markets produces unreasonably high forecasts for the market price.”
Although they do not prove this mathematically, the electricity market literature
seems to have accepted this claim. In order to obtain what we believe is a more
realistic model for the electricity market than the Cournot model, it is assumed that a
generator’s offered energy is related to market price through a supply function
introduced in Kirschen and Strbac [17]. Therefore, a Nash-SFE model is considered
instead of a Cournot model in block 2. The SFE model has been used in various
references such as Kirschen and Strbac [17]. It is assumed that when the operator
chooses strategy ¢, =1 ,..., K, the ith generator’s one and only control variable is the
market bid f§;, and the objective of the generators is to maximize their own profit.
Afterwards, the generators inject their optimal bids to the congestion management
which is handled by operator by the objective of maximizing social welfare. The
formulations in this chapter are developed for linear bids. Without loss of generality,
instead of linear bids, stepwise bids could be deployed. The generators’ cost function
for power production, derived from an input—output function, i.e., heat rate (Btu/h)
as a function of power (MW), has despite its complexity frequently been modeled as
a convex piecewise linear function, see Hobbs et al. [14]. The cost function has been
frequently modeled as quadratic, see Visalakshi et al. [45], Abido [1], and Hobbs
etal. [15]. We thus assume that for the operator’s strategy #, 1= 1 ,..., K, generator i’s

cost function for power production is quadratic in power production P,,, as follows:

C(Py) :1

Zaipz'zt+bipit+ci (1)

where a;, b;, ¢; are cost function coefficients and P; is power produced by the ith
generator, i = 1, ..., g when the operator chooses strategy ¢, = 1,..., K. In (1) we
assume ¢; > 0 to ensure convexity, and ¢; >0 to ensure C(P;) >0 when P; =0
since with no power production, some cost in the power plant still exists. The
parameter b; is often assumed to be positive, see Saber et al. [35], Visalakshi et al.
[45], Abido [1], and Zhang et al. [50]. Power production P; is a free choice variable
determined by the operator to maximize social welfare in Sect. 4. The marginal
cost, which is the first derivative of the cost function, is:

MC(P,‘;) = aiPi, + b; (2)

which gives a price MC(P;;) linearly dependent on quantity P;, which is generator i’s
power production when the operator chooses strategy ¢. The relationship between
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price and quantity is called a “supply function”. In this chapter, we consider a linear
supply function. We assume that the slope of the inverse supply function SF~!(P;)
equals the slope of the marginal cost function MC(Pj), i.e., a;. Furthermore, the
intercept of the inverse supply function SF~!(P;;) with the vertical axis when P;; = 0
equals generator i’s market bid f3;, which is his one and only control variable and
expresses the price at which he is willing to sell his produced power at quantity P;
when the operator chooses strategy 7, t = 1 ,..., K. We thus express generator i’s
inverse supply function when the operator chooses strategy ¢ as

SF~! (Pit) = a;P; + f; (3>

which is the price at which generator i sells his power production at quantity P.
The market clears at the estimated clearing price 4, at which all the g generators sell
their produced power Py, i=1,..., g, t =1 ,..., K. This implies

Ay — ﬁit

1

SF_I(P[[) :;v[:aipit"'ﬂit@Pl’t: (4)

As described earlier, the control variable of the ith generator when the operator
chooses strategy  is f;, chosen within the range of 0<pf; <B .0
i=1,...,g;t=1,... K. Each generator maximizes his own profit by choosing his
optimal value of f5;,. In these formulas, it is assumed that a; > 0. Without loss of
generality, the formulation can be easily modified for the cases in which a; = 0. The
modified formulation is provided in the Appendix of this chapter. In the generator’s
game in block 2, decisions of each generator are coupled to other generators’
decisions through the market clearing price /, for electrical power. On the other side,
in the operator’s problem nodal prices are defined. Thus, the market signal that is
defined in the two problems may appear to be inconsistent. However, the incon-
sistency is resolved through a balance between the total amount of power generation
by the generators and consumer demand. This constraint is formulated as

8
ZPiZ+Pren,t:D (5)
i=1

where g is the number of generators and D is total electricity demand of all con-
sumers. In this chapter, it is assumed that the consumers are price takers and a
single-sided market is considered. In the case of a double-sided market, consumers
offer their bids to the market. In contrast to the inverse supply function of generators
in (3) which is an increasing function with respect to the produced power (P;), the
inverse demand function is a decreasing function with respect to demand. In this
chapter, inverse demand has not been modeled. In the case of a double-sided
market, D is treated in the same manner as P; in the formulations of this section.
Since we consider a single-sided market where consumers are price takers and do
not offer their bids into the market, the consumer demand for electricity is constant
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expressed as D. The demand D is communicated to the generators and operator in
the sense that all parameters are common knowledge for all players. Equation (5)
expresses that the sum of all generated power by all the g generators, and the
operator’s amount of purchased renewable power Pre,;, should meet the demanded
and thus consumed power D.

By defining

d =D — Pren; (6)

Equation (5) is rewritten as:

From (4) and (7), we have:

P iy (8)

i=1 i
From (8), the value of the market clearing price A; is determined as follows:

d+ Y8, b

i=1 g

de=M(BrisBos - By) = —=g 1 Wwhena; >0 Vi=1,....¢ (9

i1

Assuming that ¢; =0 when i=1,...,80, and a; >0 when i=go+
1,...,g, 1<go<g, the Appendix shows that when a; = 0 for at least one gener-
ator, A, becomes:

Jl :ﬁ1t+"'+ﬁgot
' 20 (10)
when a; = 0 for at least one generator, 1 < gy <g, Vi=1,...,8

That is, regardless how many generators gy have a; = 0, when 1 < g, < g, (10) is
used instead of (9). It is assumed that the generators are not aware of the trans-
mission system’s constraints. Hence, in the event of congestion, 4, will not be equal
to the locational marginal prices (LMPs). In the Nash-SFE model in this block 2, we
have assumed that a generator is located in just one bus.

The profit function of generator i is as follows:

IT; = )vt(ﬁltaﬁzm ) gt)Pif - C(Pit) - CE(Pit)‘Pit (11)

where Y, [$/ton], i =1,...,g;¢=1,...,K is the emission penalty factor imposed
by the operator on the ith generator, for the area in which generator i is located, 4, is
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the estimated market clearing price when the operator chooses strategy z, and
Cg(Pj) is the emission cost function of the ith generator when the operator chooses

strategy ¢, t = 1 ,..., K. The formulation of the emission cost function is as follows:
1 2
CE(PI‘;) :EaEiP[;"’bEiPi;"'cEi (12)

where ag; > 0 to ensure convexity, and cg; > 0 to ensure Cg(P;;) >0 when P;; =0
since in the event of no power production, the boiler still needs to be kept warm.
Furthermore, the parameter bg; can be positive or negative, see Chaturvedi et al. [6],
but is often assumed to be negative, see Visalakshi et al. [45], Abido [1], and Zhang
et al. [50]. Negative b; means that the convex increase of Cg(P;) occurs for larger
values of P;. Equation (10) expresses that generator i’s profit I1l;, depends on the
operator’s strategy #, his own power production P;, cost functions, etc., but also on
all the g generators” market bids f3,,, By, . . ., B, which impact the estimated market
clearing price 4,. That is, the g generators’ profits impact each other through the
price mechanism affected by their market bids. The g generators’ profits addi-
tionally impact each other indirectly through the operator who affects all generators
and regulates congestion. The ith generator maximizes I1; by choosing his optimal
market bid f;,,i=1,...,g,t =1,...,K. Hence, we write:

o1,
=0 (13)
e

Differentiating (13) with respect to f3;, yields:

oA oP;, OC(P;) OP;  OCg(Py) OP;
Gl p oy Ly ) O OCEWw) Ol - 14
o, T ap T op, op, oy op, 10 (14)

By constituting the values of each term, the optimal value for f3;, is obtained:

—M;aiMe; — M3aiMe; + aiMs M7, + biMy,aiMe; + aiMgay,M7,Ms, + 1, bgiaiMe

opt _
Pi aiMe My, + aiMe My, — M7, + MyaiMe, — W, My, My, + W a:Me M7, Mg,
(15)
where
8 /)"t
| d+37%, o
i
My == gjl (16)
ai Y 4 PO 4
1 1
My =57 g1 ! (17)
@i Zj:l;j i 2 ij=1g
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RaRee “ 1

— J#i

M3t - a_ g 1 [ ] g 1 - 1‘| (18>
! j=1 a; ! j=1 a;j

1 1 1
My = — -1 19
4t azi Z}gzlalj [ai ]g:lalj ] ( )

3
My =a+ (20)
=1 Y
i#i
.1
Mg =) — 21
, ;aj (21)

1 1
My =—|———1 (22)

Mg, = 25 (23)

1

As it is observed from (15), by considering f5; as the only control variable of
generator i, a unique optimum bid has been obtained for each of the generators. In
order to consider generator i’s power limits and market bid cap, the following
changes are taken into consideration in the model:

if P, >PM then P =/ —aP""
if P, <P"™ then B =) — aP™™

it B, < ﬂmax,t then ﬁ?zpl = ﬁmax,l
it B, > b then B = b,

t

The process above applies for all the operator’s K strategies.

4 Operator’s Transmission Congestion Management:
Block 3

This section analyzes block 3 of Fig. 1. Transmission congestion management refers
to the actions that the operator performs for keeping all constraints within their limits.
By providing the bids f§,,i=1,...,g,t=1,...,K, to the operator, the operator
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performs congestion management by determining the power P,,i=1,...,g;
t=1,...,K, produced by the generators. That is, the operator maximizes social
welfare within constraints for each of his K strategies. The operator is exclusively
concerned about maximizing social welfare, and ignores other objectives such as,
e.g., efficiency. The objective function to be maximized when the operator chooses
strategy t, t = 1,..., K, is as follows:

.71
Max SW, = — Z (Ea,-P?t + BiPiy + Ci) (25)

i=1

The constraints include active power balance in each bus, and thermal and
stability limits of each transmission line which are formulated as follows in Conejo
et al. [9]:

8&n dn N N
ZP]’I - ZPnDk +Pren,nt = Zzplme‘ijt Vn = 17 . ~7N (26)
=1 k=1 =1 j=1

0 S |Pline,kjt‘ Smln{ I;l}i)]iﬁ Eﬁé} thl = 17 ©. ‘7N (27)

where |sze,ka| is the absolute value of Py ;. Equations (26) and (27) are referred to
as the power system equations. Equation (26) shows active power balance in bus n.
That is, the power production of all generators and renewable power resources
connected to bus n minus the active power consumption of all electricity demands
connected to this bus equals the sum of power flows across the lines connected to bus
n. Equation (27) limits power flows across transmission lines by considering thermal
and stability limits. In the event of congestion occurring in a transmission line, power
across that line reaches its limit. The power generation limits of each generator are:
PN <P, <P i=1,2,...,8 (28)

That is, the operator chooses the g generators’ production levels P;; to maximize
social welfare in (25) given the three constraints in (26)—(28). In the proposed TCM
of (25)-(28), some simplifications have been made. For example, reactive power is
not considered and it is assumed that the voltage magnitude for all transmission
buses is equal to 1. If power flow in a transmission line exceeds its stability and/or
thermal limits as expressed in (27), the safety and security of the power system will
be compromised. For example, consider the system’s performance index (PI)), i.e.,

2h

N
:ZZ plﬁix”t =1, t=1,...,K (29)
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If power flow of a transmission line exceeds it stability limit, i.e., P,me’lﬁ > P‘SI’T“’:]
for one or several lines so that the ratio in (29) exceeds 1, then PI, becomes large
which compromises security. The parameter 4 is chosen substantially above 1 for
critical power systems. The security and thermal constraints in (27) are thus used to
maintain safety and security of the power system. This incorporates safety and
security concerns into transmission congestion management.

Once the g P; ’s have been determined, the four attributes are determined as
follows:

e The congestion cost: By solving the above-mentioned optimization (25)—(28),
a locational marginal price (LMP) is assigned to each transmission bus. In
general, LMP is defined as the minimum cost of supplying an incremental load
at a specific location, see Liu et al. [28]. The calculation process of LMP has
been provided in Conejo et al. [8]. We calculate the congestion cost as:

N N
CC, = Z Z Piinesii(LMPy, —LMP;)  Vt=1,... K (30)
=1 k=1
e The average locational marginal price (LMP) for different system buses is:
|
ave_LMP,:N;LMPkt Vi=1,..,K (31)
e The variance locational marginal price (LMP) for different system buses is:
1 & 2
var_LMP, = —Z (LMP;, — ave_LMP,)* Vr=1,...K (32)
Ni=

e The g generators’ emission is:

g
emission; = Z Ce(Py) VYt=1,..,K (33)
i—1

where N is the number of transmission buses and Py, ;; is the power flows between
buses k and, k,j = 1,...,N. Linking to (30)—(33), the four attributes are expressed
as K-dimensional vectors:

Y =[cc; CC, ... CCi] (34)

Y2T = [ave_LMP; ave_LMP, ... ave_LMPg]| (35)
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Y! = [var_LMP; var_LMP, ... var_LMPx] (36)
YI = [emission; emissiony ... emissiong ] (37)

In this chapter, we consider four attributes which we think are representative and
realistic to illustrate the method. In principle, an arbitrary number of attributes could
have been chosen. The generalization is straightforward. Summing up, the opera-
tor’s TCM consists in choosing the g optimal power production levels P;,’s for the
generators within the constraints in (26)—(28) to maximize social welfare in (25),
i=1,.,g t=1,., K The g generators’ production levels P; are used to
determine the four attributes in (30)—(33).

5 Operator’s Strategy Selection Using TOPSIS: Block 4

This section analyzes block 4 of Fig. 1, where the operator selects his preferred
strategy by using a multiattribute decision making technique. In this section, we
have used TOPSIS for this purpose. TOPSIS is a powerful decision making tool
with several applications such as calculation of scenario degree of severity, see
Salehizadeh et al. [38], recruiting new staffs for companies, see Chen [7], and
bridge risk assessment, see Shih et al. [39]. The step-by-step calculation process,
which has been used in Salehizadeh et al. [38], is utilized in this section for
selecting a preferred strategy for the operator:

(1) Constituting the decision matrix M. To this end, using (34)—(37), congestion
cost Y =[CC; CC, ... CCy], average of the LMPs Y] = [ave_
LMP;ave_LMP;. . .ave_LMPx]|, variance of the LMPs Y = [var_LMP;
var_LMP. . .var_LMPg]|, and the g generators’ emission Y! = [emission,
emission,. . .emissiong]| for all system buses for each of the K strategies are
considered as the decision making attributes. Each column and row of the
decision matrix represents an attribute and an operator’s strategy, respec-
tively. The operator’s decision matrix M is shown in Table 2.

(i) Normalizing the decision matrix M. In order to transform different types of
attributes into a common scale, the decision matrix needs to be normalized. If
X; is the jth column of the decision matrix, it is normalized by applying

Table 2 The operator’s

decision matrix M Attributes
Y, Y, Y3 Y,
The operator’s S, X1 X12 X13 X1
strategy S, X1 X s s

Sk XK 1 XK 2 XK 3 XK 4
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(iii)

@iv)

)

/]| where ] = max(jx,
The #jth element of the normalized decision matrix is represented by y;.
Instead of the infinity norm, other types of norms such as the Euclidean norm
could be applied for normalization.

Considering the comparison matrix A of attributes. The operator forms a
comparison matrix A of the attributes with ay,j=1,...,4;k=1,...,4,
elements which reflects the attributes’ comparative degrees of importance:

Xg;|) is the infinity norm of X;.

PR

ay apx a3z dap
a a a a
A= 21 22 23 24 (38)
asz; dasy dsz a4
aql Q42 a43  A44

where a;; > 0 is a strictly positive parameter. This matrix is a reciprocal 4 x 4
and the relationship among its elements is as, a; = 1/a;;, where a;; is the
importance of the rth attribute with respect to the jth attribute and 4 is the
number of considered attributes. The matrix of attributes is consistent if
ajaj = ay, for all values of t,j,k=1,...,4, see Saaty et al. [34]. The
consistency of the matrix is examined, see Lee et al. [25]. In the case of
inconsistency the operator is asked to revise it.

Applying the ‘eigenvector technique’ proposed by Saaty et al. [34] to the
comparison matrix of attributes, the weight of each attribute, which reflects its
pure degree of importance, is calculated as in Yoon et al. [48]: If A, is the
maximum eigenvalue of matrix A, the normalized related eigenvector (W)
shows the attributes’ weights:

WT:[Wl Wy w3 W4] (39)

Obtaining the positive/negative ideal strategies. By multiplying the normal-
ized decision matrix’s columns by the attributes’ weights which are obtained
from (39), the V matrix is yielded. Its #th element is as follows:

Vi = WYy (40)
The positive ideal strategy (PIS) and the negative ideal strategy (NIS) are
obtained from the V matrix. The PIS is a vector whose jth element is com-

puted as follows:

vi= max v, (41)



100 M.R. Salehizadeh et al.
The NIS is also a vector whose jth element is computed as follows:

Vi = min_ v, (42)

(vi) The distance of the rth strategy to the PIS and NIS, respectively, is calculated
as follows:

4

LM = Z(v,j—v;r)z tr=1,2,...,.K (43)
=1
4

Lt_: VU—V :1727...,K (44)
j=1

(vii) The strategies are ranked based on the following index:

LS
Ky=——t t=1,2,..,K 45
! (Lf+ L) (43)

Finally, the strategy with minimum «, is selected by the operator. Since the
operator first chooses K strategies, generator i thereafter chooses one optimal bid f;,
for each operator strategy 7, =1 ,..., K, and the operator finally performs TCM and
chooses his preferred strategy S;, a unique solution is guaranteed. Convergence to a
unique solution is guaranteed in the iterative algorithm as determined by minimum
K, in (45).

Let us summarize the procedure leading up to the minimum x, which determines

the operator’s preferred strategy Sy = ¥/}, ..., V30 Pren s ﬁfnax‘t} for one specified

t,t=1,...,K, where * means preferred strategy. In Sects. 3 and 4, the operator
examines K strategies S1, S, ,..., Sk for the four attributes congestion cost, average
locational marginal price (LMP) for different system buses, variance of the LMPs,
and the g generators’ emission. Arbitrarily many attributes could have been con-
sidered, but here we illustrate the procedure with four attributes. The K strategies can

be expressed as S = [W1,17~~ 7¢3217 ren, 17ﬁmdx1] [le,--v%z,zvprenaa
Bax2)s - - Sk = [Wiks - - - Wask Prenk> Bmax ) - The operator intends to select one
of these strategies by considering various values for these four attributes. First, we
consider all S;,r=1,...,K, strategies and the procedure of Sects. 3 and 4 is per-
formed by considering each of the S;,r=1,...,K strategies as the operator’s
strategy. Suppose that the generators’ optimal bids from the procedure of Sect. 3
have been obtained as: [y, ..., f3,], = 1,..., K, and after performing congestion
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management in Sect. 4, the four attributes have been calculated as [CC,
ave_LMP;, var_LMP;, emission;|,t = 1,. .., K. Next, through TOPSIS the follow-
ing K x 4 decision matrix, equivalent to Table 2, is considered:

m = [ Y1 Y2 Y3 Y4 ]
CcCy ave_LMP; var_1LMP, emission
CCy ave_LMP, var_LMP, emission,
=1... (46)
CCkx_1 ave_LMPg_ var_LMPg_, emissiong_;
CCk ave_LMPg var_LMPg emissiong

Using this decision matrix, the procedure in this Sect. 5 determines the minimum r,

which determines the operator’s preferred strategy S} = |:l/th, o Wiy P . }

ren,t’ F'max,t

and generator i’s optimal bid f3;, for one specific value of each of the four attributes.

6 Simulation Results

The IEEE 24-bus test system or the IEEE reliability test system (RTS) is one the
IEEE standard test systems which is used for reliability studies, see Grigg et al.
[12]. This system has been frequently used to illustrate the proposed methods
developed in this area. For examples, see Salehizadeh et al. [46], Conejo et al. [9],
and Orfanos et al. [32]. Hence, in this chapter, we have chosen this system for
implementing the proposed leader—follower game. The method is performed on an
IEEE 24-bus test system and the results are analyzed. A diagram of the tested power
system is depicted in Fig. 2. In a power system, transmission buses (or nodes) are
connected together through transmission lines which are depicted in this figure. It is
assumed that a wind turbine is connected to transmission bus 1. The market is
single-sided, i.e., the electricity consumers do not participate in the SFE game. The
information related to load, lines, and generation limits is based on the case
24_ieee_rts in MATPOWER 4.1, see Zimmerman et al. [52]. In order to impose
further stress on the transmission system, each line’s capacity limits are reduced 0.6
times that of case 24_ieee_rts. Information about cost function and emission cost
function coefficients are brought in Table 3. An example of the operator’s strategy
t is provided in Table 5. The emission cost function coefficients are selected similar
to the data provided in [35]. In the real-world case studies, these coefficients are
obtained based on type of fuel as well as physical functioning of different parts of
the generator such as the boiler and the turbine.

In this study, 32 generators are considered and the synchronous condenser
connected to bus 14 is omitted from the list of generators. The comparison matrix
A of the attributes is specified as in Table 4. All simulations are done using
MATLAB 7.13 (R2011b) and the MATPOWER package also used in Zimmerman
et al. [52]. The role of the MATPOWER package is to calculate the optimal power
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Table 3 Cost function and emission cost function coefficients

Generator no. a b c ag; b Ccgj
Cost function coefficients Emission cost function
coefficients

1 0.01 130 400.6849 0.0300 —2.3000 301
2 0.01 130 400.6849 0.0300 —3.4000 103
3 0.0283 16.0811 212.3076 0.0849 —4.3000 104
4 0.0283 16.0811 212.3076 0.0849 —5.6000 205
5 0.01 130 400.6849 0.0300 —4.8000 195
6 0.01 130 400.6849 0.0300 —3.3000 93
7 0.0283 16.0811 212.3076 0.0849 —2.1000 414
8 0.0283 16.0811 212.3076 0.0849 —1.7000 106
9 0.1053 43.6615 781.5210 0.3159 —2.4000 309
10 0.1053 43.6615 781.5210 0.3159 —1.8000 102
11 0.1053 43.6615 781.5210 0.3159 —3.3000 205
12 0.0143 48.5804 832.7575 0.0429 —4.2000 107
13 0.0143 48.5804 832.7575 0.0429 —3.7000 103
14 0.0143 48.5804 832.7575 0.0429 —2.9000 108
15 0.6568 56.564 86.3852 0.0300 —3.2000 204
16 0.6568 56.564 86.3852 0.0320 —2.4000 103
17 0.6568 56.564 86.3852 0.0543 —4.3000 110
18 0.6568 56.564 86.3852 0.0432 —2.1000 313
19 0.6568 56.564 86.3852 0.0646 —3.6000 111
20 0.0167 12.3883 382.2391 0.0501 —2.5000 106
21 0.0167 12.3883 382.2391 0.0501 —1.4000 104
22 0.0004 4.4231 395.3749 0.0012 —5.3000 293
23 0.0004 44231 395.3749 0.0012 —3.2000 94
24 0.01 0.001 0.0010 0.0300 —2.5000 189
25 0.01 0.001 0.0010 0.0300 —1.7000 85
26 0.01 0.001 0.0010 0.0300 —4.8000 383
27 0.01 0.001 0.0010 0.0300 —3.5000 89
28 0.01 0.001 0.0010 0.0300 —2.3000 485
29 0.01 0.001 0.0010 0.0300 —2.2000 101
30 0.0167 12.3883 382.2391 0.0501 —2.7000 304
31 0.0167 12.3883 382.2391 0.0501 —1.4000 305
32 0.0098 11.8495 665.1094 0.0294 —3.2000 401

flow and calculate the LMPs, generation schedules, and power flow of each
transmission line. As the first step of our study, see Table 5 for an example of the
operator’s strategy ¢. From (1)—(23), the Nash-SFE equilibrium has been obtained
and the optimal bids f;, are depicted in Fig. 3. In this simulation and by the
assumption of this case study, the obtained power of the generators exceeds the
power generation limits. For example, consider the first generator. His f3;, is 130 but
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Table 4 Comparison matrix A of the attributes

Congestion Average of Variance of The g generators’
cost (CCy) LMPs LMPs emission
(ave_LMP;) (var_LMP;) (emission,)
Congestion cost 1 2 4 4/3
(e
Average of LMPs 12 1 2 2/3
(ave_LMP;)
Variance of LMPs 1/4 12 1 173
(var_LMP;)
The g generators’ 3/4 32 3 1
emission
(emission,)

Table S An example of the ;
operator’s strategy ¢ Vii=1,..,32 Brmaxs Prens
10 140 100

his bid has been obtained as 26.1099. The reason for this difference is the obtained
power, ie., P, = —1.0373 x 104, i =1, whilst P =20 and P;‘“'“ = 16. The
obtained power exceeds the boundary. Based on (24), ﬁ;’tpt =y — aq;P™" =
26.2699—0.0100 x 16 = 26.1099 which is smaller than f;, = 130. Applying the g
generators’ optimal bids, the operator performs transmission congestion through
using (25)—(28). As a result of the TCM procedure, the obtained LMPs are depicted
in Fig. 4. This figure reveals differences between the LMPs of all transmission

buses. This observation reveals that congestion has occurred in the transmission

30 T T T T T T

- n n
[$)] o a1
T T T

optimal bids betait

10

0 5 10 15 20 25 30
The g generators, g=32

Fig. 3 The optimal bid f; provided by generator i, i = 1 ,..., g, when the operator chooses
strategy £, t=1,..., K



A Leader—Follower Game on Congestion Management in Power Systems 105

40

35

30

25

20

LMP,, [$/MWh]

15

10 |

1
0 5 10 15 20

Number of transmission buses N

Fig. 4 Locational marginal price LMPy, for transmission bus k,k = 1,...,N when the operator
chooses strategy t,t=1,...,K

system. From (30), the congestion cost is calculated and obtained equal to
8.0305¢ + 003 [$/h].

The effect of each of the operator’s K strategies on the TCM result has been
studied. From the comparison matrix A of attributes (Table 4), it is deduced that
congestion cost and emission are the most important attributes. Hence, first, we
have assessed the impact of each of the operator’s K strategies on these attributes.
Figure 5 shows the effect of purchased renewable power on congestion cost and the
g generators’ emission. As this figure shows, congestion cost decreases by
increasing the amount of purchased renewable power from 0 to about 100 MW and
increases afterwards. The rate of increase rises quickly from 285 to 300 MW. This
observation shows that increasing the amount of purchased renewable power and its
penetration to the power system significantly affects congestion cost and requires
further consideration. Also, Fig. 5 shows the effect of purchased renewable power
on the g generators’ emission. By increasing the amount of purchased renewable
power to 285 MW, the g generators’ emission decreases. However, from 285 to
300 MW, a rapid increase in the g generators’ emission occurs. Hence when the
power system is under stress, increased renewable penetration may cause enhanced
system emission.

The effect of the operator’s market bid cap f,,, (specifying the range within
which the generators can bid electricity prices f3; in the market) on congestion cost
and emission has been shown in Fig. 6. The parameters of the emission cost
function obviously affect the value of emission. To analyze the effects of each
parameter on the results in detail, sensitivity analysis needs to be applied which is
suggested for future research. Figure 6 shows that by increasing the bid cap f3,,.«
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Fig. 5 The effect of purchased renewable power Pr,j on congestion cost CC; and the
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Fig. 6 The effect of the operator’s market bid cap f,,,, on congestion cost CC, and the
g generators’ emission;, t =1 ,..., K
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Fig. 7 The obtained normalized attributes CC;, emission,,ave_LMP,, var_LMP;: for K strategies,
K =61

from O to 8, the congestion cost decreases but the emission increases. This reveals
that increasing the bid cap f,,, in this interval causes pollutant generators to be
more dispatched. However, this production schedule reduces total congestion. By
increasing the bid cap f5,,,x above 8, congestion cost and emission remain almost
constant. Comparing Fig. 5 with Fig. 6 shows that the purchased renewable power
provides a wider control factor for the operator than the market bid cap. Our
simulation results show that the emission penalty factor is even more restricted than
the bid cap from the viewpoint of control flexibility. Hence, we consider the pur-
chased renewable power as a crucial control factor for choosing the operator’s
preferred strategy in the leader—follower game-theoretic TCM proposed in Fig. 1.
For this purpose, first, the values of the bid cap and emission penalty factors are
specified according to Table 5 and the purchased renewable power is set equal to 0.
Next, this value is increased to 5 MW and K = 61 operator strategies are considered.
For each of the K strategies, the four different attributes congestion cost, average of
the LMPs, variance of the LMPs as well as the g generators’ emission are obtained.
The attributes have been normalized by dividing them by their maximum value.
The normalized attributes are depicted in Fig. 7.

Applying the Saaty technique in Saaty et al. [34] (described in Sect. 5) on the
matrix of attributes of Table 4 yields the pure weight of the attributes. The pure
weights are depicted in the first row of Table 6.

Applying (38)—(45) yields the distance of each strategy to the PIS, NIS and «;
indices. These three indices have been depicted in Fig. 8. The minimum of the x;
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Table 6 The pure weights and the attributes of the operator’s preferred strategy

Congestion Average of LMPs Variance of LMPs The g generators’ emis-
cost (CCy) (ave_LMP;) (var_LMP;) sion (emission;)
0.4 0.2 0.1 0.3
953.59 26.76 0.168 4409.55
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Fig. 8 The distance L;" to the positive ideal strategy PIS, the distance L, to the negative ideal
strategy NIS, and the «; index, r=1,..., K

index occurs for the operator’s 22nd strategy, out of K = 61. The amount of
purchased renewable power for the operator’s 22nd strategy is equal to 105 MW.
The attributes of this preferred strategy are shown in the second row of Table 6.

7 Conclusion

In this chapter, a leader—follower game on transmission congestion management
(TCM) in power systems has been proposed. The leader is an independent system
operator and the followers are generators (power generation companies). The
operator purchases guaranteed renewable power for providing incentives for pro-
motion of these environmental friendly resources. The leader, i.e., the independent
system operator, determines a strategy consisting of three types of components: a
bid cap for the maximum bid the generators can offer for selling its electricity in the
market, the operator’s amount of purchased renewable power, and the emission
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penalty factors for the area in which generators exist. Each generator offers his bid
to the market for selling his electrical power. The generators interact based on a
Nash-supply function equilibrium (SFE) game. The operator performs TCM and
calculates the four attributes congestion cost, average locational marginal price
(LMP), variance of the LMPs as well as emission. In the TCM model, the upper and
lower limits of power flow, accounting for thermal factors and stability, ensure that
the power system functions safely and securely. The leader—follower game is
analyzed for multiple operator strategies and finally, a multiattribute decision-
making approach using the Technique for Order Preference by Similarity to Ideal
Solution (TOPSIS) has been implemented by the operator for selecting his preferred
strategy by considering both emission and congestion-reflective attributes. The
approach solves practically a game between generators, given an input set of
parameters together with K strategies announced by the operator, without the
mutual participation of the latter in the game. Thereafter, the operator performs
congestion management and uses TOPSIS to choose his preferred strategy. As a
whole, the main purpose of this chapter is to provide a combination of a leader—
follower game theoretical mechanism and multiattribute decision-making for the
operator to choose his best strategy by considering congestion-driven and envi-
ronmental attributes. We implemented the developed method on an IEEE reliability
24-bus test system by considering 32 generators and a wind farm connected to bus
1. It was also assumed that the operator provided a comparison matrix of attributes.
In this case study, the simulation analysis shows that among the operator’s strategic
choices, the amount of purchased renewable power provides a wider control flex-
ibility to generate different strategies in the leader—follower game-theoretic con-
gestion management. Simulation of the developed procedure provided the operator
insight to select his preferred strategy accounting for TCM, environmental issue,
and maximizing social welfare. Although a few game theoretical approaches to
transmission congestion management have been proposed in the literature, see e.g.,
Veit et al. [43], Krause and Andersson [19], Liu et al. [27], Sahraei-Ardakani and
Rahimi-Kian [37] and Lee [24], none of them have discussed selecting a preferred
strategy by the operator in a manner consisting of the four blocks proposed in this
chapter. By implementing the operator’s obtained strategy, the operator obtains the
preferred real market results. In this direction, developing a long-term learning
mechanism for the operator could be considered for future research. Uncertainties
due to prediction of renewable power resource outputs could affect the results of the
developed leader—follower game. This point could be also investigated in future
studies. This chapter provides a useful tool for policy makers, operators, generators,
consumers, and associated actors.
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Appendix When a;= 0 for at Least One Generator

Assume that ¢; =0 when i=1,...,80, and a; >0 when i=go+1,...,
g, 1 <go < g. Taking the limit for (9) gives:

d + i xr
Jy=  Lim % - (47)
((4174.wag0)—>(07,“70) =1,

Separating the terms related to the gy generators with a; = 0, and the g — go
generators with a; > 0, gives:
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The calculated 4, will be substituted in (10) and the rest of the calculation pro-
cedure will be the same as what we developed for the case of @; > 0;i=1,...,g.
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Network Throughput and Reliability:
Preventing Hazards and Attacks Through
Gaming—Part I: Modeling

Yupo Chan

Abstract By facilitating activity flows, infrastructure networks such as transpor-
tation, telecommunication and power grids are essential to the economy, quality-of-
life and security of a society. However, as evidenced in recent historical events such
as the collapse of the Minneapolis Highway Bridge and attacks on a country’s
defense-information infrastructure, a network is only useful if it is reliable, secure,
and functioning properly. In other words, it has to be devoid of unexpected failures
due to natural/technological disasters and outside attacks. A stochastic network,
characterized by arcs (links) and nodes that can fail unexpectedly, is proposed to
mimic such unpredicted interruptions. Through such a stochastic-network model, we
identify tactics to prevent disruptions caused by natural/technological hazards and
hostile tampering. Strategically, we can also advance public-policy options by
determining an appropriate budget needed not only to maintain our infrastructure,
but also to guard against adversarial attacks. The latter are accomplished by imputing
the value of network security scientifically based on the cost of disrupting economic
and noneconomic transactions, rather than using traditional cost accounting.

Keywords Network security - Multicriteria decision-making - Stochastic
network - Cooperative game - Non-cooperative game - Nash equilibrium - Network
reliability - Expected maximum-flow

1 Introduction

It is widely recognized that transportation, communication and other infrastructure
networks are essential to economic prosperity, security, and quality of life. Unfor-
tunately, due to random and deliberate incidents, such an infrastructure network is
often compromised [36]. Such events might be triggered by breakdowns, adverse
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weather, earthquakes, floods, or acts of terrorism. Due to resource constraints, an
infrastructure network has only limited capacity for repair. In addition, lengthy
infrastructure repairs and their diverse failure modes distinguish them from simple
equipment failure, where often replacing a component is all that is required to “fix
the problem.” While we will recognize differences between communication, trans-
portation and power networks, a goal of our analysis is to obtain insights that will
hold across these modal networks under a common mathematical paradigm.

An infrastructure network has to be reliable to perform its function. In this
regard, network reliability has been defined differently in the transport versus
telecommunication community. In transportation, it is mainly the probability that a
trip on a particular path can be made successfully within an acceptable time (or
cost) threshold. Travel-time (or travel-cost) reliability is therefore a measure of the
stability of the sojourn duration (or sojourn expense), and is subject to fluctuations
in flow and capacity. In communication, it is defined in terms of connectivity, or the
probability that specific origin-destination (O-D) pairs in a network remain con-
nected when arcs (links) are subject to complete failures. Due to current efforts in
counter-terrorism and to mitigate against natural and technological disasters,
increasing attention is given to the study of network reliability [7, 12, 25, 30, 37,
41, 49]. For the purpose of this chapter, reliability is broadly defined as the ability
of a network to perform a required function, under adverse environmental and
operational conditions, for a stated time period [23].

Related to network reliability is throughput, or the largest amount of traffic that
can get through. For example, bridge capacities determine the traffic movement in a
city striding across a river. In a mathematical model, we are concerned with the cut
sets, or the bottlenecks, which determine the maximum flow that can be effected
between any O-D pair. Chan et al. [10] provided linear-programming procedures to
compute the expected (average) throughput in a stochastic network, a network where
components can fail unexpectedly. When an arc fails, it becomes unavailable; and
when it functions, it becomes available. Instead of elaborate Monte—Carlo simula-
tions, they provided a tight analytical lower-bound (or an accurate conservative
estimate) of the expected throughput. Even for realistic-size networks, they found
that such a conservative estimate of the throughput can be obtained within minutes
of calculation time, rather than days of simulation time. Parallel efforts include the
work of Nojima [37] and Chen et al. [12] for capacity reliability, defined as finding
the probability that a transportation system can accommodate a given demand level
at an acceptable level of service, while taking the route choice behavior into account.
This reliability definition can include connectivity reliability as a special case.

Compared with communication networks, transport-network reliability and
throughput is a subject receiving relatively recent attention. In communication
networks, the concept of two-terminal reliability dates back to as early as 1970, if
not before [19]. In transportation, the concept of two-terminal reliability in a sto-
chastic network becomes popular since the early 1990s [48]. Early work in both
fields focuses on natural and technological hazards rather than threats or attacks.
With threats or attacks, each researcher appears to hold a different perspective.
Aiming for uniformity, we seek a consistent body-of-knowledge to improve
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network reliability-and-throughput, including when the network is under attack. We
wish to reduce the negative impacts of both natural and deliberate disruption on
traffic flow as well as economic and non-economic transactions. After almost three
decades of background research, we wish to report our progress to date. At the same
time, we also need to further identify some common strategies and tactics that can
avoid both. This long-term and comprehensive approach distinguishes our work
from other network-design research. Meanwhile, a disclaimer is made in that we
have been concentrating on connectivity reliability, rather than travel-cost reli-
ability. Another disclaimer is that we would leave in the “Future Extension” section
in the companion chapter to explicitly incorporate the impact of congestion on user
or other types of network equilibriums.

The disruption of a transport network results in a net loss in local, state, and
national economies because economic transactions are stopped or delayed. It also
causes civil disorder and upsets people’s quality-of-life. Here, we propose impor-
tant technical advances for “prevention” rather than “cure.” Hazards are prevented
with anticipatory maintenance (or reconditioning) and upgrades (or improvement)
on the most vulnerable components [34]. At the same time, attacks can be mitigated
by limiting access to and placing extra security at strategic facilities, thus hardening
the facility against exploitation. While we guard against hazards by network
improvement, we guard against adversarial attacks by gaming. In general, it is
much less costly to anticipate hazards and prevent attacks than to perform the
required reparations and replacement afterwards. This is particularly the case when
the emerging body of work on resilience interprets “hardening” not just in the sense
of resistance to attack but also recovery.

Here is the layout of the rest of the chapter. Section 2 will review current
literature on the subject, ending with a summary of the state-of-the-art. In Sect. 3,
our research to date on this subject is then presented by first laying out the back-
ground, followed by a summary of our research to date in Sect. 4. The latter is
discussed in terms of our current results and the loose ends. The conclusion in
Sect. 5 leads toward the following chapter, in that our current findings raise some
new questions that have yet to be investigated. In a following, companion chapter,
we put our research in perspective with a few other similar works, ending by posing
some open questions in Sect. 1. These consist of ad hoc questions to which we have
found partial answers. These answers are organized into five possible extensions in
Sect. 2, including both modeling and computational suggestions. In Sect. 3, labeled
‘Applications,” the implications of these research extensions are discussed in depth.
The chapter ends with Sect. 4, emphasizing directions for further research.

2 Literature Review

In the reference section are listed dozens of literatures on the subject of network
throughput and reliability. While there is in-depth treatment of the individual topics
of throughput and reliability, there is but a dearth of information on examining both
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topics in a single model. It turns out that between throughput and reliability
improvements, an efficient frontier can be formulated, representing the “win—win”
solutions one can attain within an available improvement budget [33]. These Pareto
optima on the efficient frontier are the non-dominated (or viable) solutions worthy
of closer examination. Trades can now be made between the two performance
measures-reliability and throughput-among these viable solutions, resulting in a
desirable network design, such as a network improvement strategy. In this way, one
can comprehensively assess the benefits of network improvement, when both
reliability and throughput gains are considered.

Related to network reliability and throughput is survivability, which is defined
here to mean the capacity to withstand a degradation or an assault. With a few
exceptions, early research on survivability is mainly concerned with natural and
technological degradation of components in the absence of adversarial tampering
[1, 5]. In other words, only network functionality is analyzed, leaving out the
important subject of network security. Instead of the typical independence
assumption that underlines component failures, Kalyoncu and Sankur [27] con-
sidered dependency among damaging events. They consider secondary failures
triggered by an initial failure. In order to inflict the worst damage, an initial attack
may also be followed by a “complementary” attack. This concern paves the way for
determining network security against a planned deliberate disruption. Considering
the shattering damage it can inflict, such “double whammy” incidents are of par-
ticular interest to the attacker. Obviously, they are of equal concern to the defender.

As a forerunner to our work, Lyle et al. [33] introduced invulnerability as the
measure of network security. This complements the traditional reliability measure
for natural and technological disasters. A game was set up between the attacker and
the defender to model exploitation and protection of network assets respectively.
Following classic game theory [3], the goal of the defender—for instance a state
department of transportation—is to ensure the network is invulnerable to attack. On
the other side, the attacker (say the terrorist) wishes to inflict the worst damage.
Most interestingly, a Nash equilibrium for this game was found, a condition in
which all the participants play their best offensive or defensive strategies and cannot
unilaterally improve, resulting in a stable solution. For a game where the defender
hardens selected network components to guard against an attacker, the word pos-
turing is used, as was done during the Cold War where a “first strike” was perceived
to be unable to destroy the adversary—only elicit a counter offensive. This way,
neither side has the motivation to upset the fragile stability. This points toward not
only the need for a robust (reliable) network against hazards, but also a secure
design to guard against an attack. Going forward, we will refer the defender as
“player Blue” and the attacker as “player Red” for simplicity.

In Lyle et al. [33], a valuation of network security was found. In other words, the
model allows the monetary value of network-security to be imputed through the use
of opportunity cost. A critical component, for instance a collapsed bridge, is
assessed at a loss that is equal to the opportunity cost associated with missing the
facility. To the best of our knowledge, this is a precedent-setting occasion, during
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which a monetary figure is analytically derived for the worth of security. Such
valuation goes well beyond the replacement cost of the bridge and includes the
implicit value of the bridge in facilitating economic and non-economic transactions,
as manifested in traffic flow. However, the work of Lyle et al. only considers
network reliability.

Related to our work is the literature on network interdiction. On a network path,
Washburn and Wood [50] examined the maximal likelihood of defender Blue’s
interdiction of attacker Red’s traffic and at the same time the minimal likelihood of
Red’s evasion. In short, Red exploits the worst scenario for Blue, while Blue
minimizes Red’s evasion. For a multicriteria game, Washburn and Wood [50]
established that a pair of Pareto equilibrium strategies exists for the attacker and
defender if both players have “ideal strategies.” Unlike a mixed strategy that
involves two or more defensive or offensive strategies, an ideal strategy is defined
as the unique way to defend and attack a subject network. Hong [24] developed a
strategic interdiction model of a non-cooperative game of network flow. A strategic
model of network interdiction was presented, where two players have complete
information and simultaneously choose their strategies. The Red adversary chooses
a flow rather than a single path to attack. If there are multiple paths in a network,
Red can attack them all at once, thus deploying a frontal aggregate advance en
mass. In return, the Blue defender chooses a blockage strategy rather than inter-
cepting a single arc, in that Blue can block multiple arcs simultaneously. By virtue
of this, the model becomes more tractable and gives sharper results on equilibrium
behavior. The network interdiction game is neither a zero-sum game nor even a
strictly competitive game. Because of this, it is necessary to use an un-conventional
solution technique to find all the equilibriums. Notice that Washburn and Wood
[50] and Hong [24] mainly focused on logistical networks. Since we are interested
inter-disciplinary applications, please be mindful that the physical and protocol
layers of a communication network may introduce additional considerations in an
interdiction problem for a communication network.

Replacing a network-centric approach with a policy-analytic approach, Fernadez
and Puerto [17] presented a zero-sum multicriteria matrix-game, modeling the
rivalry between Blue and Red where there are more than a single metric for per-
formance (such as including both reliability and throughput in our study). A zero-
sum game was modeled, meaning that the Red’s gain is exactly the Blue’s loss. The
relationship between single-criterion and multicriteria games was delineated, and
they showed that linear programming can be used to solve both problems. To
further apply such a non-cooperative game, Zhuang and Bier [52] identified
equilibrium strategies where the opponents engage in a rivalry to outwit one
another. They proposed a fully endogenous, sequential model of resource allocation
for the defender in countering both terrorism and natural and technological disas-
ters. Together with the work of Hausken et al. [22], it represents one of the very few
works concerned with both hazards and attacks.
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3 Background on Our Research

By seeing what has been accomplished to date on this subject, we wish to claim that
our research is transformative rather than incremental. In this section, we wish to
convey the complexity of this subject, suggesting a “steep learning curve” that we
have climbed over the last three decades, and the challenges that still lie ahead.
Instead of employing obscure mathematics, we choose to provide this complex
background via simple, motivating examples. These selected examples and the
accompanying graphics are an integral part of our presentation. The examples are
strategically placed at the appropriate junction where clarity is needed to make an
important point, leading toward a more formal discussion in Sect. 4. The reader is
invited to spend the extra time wading through these examples.

To start with, some basic premises governing a stochastic network are in order [10]:

e The state of component i is independent of the state of component j, for all i and
Ji#.

e A node or arc is either up or down.

e Without loss of generality, any node can be modeled as an arc; i.e., a node is
split into a pair of nodes connected by an arc, resulting in n arcs altogether for
the network.

The network is at state Sy (k = 1, ..., 2") with probability P, together with the
corresponding throughput or max flow F( - ). Correspondingly, the expected (or

mean) throughput of the stochastic network is: V(x) = Zi;l F(x, Sk) - Px, where
X = (x1,%,...,%,...) is a vector of path flows x;, or arc flows with entries x;;

An upper bound on the expected (or mean) throughput V;; could represent a
peak-hour throughput while a lower bound V, the off-peak throughput, where the
former taxes the design capacity and the latter does not. Such bounds are scien-
tifically derived from Jensen’s Inequality, which in its simplest form states that the
secant line of a convex function lies above the graph of the function, thus forming
an upper bound of the affected part of the function. If x is a vector of random
variables and fis a concave function, the algebraic inequality then applies in vector
form for x as E[f(x)] <f(E[x]). For max flow, Jensen’s inequality suggests that the
expected maximum flow must be no bigger than the maximum network-flow when
arc capacities are set at their expected values.

Example 1: Lower Bound and Upper Bound on Expected (or Mean) Through-
put. Consider the example network shown in Fig. 1 where the two attributes for
each arc represent availability and capacity respectively. The arc-path formulation
for the 3 flow paths is: s = 1 — 3 — ¢, with flow x; s = 1 — 4 — ¢, with flow x»;
and s — 2 — 4 — ¢, with flow x3. Let us define r; as the availability on arc (i, j),
the paths have these reliability expressions: R(1) = rgi7 474 =1 -1 -0.9 =0.9, and
similarly, R(2) = 1, and R(3) = 0.05.
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Fig. 1 Network to illustrate
lower and upper bound of
expected (or mean) max-flow
(Adapted from [10])

The corresponding Lower Bound (LB) on expected (or mean) max-flow is

max V;(x) = 0.9x; 4+ x; + 0.05x3
subject to
arc(s, 1) X1 +x <5

arc(s,2) X3 <6
arc(1,3) x <2 ()
arc(1,4) x <4
arc(2,4) x3<5
arc(3,1) x; <4

arc(4,1) X +x3 <7

Notice that in the two inequalities governing flow on path 1, the x; can be
reduced to x; < 2, the tighter of the two LBs. The same is true for xs.
Similarly, the Upper Bound (UB) can be defined as

max Vy(x) =x; +x +x3
subject to
arc(s, 1)x; +x <5

arc(s,2) x3<0.6
arc(1,3) x <2
2)
arc(1,4) x <4
arc(2,4) x3<2.5
arc(3,1) x1<3.6

arc(4,1) X +x3 <7
X1, X2, %3 20



120 Y. Chan

Notice that the only difference between the LB & UB models is in the coefficients
in the objective function and the right hand sides (RHS). Here the RHSs are r;u;,
such as rypu, = (0.1)(6) = 0.6 for arc(s, 2). O

Before we proceed any further, we wish to show a bit more of the computational
complexity of the network problem we are solving, again through the graphical
example in Fig. 2 below. While flow is linear for this network, the two-terminal
reliability from origin s to destination 7 shows nonlinearity and analytical complexity
in its functional form. The probability that flow from the source reaches the sink
equals the sum of the probabilities of being in a state where the sink is connected to
the source. For the simple series network the only state where the sink is connected
to the source is when both components are functioning. The corresponding reliability
is ryr,. Similarly, the probability flow from the source reaches the sink for the
parallel network is the sum of the probabilities for the states where at least one of the
components is up. It is equal to r| + r, — ry7,. These two fundamental relations can
be applied recursively to larger networks to reduce the network to a single-com-
ponent network. This method of calculating network reliability is known as network
reduction [11, 38]. The main difficulty with this method is that as the number of
components 7 grows, the number of states (k) grows exponentially k = 2". The
generally high component reliability within a communication network, however,
leads to the conclusion that the most probable states are those where only very few of
the network components are in a failed state. This allows the process of enumerating
the most probable states to be simplified, rendering the computation feasible [15].
While the most-probable-states model is a practical way to bypass the curse of
dimensionality for reliable networks, it becomes computationally inefficient for large
networks with many failing components.

To fix ideas, the current statistical-reliability of this network can be quantified
using the network-reduction (factoring) method [39]. The s-to-¢ reliability function,
T, has seven nonlinear terms, consisting of products of availabilities r;; for each of
the relevant arcs (7, j):

Fig. 2 A stochastic network
(Adapted from [42])
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Ty = Fs1F1373¢ + Fs1 P14V + Fsa¥o4Vay — Vs1F13F3F14F 4 — Vs1F14F 5212474
— TG T13T3 21244 + P 13131472247 4 (3)

In network-optimization modeling, convexity is a highly desirable analytic
property, since it helps to determine whether a global (true) optimum is obtained.
Unfortunately, little can be stated regarding the convexity of the mathematical
expression for network reliability as shown. For real-world networks, Shier [44]
stated that “network reliability problems are ... among the most challenging of all
computational problems.”

Example 2: Design against Natural and Technological Hazards Let us start with a
simple, generic infrastructure network. Each arc in Fig. 2 has a capacity, or the most
traffic that it can handle. An up-or-down binomial distribution (a Bernoulli random
variable) on the arc represents arc availability. For the work performed by the
authors to date, component availability is a given number based on historical
records. An arc availability of 1 means it is fully functioning, while a 0 means it is
down. An availability of 0.8 means the arc is functional 80 % of the time, with a
20 % downtime. In this Figure, the normal (Roman) typeface represents arc
availability, while the italics typeface represents capacity. Thus, arc(s, 2) has an
availability of 0.8 and a capacity of 6.

The propensity for failure, as encoded by an arc’s availability, makes this a
stochastic, instead of a deterministic, network. Notice that capacity and availability
can also be specified for nodes, in addition to arcs. Well-established network-
reliability and throughput analysis can be used to provide a more robust network
[32], facilitating better traffic flow from origin s to destination z. To make the
network in Fig. 2 more robust, we made selected arcs more reliable and provided
them with more capacity. For instance, the arc availability for (s, 1) is upgraded in
Fig. 2 from 0.8 to 0.9—or by an increment of 0.1. The same arc is provided with an
additional 2.5 units of capacity, improving it from 5 to 7.5.

In order to better endure potential natural and technological hazards, which may
disable some but not all connections from node s to #, the capacity and availability
upgrades are intended to maximize expected-flow (or the average throughput) and
provide better O-D connectivities. While availability improvements strengthen the
two-terminal reliability from s to ¢ [14], they also improve the expected throughput.
In other words, when components are functioning, more traffic can get through on
the average. O

When deliberate attacks are possible, traditional performance measures of reli-
ability and throughput must be supplemented with security measures. Traditional
methods for calculating network reliability assume component failures are inde-
pendent, or failure in one component does not trigger failure in another component
[6, 14, 44]. This is an acceptable assumption if the network components are only
subject to rare, random failures due to natural degradation. Unfortunately, network
components are now also subject to failures from deliberate tampering. We like to
think of random, natural failures in network components as caused by “Mother
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Nature,” who does not necessarily exploit the component where failure will cause
the most disruption. However, malicious adversaries will choose to attack the
critical components that contribute most to network performance. This leads to the
conclusion that resilience against random failures alone, while important, is not
necessarily a good measure to ensure network security in today’s world, where acts
of terror abound. Cox [16] examined probability models for failures in packet-
switched data networks caused by attacks on most-loaded nodes. Such networks are
inherently resilient to attacks if and only if they have enough spare capacity at each
node (typically about 10 £ % more than would be required in the absence of attacks,
if the attacks are focused on the k most heavily loaded nodes).

Another problem with traditional reliability measures is that a strategy that
makes a network component impervious to exploitation has no measurable
(quantifiable) value (in the literature), although such a strategy has obvious security
and economic value. Theoretically, one can expend an inordinate amount of
resource and still fail to render a network “hardened” against an attack—-when one
hardens the wrong arc. Hardening is different from infrastructure upgrades that
guard against a hurricane or earthquake. An upgrade carries with it a cost tag and an
improvement in the “safety design factor,” while hardening is an abstract concept
that defies costing and valuation (to date). This problem motivated the search for a
quantitative measure that an adversary uses to select the most vulnerable network
component (the Achilles heel) to exploit. Accordingly, hardening such targets to
thwart exploitation should have quantifiable value [43]. Haimes [20] suggested:
“The fortification [hardening] of critical infrastructure systems, by reducing the
states of their vulnerability and enhancing their resilience, could diminish their
attractiveness as a targeted system.”

Example 3: Illustrating Complexity of the Basic Metrics Following a prevailing
practice with such a stochastic network, a binomial distribution of arc availability
and capacity is assumed—an arc is either functioning or disabled with the corre-
sponding probabilities. In Fig. 1, we show that even with a binomial distribution,
the problem as captured by the combination of all the above examples is extremely
difficult to solve. For example, arc(s, 1) functions 80 % of the time and fails 20 % of
the time. When an arc fails, it diverts traffic to an alternate path. Thus, when arc
(s, 1) fails, the flow can be diverted from path s—1-3—¢ to path s—2—4—, assuming
that all components are functional on the alternate path. To tackle the nonlinearity
and analytical complexity of s-to-z reliability, numerical factoring and reduction
algorithms are among the computationally feasible solutions as mentioned. To
model travel time, one can also use a binomial distribution of arc costs. For
example, travel time can be defined by the un-delayed arc cost and the delay cost
respectively [8]. When an arc “fails,” a time penalty of “delay cost” is imposed to
account for congestion and queuing. These two costs, corresponding to the
“operational” and “failed” operational modes, can be used to model a traffic-
dependent flow. Correspondingly, total network travel cost (including delays due to
congestion) can be determined from the resulting flow pattern. This approach
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bypasses explicitly computing the equally complicated travel-time equivalent of
two-terminal reliability. O

In short, procedures such as factoring-and-reduction and considering most
probable states make computing the highly nonlinear network-reliability measure
feasible. Short of enumerative-simulation replications, upper-and-lower bounds
can be used to approximate such system performances as expected throughput
[10, 33, 42].

4 Our Research Results

Developed independently, our work addresses a similar problem by explicitly
modeling a network topology of nodes and arcs, which is absent in the Zhuang and
Bier’s work. Instead of a conceptual framework, node-arc representation facilitates
physical implementation of improvement and hardening decisions on a variety of
physical networks. Through such a formulation, guidelines for network designs
(including its topology) can be derived (at least in a meso-level of detail). We opt
for an engineering design that is most robust and most secure. While network
topology is considered in the work by Lou and Zhang [31], it concentrates only on
operational strategies. This contrasts with our approach where both tactics and
strategies are considered based on the monetary valuation of each tactic and
strategy. In our judgment, it is only by placing a monetary value on security that
priorities can be established, and hence resource allocation can be made between
various tactics and strategies.

To date, computational experiments with our model on three realistic networks
suggest that a robust equilibrium-design exists that can thwart the worst possible
damage. Notice the use of bounds leads toward an approximate solution, but the
approximation does not affect the result that an equilibrium exists. Most important, the
Pareto Nash equilibrium is stable irrespective of the unit costs associated with
availability versus capacity improvement and how one wishes to trade between them.
In other words, we have successfully identified circumstances for a “win—win-win”
design—a design that is robust enough to guard against damage irrespective of how
an adversary weighs the importance of throughput versus reliability. One may think of
this as a shopper that is fortunate enough to locate a “cheaper” and “better quality”
shirt. Naturally, it leads right away to a “win—win—-win” purchase decision; the
cheaper (the first ‘win’) and better quality (second ‘win’) shirt is the one to buy
irrespective of how she trades price against quality (third ‘win’)—in other words, a
“no brainer.”

In trading between throughput versus reliability improvement, the trade can be
totally compensatory, totally non-compensatory, or somewhere in between.
Throughput and reliability are fotally compensatory if the lack of one can be made
up by more of the other. An example is the defender’s belief that lack of “reli-
ability” can be compensated by more “throughput.” In other words, a “shot gun”
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approach would likely hit the target even though the chance of each “bullet hitting
the target precisely is small.” The two criteria are totally non-compensatory if the
decision-maker only cares about the more prominent of the two, to the exclusion of
the remaining one. An example is “crisis management,” a short-term practice that is
driven only by an imminent threat (say the throughput will be totally severed by the
attacker), in which the defender will rush to increase arc capacity, forgetting that
such threats can be mitigated equally well by making the network more reliable,
hence increasing the expected throughput. Between totally compensatory and non-
compensatory, we can incorporate a whole host of preference structures (or styles)
for decision-making for both Blue and Red [21].

4.1 Formal Mathematical Programming Models

Before we formulate the models, let us compile and define the following symbols in

one place [42]:

B. the budget for capacity improvements

B,  the budget for reliability improvements

B total fixed budget for network improvement, including both capacity and
reliability improvements

c¢;  the initial capacity of a directed arc from node i to node j

d;  the amount of improvement made to the arc capacity c;;

d vector of arc-capacity improvements for all arcs

p;  the initial availability of an arc(i, j)

P, probability of a network being at state k

r;  the amount of improvement to arc availability p;;

r avectorof rjyorr=(<r; —>)"

Ry, the two-terminal reliability of a network, or s-¢ reliability

the two-terminal network reliability after the removal of an arc (i j)

Sy network is at state k

s a source node (or the origin)

t a sink or terminus node (or the destination)

V' expected (or mean) throughput of the stochastic network

Vy the upper bound of expected (mean) throughput, or expected (mean)
maximum-flow, or expected flow for short

V, the lower bound of expected (mean) throughput, or expected (mean)
maximum-flow, or expected flow for short

Vy  the Expected Flow including the worst effect of arc loss on the network

V.  the Expected-flow-damage Ultility (a continuous variable that is 0—1 ranged)

V.,  the Reliability-damage Utility (a continuous variable that is 0-1 ranged)

x;  the flow through a path j

x;  the flow through a directed arc(i, j)
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X vector of arc flows, where x = ( < x; — )T for arc flow, or x = (< x; — )T
for path flow

X, the feasible region (or polyhedron) of an expected-flow network-improve-
ment model

X, the feasible region (or polyhedron) of a reliability improvement model

X  combined feasible region (polyhedron) of an expected throughput and
reliability-improvement model, or X = X; N X,

y;  a game variable, a continuous variable to denote the percentage time an arc
(i, j) is hardened

z;  dual game-variable, a continuous variable to denote the percentage time arc
(@, j) is tampered with

Example 2 can now be formalized in the following mathematical programming
model that maximizes expected flow:

maxVy(d, r)
subject to

Zk Xk — VU =0 (4)
Zk Xj — Zixij =0 forallj
VU — in, =0

x;; < (cij + dij) (pij + rij) for all (i,))
Z<,-,,~> cidy < Be ()

Z(z’,j) Pty < Br
pij+rj<l1 for all (i,))

In the maximization objective function, the expected flow Vy(d, r)—after
accounting for arc failures in a stochastic network—is highlighted to be a function
of arc capacity and availability improvements. Thus, the larger the arc capacities
and the higher the availabilities, the expected flow will increase. In this model, x;;
Vu, d, r are non—negative variables. All other symbols are fixed parameters,
including the capacity- and reliability-improvement budgets B, and B, Eq. (4) is the
set of typical network conservation-of-flow constraints. Equation (5) is the set of
constraints governing capacity and availability improvements. For example, the first
constraint in Equation set (5) suggests that the flow on arc(i, j) is limited by the
expected capacity on this arc, i.e., the product of the expanded arc capacity (c;; + d;;)
and the improved arc availability (p; + r;). According to Chan et al. [10], the
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objective-function value is an upper bound on the expected throughput. This model
is re-written in shorthand as max {Vy|d,reX;}, where X; is the polyhedron
formed by network-improvement constraint sets denoted by Eqgs. (4) and (5).

Meanwhile, the numerical result as shown in Example 4 below can be derived
from the following model that maximizes flow-damage utility (with hardening
game):

max Vy (x, yi)

subject to

Vi <Vy = X;(1 —yy) for all (i, ) (6)
Z(i.j) yi =1

x,d,r € X

Then there is the following group of constraints we label collectively as r € X5,
or the feasible region (polyhedron) of a reliability-improvement model:

pij+ri<1 for all (i,j)

r,y; nonnegative

Notice the cost of hardening a target is not included in this model. Rather, the
valuation of a hardening strategy is to be imputed as shown in Eq. (14), as will be
discussed. Consistent with a mixed-strategy game, the defensive game-variables y;;
sum to 1 as enforced by the corresponding constraint in Eq. (6). An interesting
result from this Model is that the shadow prices z;; that correspond to each of the
game constraints automatically sum to 1 as well. These shadow prices represent an
optimal Red offensive strategy. Suppose we drop the last set of improvement
constraints x,d, reX, defining the feasible region (polyhedron) of the Expected-
flow network-improvement model. The current Model boils down to a classic linear
program (LP) of a two-person, zero-sum, non-cooperative game. Barring degen-
eracy, there is a solution to a properly formulated LP—in this case a stable strategy
for both Blue and Red that is referred to as Nash equilibrium. Furthermore, the
variables y; can assume fractional (not just binary) values, suggesting a mixed-
strategy game.

The most comprehensive model is one that maximizes reliability and flow-
damage utility:
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maxVy

maxV,

subject to

Vr < Vy—x;(1—yy) forall (i, j)

V. < (Rj—Ry + 1) (1=y;) +yy  forall (i, ) (8)

P <
2oy
B.+B, =B
x,y,d,reX

y;j nonnegative

where X = X; N X5, or the intersection of the two polyhedral X; and X,. The model
can be decomposed into the gaming part and the improvement part. The former is
an LP, while the latter a nonlinear program in general. The gaming constraints are:

Vi <Vy — x;(1 — yy) for all (i,j)
V, <(Rj — Ry +1)(1 —yy) +y;  for all (i,)) (9)

2y s!

whereas the improvement constraints are

B.+B:<B

(10)
x,y,d,reX
The two parts can possibly be solved separately and iteratively (until conver-
gence is obtained), as suggested by Lai [29].

4.2 Summary Results

To assess the value of component failures, we propose to measure it by a wutility
function [13, 2], which will allow Blue-or-Red’s decisions to be valuated.
A monetary valuation will lead toward an informed resource-allocation decision.
Here, a 0-1 ranged utility function is used to measure the value the attacker and
defender places on a particular asset, with unity being the highest value and zero
being the lowest. A preliminary multicriteria-optimization model was implemented
by including both flow-damage utility Vy and reliability-damage utility V, [42].
Reliability-damage utility, V, quantifies the compromise when a network has been
damaged by an adversary. Reliability-damage utility is formally defined as the
difference in network reliability before-and-after a hazard or an attack: Dam-
age = Reliability (before) — Reliability (after), and correspondingly: Reliability-
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damage utility = V,, = 1 — Damage. The latter formula follows the convention that
one wishes to maximize a utility function (as contrasted with “damage,” which is to
be minimized).

Similarly, flow-damage utility, V, is introduced. Unlike reliability-damage util-
ity, V,, throughput means “max flow.” We are mindful of the “max-flow/min-cut
theorem” that suggests the that the maximum flow is determined by the minimum
cut-set of the arcs that will disconnect the origin from the destination [18]. Recall
the V( - ) stands for the expected (or mean) max-flow (or throughput) from source
s to sink 7. Accordingly, expected flow-damage utility is defined in two steps. First,
we define flow damage, or Fyamage, S

Fdamage = Normalized decrease in throughput = [V(A)=V(A—(i,/))]porm  (11)

where A is the set of arcs in the network; (i,j) is the bottleneck arc taken out by
Red. Thus the compromise in throughput is simply the difference between the
integral network and the network after a critical arc has been taken out by the
adversary. Fgamage is normalized against V(A) so that the resulting utility function
will be ranged between 0 and 1. Again, following the convention that a utility
function is to be maximized, we define flow-damage utility as:

Vf == (1 - Fdamage) (12)

min

The subscript “min,” or the “minimum value for flow damage utility,” suggests that
a malicious attacker would inflict the most damage. Again, please remember that a
normalized “damage” metric, Vj is 0-1 ranged. When flow damage, Fyimage, 18
maximized, the complement (1 — Fyamage) is minimized. In the case of natural and
technological hazards, we anticipate the worst scenario in which a hurricane or
earthquake happens to take out the most critical components in the network, even
though Mother Nature is not necessarily malicious. In this regard, both damage
utilities take into account the performance degradation of the entire network after a
deliberate, adversarial attack. Through a utility function, we have now captured the
consequence of critical component failures in a 0—1 valuation scale, whether it is the
result of natural hazards or malicious attacks. When both improvement and hardening
are considered, a combined multi-attribute utility function is further defined below,
allowing the trades between reliability damage and flow damage—what appear to be
incommensurate “apples” versus “oranges” comparisons—to be performed.

In a classic zero-sum non-cooperative game, Blue and Red each decides on a
single arc to protect (harden) and to exploit (attack). This constitutes a pure-strategy
game in which both sides commit to a unique course of action. Oftentimes, it is
assumed that the two opponents are playing such a game repeatedly. In a scoring
matrix of “payoffs,” the percentage of times Blue hardens an arc(i, j) is designated
for a row of the game matrix—a square matrix with a row, and a column for each
target arc as shown below. Similarly, the percentage of times Red attacks an arc
(@i, j) arc(i, j), is designated for each column. Now we have a mixed-strategy game,
in which an attack is launched between two or more arcs over time, and,
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correspondingly, a defense is set up for these arcs. The damage-utility outcome for
each hardening/exploitation intersection between the Blue and Red players can be
identified by the cells in the following payoff matrix, which is constructed for the
network in Fig. 2.

In the matrix shown in Table 1, the diagonal “payoff” elements suggest that if
Blue has hardened arc(1, 3), Red’s attempt to attack is to no avail. Blue’s hardening
strategy maintains network integrity even after Red’s attack—retaining the same
flow-damage utility, V, without any compromise. On the other hand, the off-diagonal
payoffs show performance degradation should Blue harden a component other than
the one Red attacks. For example, if Red attacks the bottleneck arc(s, 2), network-
flow performance—as measured in the normalized throughput utility V —is now
degraded to V — x,, after the attack, where xy, is the flow on arc(s, 2) that has been
eliminated. A similar game matrix can be repeated for the reliability utility function.

From this matrix, the utility/value function (before 0-1 ranging) may be gen-
erated by calculating the expected value of each Red strategy. For example, the
expected value of Red’s attack on (s, 1), corresponding to column 1, is

Vyst 4+ (V = x51) (%52 + Y13 + Y14 + Y24 + Y3 + Yar)
= Vya + (V= xa)(1 = ya1)

=Vya +V—=Vya —xa +xaya

=V —xq(l —ya)

(13)

Now let us range the column expected-value between O and 1. A rational Red will
choose the column that renders Blue the lowest payoff possible.

Example 4: Flow-Damage-Utility Maximization with a Hardening Game Aside
from preventing natural failure, a component is now hardened against adversarial
attacks in the model output shown in Fig. 3. By examining arc(s, 1), for example,
we clearly see that the resulting availability and capacity improvements are different
from Fig. 1. Switching from the expected throughput of Fig. 2 to the flow-damage
utility as a figure-of-merit, valuation is now placed on the potential damage. As a
result, we observe that resources are placed in a more “spread out” fashion in order
to anticipate “all moves” by the adversary. When a game-theoretic model is fully
implemented with hardening, the most-frequently used arcs—(s,1) and
(4,1)—receive the most hardening, lest these become the natural target of
exploitation. O

In Fig. 3, the percentages denote the frequency with which an arc is hardened to
make it impervious to attack. In other words, we are playing a mixed-strategy game,
in which a player adopts two or more strategies, where hardening a particular arc
constitutes a strategy. Thus, arc(s, 1) is hardened 47 % of the time, while arc(4, ) is
hardened 48 % of the time. In the context of a mixed-strategy game, this means that
—roughly speaking—we only harden arcs(s, 1) and (4, f) respectively only “half of
the time,” leaving them “undefended” the remaining “half of the time.” Unlike a
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Fig. 3 Output of flow- 0.8
damage-utility maximization 0.8+0 11 @
(Adapted from [42])

0.8+0.19

pure strategy game that commits to a single strategy, remember that a mixed
strategy game introduces uncertainty in gaming. Within rounding errors, the
hardening percentages among all arcs sum to unity: 47 + 3 + 3 + 48 = 100 % as
expected. Here, the two separate problems—managing reliability-damage and flow-
damage—are linked by the budget constraint B. + B, < B, where B, is the budget for
capacity improvement, B, for availability improvement, and B is the total available
budget. While B is given, both B, and B, to be determined.

Blue has a limited budget B to prepare for both natural hazards and deliberate
attacks. An efficient spending between availability and capacity investment is
derivable from this model. An exchange ratio will account for the difference in unit
costs of capacity versus reliability improvement. In such a model, we wish to
account for the loss of economic and non-economic activities when a critical
facility, like a bridge, is taken out by an adversary [51]. We propose that the
monetary value of this loss be obtained by comparing the budgets to achieve two
Nash equilibriums. The first equilibrium is obtained without hardening, leaving the
network subject to an attack. The other is obtained with the desired hardening
protection, making it invulnerable to attack. This is illustrated in Fig. 4, in which an
efficient frontier for reliability-damage utility and flow-damage utility is shown for
both scenarios, where the former V. is shown as the horizontal axis and the latter V,
as the vertical axis. Here, an efficient frontier contains the Pareto optimal solutions,
or the viable ways to protect the infrastructure for a given budget.

1

D-GQ 000
:': 0 m No
1 £ 06 O H & hardening
20 & [ Hardening
g 0.4 O
£ Value
[a] S O + function
Lo with
security
0 T T Y : budget
0.44 0.58 07 0.83 0.95 increment

Reliability Damage Utility

Fig. 4 Imputing the worth of security (Adapted from [30])
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Here is an important illustration of another advantage of a utility-theoretic
model. In our mathematical programming model, suppose the game constraints
with hardening—as partially represented by the game matrix above as shown in
Eq. (9)—are replaced by the game constraints without hardening. We start with an
initial budget: B (no hardening), which is a feasible budget that effects the reliability
and capacity improvements in the absence of hardening. The budget is now
increased to B (hardening), until the resulting efficient frontier is upgraded to the
frontier when hardening is performed. Graphically, this is shown when the “+”
signs are now aligned with the “0”” symbols, where the several “boxes” O of Fig. 4
represent the efficient frontier of the hardening decision. To the extent that one
wishes to buy the best security, the efficient frontier represents the maximum
reliability-damage utility and flow-damage utility that can be accomplished with a
given budget, or the “best bang for the buck” in colloquial expression. When the
“+” signs are now aligned with the “00” symbols, the improved network is now
valuated the same as the one with hardening in place.

Let us take the difference between the final budget and the initial budget:

Value of hardening = B(hardening) — B(no hardening) (14)

The difference represents the monetary value of a hardening strategy, or the
worth of security to ensure normal economic and non-economic transactions! The
procedure uses the tangible cost of infrastructure improvement to impute the
intangible value of hardening. The security insurance amounts to the economic and
non-economic value of maintaining normal- transaction traffic, now conveniently
valuated in dollars. Let us put it another way: Suppose a capital outlay is used to
ensure security; we equate the potential budget shortfall to the opportunity cost of
the security compromise.

This valuation procedure is consistent with the “asset management” procedure
widely practiced today, in as much as asset management is a process of resource
allocation and utilization [9, 28, 31, 34, 47]. Yet our procedure is simpler and more
precise, since an accurate accounting is always brought to question in traditional
asset valuation methodologies [35, 4]. Notice we are following the basic definition
of asset management, which is “a systematic process of maintaining, upgrading,
and operating physical assets cost-effectively” [28]. However, we emphasize that
there is merit in looking at assets as a whole, including the disruption cost to
commerce and life style, above and beyond the replacement cost of lost assets [9].
In other words, the disruption cost should be counted in addition to replacement
costs used in existing asset management practices. Moreover, the concept of mar-
ginal cost regarding marginal survivability improvement has important implications
that deserve room for further discussion. Notice that it cannot be argued that arcs
with lower upgrading costs relative to survivability improvement should be more
attractive for investment, since the marginal cost to guard against attack is not
known until after the imputation valuation in Eq. (14). Furthermore, the valuation is
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for the entire network, rather than a particular arc; hence marginal analysis is not
suitable for deciding between upgrade versus hardening.

4.3 Some Loose Ends

Through the above background discussion, it is clear that the research on network
throughput and reliability is highly complex, yet infantile in its accomplishments.
Without a firm grasp of the state-of-the-art, there really is no way to lay out a
research agenda, where we wish to bring some unity and maturity in the field.
Having acquired the background body-of-knowledge, let us now propose several
paradigms for innovative model building, followed by a research plan, and ending
with the implications for both applications and future extensions. The goal is to
advance a unifying body of knowledge on the subject.

As “elegant” as it might sound, the model is a highly nonlinear mixed-integer-
program (MIP), consisting of both continuous and discrete variables that cannot be
solved easily. In our investigation to date, the following propositions have been
proven, serving as the basis for a possible solution to this complex model. The
propositions are taken directly from our published results [42]. To date, they offer a
better understanding of the properties of a complex infrastructure network; WHAT
AWAITS FURTHER WORK IS AN EFFICIENT SOLUTION ALGORITHM. This is by no means a
trivial task, considering the huge size of most infrastructure networks.

Proposition 1 The nonlinear model can be approximated by a linear model.
Through this linearization, the approximate solution is asymptotically close to
optimal. O

Proposition 2 There exists a unique range-equalized compromise-solution to the
linearized version of the model. O

Proofs of these two propositions are documented in Schavland et al. [42] and
will not be repeated here. Proposition 1 is based on the commonly recognized fact
that communication networks are highly reliable (i.e., reliability > 0.95). For a
highly reliable network, the final availabilities of network components are not very
different from the initial availabilities after improvement. For a highly reliable
network, it is also clear that it pays to invest in capacity improvement rather than
reliability improvement. The payoff is simply better. Through this linearization, the
approximate solutions to the LP game in Model (8) will be close to optimal.
Through this procedure, Model (8) can now be decomposed into the improvement
portion and the hardening portion according to Lai [29]. As most communication
networks are highly reliable, reliability improvement is much less important in
comparison to hardening. The hardening component is the dominant part of the
decomposed model. Given the linearization, Model (8) can effectively be solved by
the linear-approximation procedure for the hardening game. Aside from obvious
computational convenience from linearizing the highly complex reliability utility-
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function, therefore, Proposition 1 also potentially allows interesting analytical
properties to be discerned—a task we wish to propose to our colleague researchers.

Since now that Model (8) can be turned into a multicriteria LP, Proposition 2
follows from Proposition 1. Now both the flow-damage utility V; and the reliability-
damage utility V; are to be ranged to unity by way of range equalization [45]. With
these numerical procedures, the outcome space showing the efficient frontier is
examined. In this context, range equalization means that the solution is indepen-
dent of the relative weight placed on the throughput versus reliability utility-
functions. It has been shown in Schavland et al. [42] that neither is the equilibrium
affected by the difference in unit costs of availability or capacity improvement.
(This is a formalization of our earlier example of a “cheaper and better-quality
shirt,” which is the indisputable buy, irrespective of how the consumer weighs price
against quality.) In this case, the robust solution is a Pareto Nash equilibrium, or a
viable, stable solution considering both reliability and throughput. In other words,
Proposition 2 suggests a robust equilibrium solution. Notice this result was
obtained for the generic network model formulated above. We expect this result to
hold for telecommunication, transportation and power networks that can be mod-
eled under this mathematical paradigm.

Setting aside improvements to prevent hazards, if one wishes to simply assess a
defensive strategy against adversarial tampering, the model degenerates into a linear
program (LP), since the nonlinear constraints associated with network design can
now be dropped. Performance evaluation can then be obtained directly from such
an LP model, instead of from the nonlinear MIP model. Obviously, the LP model is
much simpler. Since the gaming LP is a specialized form of the general model, we
conjecture that the LP solution is also a robust defense-or-offensive strategy, or
again a Pareto Nash equilibrium. We suggest that the model is now decomposable
into the network-design part for natural hazards and the gaming part for malicious
attacks. Each part can be applied by itself or used in conjunction with the other. For
computational efficiency, it is conceivable that the two parts can be solved itera-
tively, with the results combined at a later stage, as suggested by Lai [29]. Instead
of formal procedures involving Lagrangian or Karash-Kuhn-Tucker duality,
degrees of individual optimality and feasibility-membership functions can be used
directly to make tradeoffs between objectives and constraints, respectively, if
necessary. This technique is judged to be robust and adept in planning for both
hazards and attacks—the subject of this and the following chapter. Obviously, THE
COMPUTATIONAL PROCEDURE THAT GUARANTEES CONVERGENCE HAS YET TO BE FOUND.

In participating in a game, we wish to validate that those with better knowledge
about other stakeholders tend to do better than those who do not. Under this
situation, we assess the role of epistemic knowledge, which is defined as knowledge
supporting a belief, truth or hypothesis. Epistemic utility is a measure of the value of
this knowledge in supporting a hypothesis, i.e., a measure of the importance of the
information about the other game players relative to the belief that the other players
are going to adopt a certain strategy. Epistemic utility theory has so far furnished us
with a number of arguments for some of the central norms governing partial beliefs.
Of course, some are stronger than others, and it seems that none is yet decisive;
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each relies on a premise that we might reasonably question [40]. For example, is it
legitimate to employ the notion of expected utility when the belief function by the
lights of which the expected utility is calculated is not a probability function?

Stirling [46] proposed a theory of multi-agent coordinated decision-making
using epistemic utility. It represents an alternate theory of multi-agent decision-
making, termed satisficing games, which is designed to address the limitations that
are imposed by the assumption that players are motivated exclusively by self-
interest. However, it does not abandon the principles of value and performance that
are vital to rational behavior, which includes both common good and self-interest.
Collaboration can be facilitated by replacing individual rationality with a less rigid
model that permits decision makers to expand their spheres of interest beyond
immediate, individual concerns.

This asymmetrical behavior may tell more about this competitor than the per-
formance metric that she commands at the present moment. In some communica-
tion games this game information, which we may call side information needs to be
considered together with the actual information being transferred. An example is
the “Supply chain game” by Janakiram et al. [26], an empirical game played among
up to 18 members in which there is intensive human interaction. In this light, the
game players really participate in a communications game. Information value has so
far been discussed in terms of the utility derived from the information being
communicated. Accordingly, payoff functions associated with this value will tend to
be associated with ‘operational’ utility, and therefore the decision process the
information supports. There is, however, additional information deliberately or
inadvertently generated in competitive communication environments, ranging from
“blowing smoke” to “body language.” This type of information is the game
information; it is responsible for the style of play and performance of the game
being considered. Players’ actions will generate and affect this information. An
example is the amount of asymmetry between players, in which one player in the
business world may engage in a certain marketing strategy in excess of other
players. Another example arises in information warfare, in which posturing can be
an effective deterrent to cyber attacks on a computer network.

5 Conclusions

Capitalizing on decades of investigations and recent progress, we are confident a
unifying paradigm can be formalized mathematically to model both natural hazard
and deliberate tampering. This is to be accompanied by efficient solution algorithms
for practical day-to-day engineering and other technical problems. Insights gathered
to date suggest the following scientific premises:

e Natural hazard and deliberate attacks can be thwarted separately or in combi-
nation. In both cases, the network is improved for better reliability and
throughput.
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e The monetary worth of ensuring network security can be imputed from a
mathematical model directly, independent of any conventional asset-manage-
ment accounting-schemes.

e Through linearization of the highly nonlinear model, the analytical properties of
such a model can be formally delineated. Based on these properties and the use
of upper-and-lower performance bounds, the model can be solved efficiently,
where an upper bound accompanies the lower bound as the “liberal” and
“conservative” estimates.

Aside from the methodological “loose ends” mentioned above, the above find-
ings raise some new questions that have yet to be investigated. Throughout our
discussions, we emphasized the virtue of ‘prevention’ rather than ‘cure.” Thus far,
we have argued that it is better investing in enhancing an infrastructure ahead of
time. However, such preparation is justified if only this investment means a
reduction of cost for the decision maker. Otherwise, it does not make any sense
investing in preparation for rare events or attacks instead of saving the money to
react in a proper manner. It boils down to how can one compare the cost of
improving an infrastructure in preparation for a disaster of a certain magnitude “x”
and the cost of recovering such an infrastructure for the same disaster. In practice
and especially for minor disasters, rehabilitating a highway infrastructure might be
quick and easy. Its cost could even be inexpensive, depending on factors such as
pre-established agreements and preparation. In real-world applications, there are
whole hosts of issues that have yet been examined in this chapter. The following
chapter is meant to go further into these issues by systematically organizing them,
identifying possible resolutions, and end with how these resolutions—both mod-
eling and computational advances—can make a difference in real-world applications.
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Network Throughput and Reliability:
Preventing Hazards and Attacks Through
Gaming—Part 2: A Research Agenda

Yupo Chan

Abstract It is clear from the discussions in the previous chapter that, while there
has been work done on improving network throughput and reliability, only a
plethora of literature discusses a unified model to address both hazards and attacks.
This is the motivation behind the previous chapter and the current one, where an
attempt is made to bridge this gap. In spite of our initial modeling and computa-
tional experiments, no one has yet established the formal conditions under which a
Pareto Nash equilibrium exists to prevent both hazards and attacks. Such an
equilibrium includes the necessary posturing to discourage terrorist attacks, and to
perform preventive maintenance and upgrade on our critical civil infrastructure
ahead of a hazard. Meanwhile, general principles of how to best defend systems of
specific types against intelligent attacks are emerging that can help system man-
agers to allocate resources to best defend their systems. The research framework
outlined in this chapter will gain insights into hazards and attack mitigation for a
variety of infrastructure networks. In addition, there is much that can be done in the
behavioral science perspective.

Keywords Network security - Multicriteria decision-making - Stochastic
network - Shapley value - Information value theory - Posturing

1 Background

It is clear from the discussions in the previous chapter that, while there has been
work done on network throughput and reliability, only a plethora of literature dis-
cusses a unified model to address both hazards and attacks. It turned out that the
works of the authors are among the scanty few that have addressed a network design
problem with a survivability emphasis, allowing critical physical components to be
identified for upgrade, maintenance, and hardening in terms of arcs and nodes. In the
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previous chapter, the authors have summarized their research findings on the subject
of network throughput and reliability, emphasizing strategies to prevent hazards and
attacks through gaming. By doing so, they have identified some “loose ends,” some
of which they are working on. To respond to the open questions raised in the
previous chapter, we wish to propose a research agenda on the subject. To accom-
plish this goal, we first summarize the closely related literature in Table 1. Here, the
models in Table 1 are introduced using a common unifying taxonomy. This would—
in addition to clarify the target problems in question—facilitate a comparison
between the different approaches to solve similar problems.

We will briefly summarize the major findings to date, which will put our
recommended research plan in perspective. In chronological order, five sets of
authors are identified in Table 1: [22, 35, 42, 43], [50]. We are disappointed that
there are few other related works, if any, which address both hazards and attacks.
Nevertheless, we judge these five selections would serve our goal the best, as all are
focused on a similar subject, albeit with differences. The contributions of each will
be discussed under “Stochasticity or risk assumption,” “Arc/node or system com-
ponent attributes,” “Metrics for network or system performance,” and “Network or
system equilibrium and other properties.” Notice that we are particularly interested
in stochastic network representation of a physical infrastructure, under the premise
that any policy-analytic findings will have to be translated back into physical
implementation on facilities that are represented as arcs and nodes.

Once again, a unique feature of the previous chapter and the current chapter is
the integration of hazard-and-attack preventions in a proactive manner, rather than
in a reactionary manner. While hazard prevention has been a historical subject of
interest, the tragic event of 9/11 has awakened our sensitivity toward malicious and
asymmetric attacks. In our opinion, Lyle et al. [35] represents a pioneering piece of
work on the subject, way ahead of the 9/11 incident. Their most significant con-
tribution is that it generalizes a classic network interdiction problem, defined as the
monitoring or halting of an adversary’s activity on a network. Instead of following a
leader-follower paradigm, a proactive stance is adopted to identify a Pareto Nash
equilibrium, which will discourage an adversary action altogether. Another con-
tribution is the utility-theoretic approach, which gives value to efforts that make a
network component invulnerable to exploitation. Unlike interdiction, a component
is hardened against exploitation, instead of being removed from exploitation. In lieu
of a cost accounting approach, the worth of the resulting network security is
imputed from unit costs of network improvement to guard against hazards.

In their work published in 2007, Zhuang and Bier responded to the 9/11 event by
examining an appropriate investment level for homeland security. Their findings are
interesting, in that when increased defensive investment causes the attacker
(henceforth referred to as the Red player) to redouble his efforts, defensive
investment against terrorism will not decrease the probability of a successful attack
as much as the defender (henceforth referred to as the Blue player) might have
expected. This will in general tend to reduce the effectiveness of protecting a large
number of targets against intentional attacks, and therefore increase the relative
desirability of protection from natural disaster (and of both hazards and attacks).
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Smith and Lim [43] continued the line of work on network interdiction by a
rather comprehensive synthesis book-chapter. First, they provide a literature review
of interdiction research and the theoretical/methodological fundamentals behind
solving interdiction and fortification problems. Then they discuss advances in
interdiction algorithms and then provide an analysis of fortification optimization
techniques. Finally, they conclude the chapter with a discussion of future research
directions. It appears that multiple criteria have yet to be considered in this pub-
lication or other interdiction literature. The models describe a Stackelberg com-
petition rather than a Stackelberg equilibrium. Both a two-stage and three-stage
model are discussed, depending on whether Red takes the first move, followed by
the reaction of Blue, or that Blue takes the first step in prevention, followed by
Red’s reaction, and in turn Blue’s follow-up reaction.

Rather than following Zhuang and Bier’s policy-oriented approach, Schavland
et al. [42] chose to continue the work of Lyle et al. by completing the utility-
theoretic approach on a physical network. Their work considers tradeoffs between
arc availability versus capacity improvements in improving a network component
—a real-world consideration for infrastructure network operators and managers.
Most critically, a Pareto Nash equilibrium is identified irrespective of the prefer-
ence structure of the defender (Blue player) or the attacker (Red player). As a result,
a stable strategy against exploitation is clearly identified.

Hausken et al. [22] follow the line of thought of Zhuang and Bier. Again, they
determine the resource allocation between preventing hazards versus attacks in
terms of a value metric assigned to the asset being protected. Similar to the Zhuang
and Bier article, no physical network is modeled. Rather, a policy-analytic model
traces a dynamic game between the Red and Blue players in terms of “moves”
similar to a chess game. Using a linear cost function, a player’s move is determined
by the assessed value of that particular move. It is interesting to note that it also uses
a utility-theoretic approach to assess the value of an investment decision.

Instead of using a relative scale, Lyle et al. and Schavland et al. went one step
further to quantify the “absolute” monetary value of hardening a network against
attack by imputing from the model the cost of disrupting economic and noneco-
nomic transactions when a network facility is destroyed. This is a marked departure
from the conventional cost-counting procedure in which a monetary value is
assigned based on the replacement cost of a destroyed facility. The monetary value,
as derived based on this approach, is more defensible—in our opinion—in
requesting a specific budget for attack mitigation in the public arena.

While all the five articles listed in Table 1 address both hazards and attacks, it is
obvious that we are partial toward a physical network modeling approach rather
than a policy-analytic approach. At the same time, we wish to learn from the policy-
analytic experience. Our recent efforts since 2009 have been focusing on this
approach, including the work of Van Hove et al. [47], Del Vecchio et al. [16], Chan
and McCarthy [10, 11]. The Van Hove et al. work continues the network-centric
tradition, while the Del Vecchio et al. work is more policy-oriented. While the
network-centric bias allows us to identify critical network components to improve
or to harden, it comes with a significant computational cost. To date, we are happy
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to report that we have linearized a highly nonlinear reliability damage utility
function V; [42]. For a highly reliable network, which is the common case instead of
the exception, the set of nonlinear constraints can also be linearized. Together with
a proposed decomposed solution strategy to separate the hazard mitigation part of
the model from the attack prevention part, significant progress has been made in the
computational front.

Our venture into the policy science arena opened a new vista into the behavioral
science world. Chan and McCarthy [10] discusses the multiparty dynamics of
knowledge dissemination, acceptance and its translation into implementation. To
understand the chemistry among participants, they review game theory and infor-
mation value theory, both of which determine the effectiveness of collaborative
research, considering the coexistence of cooperation and competition among par-
ticipating enterprises. In Chan and McCarthy [11], an iterative experimental tool,
consisting of a computational model component and a face-to-face gaming com-
ponent, is proposed to empirically test the likely success of collaborative research,
dissemination, and implementation in today’s information-based economy.

Obviously, the best model is one that is comprehensive, rigorous, and compu-
tationally efficient. Accordingly, we propose five related research extensions to our
findings to date. First, the model is extended to include a time dimension, con-
sidering the significant amount of time required to carry out infrastructure repairs or
upgrades logistically speaking. This will also facilitate a dynamic game being
played out, following a leader-follower sequence as implemented by Smith and Lim
[43] and Hausken et al. [22]. Second, the single O-D model is extended to multiple
O-D pairs for a more comprehensive network-wide monitoring strategy, extending
the Smith and Lim [43] work from an interdiction application to the combined
hazard-attack paradigm as defined in our research [34]. Third, a set of computa-
tional algorithms is outlined to solve the resulting models and beyond. Smith and
Lim [43] observed that many interdiction studies have traditionally been limited to
those problems for which linearization constraints can be applied to eliminate
troublesome nonlinear terms. We echo this observation as outlined in Proposition 1
of the previous chapter. Smith and Lim further suggested examining bilinear pro-
gramming and global optimization theory to obtain the most effective algorithms for
this class of problems. This is corroborated by our proposed decomposed solution
strategy by separating the hazard mitigation part of the model from the attack
prevention part, as discussed in the previous Part-1 chapter. Fourth, the current two-
person zero-sum symmetric game is to be extended to an n-person nonzero-sum
asymmetric cooperative and noncooperative game, which is more reflective of
today’s attacks by faceless terrorists, which often requires a coalition approach to
defend. In this regard, we were motivated by the Del Vecchio et al. [16] work
performed for the U.S. Department of Defense. Fifth, motivated by the work of
Hausken et al. [22], important player behaviors are considered during gaming,
which could affect the outcome of a game. We were also encouraged by our recent
work in this area, as documented in Chan and McCarthy [10, 11]. Each research
extension is discussed in detail below as a separate task.
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2 Future Extensions

Having navigated through the “learning curve,” we are confident that the subject is
germane to serious investigation by interested parties, as mentioned. Obviously,
there are several important questions that remain to be answered on this highly
complex subject before significant progress can be made. For the general research
community, we wish to organize these “loose ends” scientifically into five research
extensions.

2.1 Extension 1: Comprehensive Real-Time Performance
Monitoring

Ideally, one wishes to monitor the performance of a stochastic network continu-
ously over time, for both peak and off-peak periods. This requires gathering per-
formance statistics on a real-time basis, often by sensors installed locally or
remotely. While real-time monitoring may be performed in communication net-
works or power grids on a routine basis, this is often not done on a majority of
highways. Realistically, it is simply not possible to sample every highway network
node and arc comprehensively. In the field, only selected arcs or nodes are moni-
tored, and one commonly keeps only a sample log of traffic delay or arc failures
over some monitoring time period. Such a record is destroyed after a certain time
[36]. The challenge lies in where to sample and what statistics to keep.

To achieve this monitoring function, network representation is not a trivial
exercise, particularly for infrastructure networks. As mentioned, infrastructure
networks require a lengthy construction/reparation period. This means maintenance
or upgrade of an arc would impair network performance for a long time, often
introducing additional traffic congestion that again needs monitoring. Accordingly,
let us consider a time-expanded replica of a sample network for one O-D pair. The
network in Fig. 1 shows a monitoring strategy of six time increments, where the
arcs are directed arcs going from left to right and from top to bottom. For ease of
presentation, the arrows on these directed arcs are not shown. Each arc is charac-
terized by three attributes: cost, capacity, and availability. Cost refers to the
impedance in traversing the arc, representing either traversal time, monetary
expenditure, or physical impedance. Capacity is the maximum throughput that is
possible on the arc, where in the case of a communication network, it represents the
bandwidth. Availability is, once again, the percentage time the arc is functioning.

Here the sample network, consisting of nodes O, a, b, ¢, d, e, and D, is replicated
six times for the six time periods, with the unused arcs and nodes removed—i.e.,
the arcs that carry zero flow for a particular time increment are deleted. Should one
wish to assess the throughput of such a network, it can be shown that there exists a
temporally repeated flow that is maximal [19]. In other words, a maximal
throughput can be obtained over time, similar to the static throughput discussed
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Fig. 1 Reduced time-expanded, stochastic network (Adapted from [47])

earlier. Since the computational complexity is huge for such time-expanded sto-
chastic networks, we are again comforted to know that reliability and throughput
bounds can be estimated in lieu of obtaining exact values [18, 40, 47]. In our
research, we also wish to estimate average delay and misrouting, particularly during
peak hours. (Here, misrouting means “making the wrong turns” in highway net-
works or “dropped calls” in communication networks.)

There can be some very useful findings from this time-expanded network flow
model (Fig. 1). First, dynamic performance measures can be obtained from such a
model to accomplish real-time monitoring. One can also adjust the performance
models to fit the monitoring strategy. For example, it is easy to adjust the time
increment in the model to reflect the sensor sampling rate used in the field. Thus,
more frequent sampling means a shorter time increment, as in monitoring hourly
traffic to avoid congestion. On the other hand, a piezoelectric sensor needs to be
monitored only over months to detect pavement deterioration in structural health
monitoring, if not over years [28].

Figure 1 represents a sample time-expanded network. Each row of nodes of this
network represents all the original network nodes at a given time increment. Network
flow is directed from left to right, starting from a super (darkened) origin node and
ending in a super (darkened) destination node. Arcs are directed downward one level
for each time increment. The solid lines represent physical arcs of a network. For
example, a unit of flow starts at an origin node O shown in the second column at time
increment ¢ — 4 and it ends up at the destination node D in time increment 7 — 3 by
tracing through a subset of the physical arcs (O, a), (O, b) (O, ¢), (a, d), (b, e), (c, D),
or (e, D). The bold stapled-dotted itinerary shows the longest traversal path
from origin O in ¢ — 6 to destination D in ¢ — 0, spanning all six time increments.
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The stapled arcs are simply artificial arcs linking the physical network to the super
source O at the far left. Likewise, they link the physical network to the super sink at
the far right. All together, this defines the seven rows of replicated nodes, spanning
six time increments ¢ — 6, t — 5, ..., t — 0. Many of the arcs in the time-expanded
network—such as (O, a) at7 — 0 and at # — 1—constitute “dead end” arcs. They are not
part of any alternate paths between the super source and super sink. Being “dead-end”
arcs, any flow on these arcs at the particular time increment does not contribute to the
total source-to-sink flow. In other words, they do not go anywhere. For this reason,
we remove these arcs from the network representation to simplify the model, as
mentioned.

In monitoring the performance during peak and off-peak hours, one can expect
increasing congestion as throughput increases during peak hours. The question is
whether one can establish an analytical relationship between expected (or mean)
travel time and traffic throughput in a stochastic network. This analytical result is
worth exploring to trace the congestion effects accurately. The same can be said for
the other performance metrics. In our time-expanded stochastic network flow
model, it was found that misroutings (or the number and percentage of dropped
calls in a communication network) can be discerned, measuring service degradation
[47]. For future extensions, Losada et al. [32] provided a procedure to speed up
recovery time following a potential disruption. Here, protection is not necessarily
assumed to prevent facility failure altogether, but more aligned with cost-efficient
levels of investments in protection resources. Hsieh and Lin [24] proposed a
method to update resource allocation in an unreliable network when resource,
demand, or the characteristic of the flow network changes, as during reparation or
upgrade. Dai and Lin [15] proposed a family of service policies for dynamically
allocating service capacities in a stochastic network for its day-to-day operation.

2.2 Extension 2: Multi-O-D Minimum-Cost Network Flow
Model

With the exception of some heuristics, the state-of-the-art in modeling stochastic
networks (as defined in this chapter) has been limited to one single O-D pair (i.e.,
limited to the two-terminal s-to-¢ case). Preliminary work to date suggests, however,
that our models can be formally extended to multi-O-D flow. Although obtaining an
exact value for the expected (average) network flow may be computationally
infeasible, our preliminary work to date on multi-O-D models suggests that it is
possible—once again—to obtain statistical lower and upper bounds on the expected
flow through Jensen’s inequality [38].

The lower bound (LB) on the expected flow represents the best case from the
user perspective where total cost is less than the expected cost, or congestion is less
than anticipated. In this LB sub-model, the objective function represents the total
cost of operating the system and is a function of arc-path decision variables f;.
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The first set of constraints requires all O-D pair demands to be satisfied. The second
set constrains maximum arc utilization to the expected capacity of the arc. The final
constraint set simply establishes nonnegativity requirements for the decision
variables.

- k o
minZp = Zk Zpst plp

subject to

Y omdy =0 forallkek (1)

D kD pep Uty < rjuy forall (i) eA
fy>0 forallkeK peP

where
K = set of user O-D pairs (or commodities), with ke K
cl’j = cost of the kth commodity flow on path p € P, where P*is the set of paths for

commodity ., and the path cost equals to the sum of arc costs on the path
amount of the kth commodity flow on path p € P*

Sh
I}

th = 1 if arc (i, j) lies on path p € Pk; 0 otherwise.

Here the expected arc capacity, E (i), is equal to ry; uj.

The upper bound (UB) on the expected flow represents a worse case scenario
from the user’s perspective, where total cost is greater than expected. The first set of
constraints in the following submodel requires all O-D pair demands b* to be
satisfied. However, each path variable flf has an associated loss parameter Rllj if at
least one arc in the path is not totally available. This potential flow loss may lead to
an influx of slack external flow at some or all O-D pair origin nodes, representing
queuing. Consequently, system cost increases as slack external flow increases. The
second set constrains maximum arc use to the original arc capacity, for all arcs. The
final constraint set establishes nonnegativity requirements for the decision variables.

min Zup = Zk ZpePk Cf’f;{
subject to
Kok _ gk
D o Rify =0 forallkeK (2)

DD e bYfE< uy forall (i,j) eA
k>0 forallkeK peP*
I p

Figure 2 represents the peak and off-peak traffic flow from a network flow model
with three O-D pairs, of which the flow from node 1 to node 9 is shown. The lower
bound (LB) on expected flow represents the off-peak scenario, when the total travel
cost (in time units) is less than normal-or when congestion is better than
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Lower Bound Upper Bound
7 236
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3.86
Off-peak flow Peak hour flow

Fig. 2 Off-peak and peak hour flows

anticipated. The upper bound (UB) on expected flow represents a peak hour sce-
nario, where the total cost is greater than normal—or congestion is worse than
anticipated.

Most importantly, system cost (or network-wide congestion) increases can be
traceable to local queue length increases in this model, which are to be explicitly
modeled in a corresponding level of detail in a separate, more microscopic analysis.
Accounting for queuing (at an aggregate level) and with tampering involved, Fig. 2
illustrates a “compromised” scenario, showing the flow pattern under the external
threat. In the Figure, we show the flow path for the O-D pair 1-9 during off-peak
hours (LB) and during peak hours (UB). For example, the compromise path is 1-2-
5-6-9 during off-peak, and 1-4-5-6-9 during the peak period.

The numbers on each arc correspond to the off-peak and peak traffic volume,
respectively. For this example, it can be verified that the off-peak LB throughput is
smaller than the peak UB throughput. Thus, the total flow arriving at destination
node 9, representing the throughput for O-D pair 1-9, is 8.82 + 5.18 = 14 units
during off-peak and 9 + 6.654 = 15.654 during peak hours. Statistically speaking,
however, this does not mean that each off-peak LB arc flow is smaller than the
corresponding peak UB arc flow (when one compares, say, arc (1, 4) in the
accompanying networks where it shows 4.75 for off-peak and 3.284 for peak). Due
to the stochasticity and the presence of a compromise, the exact flow patterns
during peak and off-peak periods are of particular interest to both the network users
and the traffic monitor, and hence the raison d’étre for this analysis.

Here are several possible extensions. Murray-Tuite and Fei [37] uses probabil-
ities of target—attack method combinations that are degree-of-belief based and
updated using Bayes’ Theorem after evidence of the attack is obtained. The average
capacity reduction for a particular target—attack method combination serves as an
input to the traffic assignment—simulation package DYNASMART-P—to
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determine travel-time effects. Cappanera and Scaparra [7] identified the set of
components to harden so as to minimize the length of the shortest path between a
supply node and a demand node after a worst-case disruption of some unprotected
components. An important extension to this multilevel model involves the use of
more complex network-flow models in the lower-level user problem such as
multiple origin-destination flow problems. In the same vein, Scaparra and Church
[41] proposed a bi-level formulation. The top level problem decides on which
facilities to fortify to minimize the worst-case efficiency reduction due to the loss of
unprotected facilities. Worst-case scenario losses are to be avoided in the lower-
level interdiction problem. Croxton et al. [14] presented several mixed-integer-
program (MIP) models, based upon variable disaggregation, for generic multi-O-D
network flow with nonconvex piecewise linear costs. The challenge is to delineate
the exact analytical properties of such a multi-O-D network before and after a
compromise, which is the focus of Extension 2. It should be noted that electricity
networks deal with reinforcing the entire network by assuming that only 1 or 2
failures can occur at once.

2.3 Extension 3: Solution Algorithms for Multi-O-D Flow

Due to the combinatorial nature of the failure states of a stochastic network, we
have mentioned more than once that—for practical reasons—only bounds can be
estimated for network performance, rather than a more precise measure. For min-
cost flow, bounds for the expected (average) minimum travel time (or cost), Z, of a
“Multi-O-D Minimum-Cost Network-Flow” model have been identified below in
Properties 1 through 4 [38]. They are captured in Eqgs. (3) and (4). These properties
may very well form the basis for efficient solution algorithms to be designed for this
class of multi-O-D stochastic networks. Instead of diving into the details, let us
simply summarize the result of our investigations to date. In general, the cost of the
totally available (or perfectly reliable) network flow Z* provides the absolute lower
bound, or the best-possible least-congested flow. At the same time, the peak hour
network flow Z{j; provides the worst possible upper bound for the traffic flow cost.
These bounds envelop the off-peak network flow cost Z and expected network
flow cost Zgy in between. Mathematically, the following inequality can be written:

Z" <Zjy < Zpv < L, (3)

which shows that off-peak flow cost is always less than or equal to the expected
value. As one improves the reliability, the network approaches the fully reliable
configuration, and the min-cost bounds Z['y, Zgy, and Z{j; converge to the totally
available min-cost Z*. For an increasingly reliable network, the gap between the
absolute lower bound Z* and absolute upper bound Z{j; is likely to be tight. For
the best case scenario, where availability is 100 % for all arcs, it is “snug tight,”
to the extent that the inequalities become equalities:
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zZ = ZItB =Zpy = ZL*IB~ (4)

Under this scenario, the travel times (costs) are invariant between peak and off-
peak, otherwise the equalities in (4) could not hold.

These bounds will likely facilitate the approximate solutions, providing efficient
solution algorithms for practical applications where precise solutions may not be
necessary. Our experiments to date suggest that the lower bound of the expected
maximum flow has been found to be much tighter than the upper bound [9]. It will
be interesting to find out whether this result carries over to the expected minimum-
cost Z. To the extent that “real traffic flow cost” is likely to be similar to the
expected minimum flow cost Zgy, we are in fact speculating whether the gap
between Z[' and Zgy or the gap between Zgy and Z{j; is likely to be smaller. If so,
Z['g or Z{;z can be used to estimate “real traffic flow cost.” We would like to see
how this conjecture can be confirmed, and if so, be explained theoretically. Jensen
inequality, which delineates the inequality between E(f(x)) and f(E(x)), may be a
good place to start.

Although approximation and bounding methods are available, their accuracy and
scope are very much dependent on the properties (such as size and topology) of the
network. Hui et al. [29] studied how the Cross-Entropy method can be used to
estimate network reliability more efficiently, thereby refining on lower and upper
bound methods. A new method that generates the sequential lower and upper
bounds of all terminal reliability (ATR) based on greedy network factoring is
proposed by Won and Karray [49]. They showed that their ATR-bound update
method could find an acceptable ATR bound of a given network much faster than
the exact method. Thus one might use the algorithm to find the approximate ATR
bounds by terminating the algorithm when the lower and upper bounds are within a
certain error threshold.

Aside from offering an algorithm, Szeto [46] and Szeto et al. [45] warned against
the existence of Braess’ Paradox [5] in transportation networks, in which the total
travel cost or reliability could be worsened after network improvement, whether it
be reliability improvement or others. This paradox arises mainly due to road users’
route choice behavior; it does not apply to telecommunication or power networks
where behavioral routing factors are absent. This constitutes a possible exception to
the bounds of Eq. (3) used for approximating performance, and needs to be
investigated in detail for transportation networks.

2.4 Extension 4: Multicriteria n-Person Cooperative Model
with Hardening

The discussions so far concentrate on a noncooperative zero-sum game between
Blue and Red, in which Blue faces up to Red squarely in the “battle field.”
Departing from this symmetric game, we would like to examine today’s asymmetric
game in which there are multiple Blue players teaming together as a coalition
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against a faceless Red player [16]. For example, local, state, and federal highway
departments may be working together to thwart a sneak attack. In another example,
the telecom network service providers (NSP) may be teaming up against terrorism.
Gaming theory also includes n-person cooperative games, where the payoff of each
player is based on the Shapley Value (SV). SV is the marginal contribution of a
player to the coalition [48]. Through the SV, cooperative game theory suggests that
player i’s reward should be the expected amount that player i adds to the n-player
coalition [8]. In other words, the player receives its expected marginal contribution.

Let us say there are multiple telecom carriers participating in a subsidy-incen-
tivized coalition against a Red player. These telecom carriers can receive subsidies
(in addition to their regular revenue) as incentives to improve their collective
security. This can take the form of subsidized rates, where government funds are
available to encourage the cooperation between the carriers against terrorism. Thus
the carriers can use the subsidy to improve security, without passing the cost to
customers. This results in a more robust telecom network and a stronger united
coalition of carriers. Most importantly, a coalition is formed solely based on rev-
enue incentives, both commercially earned and subsidized.

This strategy can be modeled as an n-person, zero-sum, cooperative game
[1, 46]. A multicriteria optimization model was developed by Del Vecchio et al.
[16] to establish a strategic competition between an international NSP-coalition and
any adversarial Red player. Del Vecchio et al.’s results, schematically shown in
Fig. 3, show the tradeoffs between the coalition’s total revenue f; (or the “common
good”) and revenue to a particular carrier f> (or the participant’s “individual wel-
fare”), forming a bicriteria optimization problem. In this illustration, we have
normalized the range of both the flow damage utility and reliability damage utility
between 0 and 1—a process called range equalization as mentioned in our last
chapter. Thus the horizontal axis is labeled V; and the vertical axis is V,. Let us
define the ideal point (1, 1) as the “best of all possible worlds” for flow damage
utility and reliability damage utility. It is the goal that one wishes to achieve, but

Fig. 3 Network equilibrium Reliability- A
(Adapted from [42]) damage ’
utility

Efficient frontier

1.0 — A
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hardly achievable in practice—resulting in a “shortfall.” Suppose the “shortfall”
from the ideal (1, 1) to any viable improvement strategy on the efficient frontier, or
the “regret,” is minimized.

The following is the formal representation of ,-metric (p = 1, 2 and ©0) under
reverse filtering [44].

Lp

b= [v-vI= [Zk:l’i G v;‘(})!’} ®)

where:

Vi is the kth attribute, denoting flow-, or reliability- damage utility in our study;
v is the vector of attributes, consisting of the two normalized entries V. and V,;
v’ is the ideal, or the point (Vi, Viy = (1, 1) in our case;

q is the number of criteria (or dimension of the efficient points being filtered),
which is two in our study;

i is the range equalization weight on criterion & to convert V¢to V., the normalized
0-1 ranged utility; and

p is the metric parameter (notice that, without ambiguity, p is the common usage
on this subject; obviously, it is different from the previous usage of p for path
designation).

The [;-metric (or the “diamond contour”) corresponds to a totally compensatory
tradeoff. Here, a shortfall in flow damage utility can be made up by a gain in reliability
damage utility. The lo-metric (or the “square” contour) corresponds to a totally
noncompensatory tradeoff. Under this scenario, exclusive attention is drawn to the
shortfall, with no regard for the other metric. An intermediate metric, l,-metric (or the
“circle” contour), is the “middle ground” between the two preference structures.
While we chose to show the unit “balls” in Fig. 3, the only part of the contours of
interest is the part at the “southwest,” where the “contours” touch the efficient frontier.

Similar to the symmetric game, the revenue incentives—which result in the
corresponding hardening strategies—induce a stable equilibrium, thereby discour-
aging adversarial attacks. To be differentiated from a symmetric game, however,
there are three separate equilibriums in Fig. 3, should one examine where the dia-
mond, circle, and rectangle contours touch the efficient frontier. Instead of a robust
Nash equilibrium, three separate equilibriums result. This can be gleaned from
Fig. 3, where two equilibriums are distinctly shown. The /;-metric solution is shown
as a red “dot.” The loo-metric solution is shown as a blue dot. The I,-metric solution
lies somewhere in between on the efficient frontier and is not shown for clarity.

The important point is that there are three distinct dots, representing three separate
equilibriums. Unlike the noncooperative symmetric game, it can be seen that the
preference structure—as represented by the [y, [, and lo.-metric—does matter in this
case, resulting in its own pair of performance: flow damage and reliability damage.

Two important research questions remain: (A) Under what conditions can a
robust Pareto Nash equilibrium be obtained, if such an equilibrium exists. (B) How
can the model be solved efficiently? Garcia et al. [20] proposed a decentralized
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solution method for general network optimization, facilitated through fictitious game
playing. In their algorithm, a network simulation is conducted at each iteration,
converging toward the optimum (an equilibrium) when certain properties are dis-
cerned in the model. Due to its generality, their fictitious game-theoretic approach
has profound implications on general mathematical-programming solution-algo-
rithms. However, Garcia et al. modeled only a game between imaginary players with
identical interests. Our cooperative game here involves forming a cooperative coa-
lition against a faceless adversary. The game is therefore no longer among players
with identical interests. The challenge is how to exploit the Garcia et al. paradigm in
solving our cooperative model, in order to gain general computational insights that
will go well beyond the infrastructure applications in the current discussion.
Incorporating fictitious play is a good idea. However, researchers now strive to find a
best response to the empirical distribution of the opponent’s past play and do not
usually consider some imaginary player with identical interest.

2.5 Extension 5: Shared Cognition

While we are following the casual modeling approach in most of our extensions, we
are mindful of the “soft” factors that are not included in casual modeling. In addition
to the list of soft factors already discussed, a related concept that we need to discuss
is shared cognition, and what does it buy us in terms of team and organizational
performance [6]? The concept of shared cognition can help us to explain what
separates effective from ineffective teams by suggesting that in effective teams,
members have similar or compatible knowledge, and that they use this knowledge to
guide their (coordinated) behavior. Essentially, shared cognition could serve as an
indicator of a team’s “readiness” or “preparedness” to take on a particular task. In a
more practical sense, shared cognition research can help establish an understanding
of the elements of effective teamwork, which can in turn lead to better interventions
for improving team performance. From this perspective, several fundamental
questions regarding the nature of shared cognition emerge. These fall into four broad
(and related) categories: (A) What is shared? (B) What does “share” mean? (C) How
should “share” be measured? and (D) What outcomes do we expect shared cognition
to effect? To answer these questions, we propose to design a set of games to be
played by the stakeholder participants in a two-step iterative validation process,
involving playing a game and measuring the outcome afterwards.

Meanwhile, Kovenock et al. [31] investigate individual behavior in a game of
attack and defense of a weakest-arc network. Their experimental investigation
unveiled interesting game properties that are not predicted by theoretical constructs
such as Nash equilibrium. The authors claim that their results offer a more plausible
explanation of some observed patterns of terrorist attacks. For example, it provides
evidence that infrequent “periods of high terrorism” may simply be the result of
asymmetric objectives and strategic interactions between the Red players and Blue
players within a weakest-arc type of contest. Samuelson [39] advocated
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evolutionary game theory. Unlike traditional game-theory models, which assume
that all players are fully rational and have complete knowledge of details of the
game, evolutionary models assume that people choose their strategies through a
trial-and-error learning process in which they gradually discover that some strate-
gies work better than others. In games that are repeated many times, low-payoff
strategies tend to be weeded out, and an equilibrium may emerge.

Throughout this chapter, we discussed investments in protection against natural
disaster only, protection against terrorism only, and hazard-and-attack protection.
According to Hausken et al. [22], a game participant advantaged with a sufficiently
low normalized unit cost of investment relative to that of its opponent prefers to
move first, which deters the opponent entirely, causing maximum utility for the first
mover and zero utility to the deterred second mover, who prefers to avoid this
game. When hazard-and-attack protection is sufficiently cheap, it jointly protects
against both the natural disaster and terrorism. As the cost increases, either pure
natural disaster protection or pure terrorism protection joins in, depending on which
is more cost-effective.

Two types of social behavior, cooperative and noncooperative, are considered.
Initially, all players will act independently of each other, with the relatively simple
goal of maximizing their own outcomes. This ‘selfish’ style of behavior could occur
through mutual agreement among all players at the commencement of the game, or
may simply occur as a result of players being unable to communicate their inten-
tions to make binding commitments with each other. This latter point may be a
result of the limited extent to which information is shared between players, even if
initial commitments have been made.

Cooperative games allow players to communicate and make binding commit-
ments with each other. The purpose of such player ‘agreements’ is to improve
benefits otherwise obtainable through individual-based, noncooperative, games.
These benefits should be clearly identifiable to the players, either prior to the start of
the game or during the game. This could occur through the “lure” of improved
utility, or alternatively the clear desire of a noncooperating player to maximize the
outcome at the expense of the other players.

3 Applications

We envisage that the proposed research plan will potentially result in the following
applications that are critical to ensure not only security in transportation and
communication networks, but also in other critical civil infrastructures. We recall
that the recommended research extensions are intended to facilitate

Real-Time Performance

Multi-O-D Minimum-Cost Network Flow
Solution Algorithms

n-person Cooperative Model with Hardening
Shared Cognition

AR
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In response, Table 2 serves to detail how each of the proposed research agenda
will facilitate tactical application in real time, strategic application in monitoring
network flow, infrastructure management by forming coalitions against attacks,
computational science advancement by advancing solution algorithms, and behav-
ioral science advancement by a better understanding of shared cognition. The eight
cited articles—([7, 14, 15, 20, 29, 31, 32, 46]—illustrate not only that the respective
authors have successfully carried out the extensions, but also used the results for
“common good.” There are two caveats. First, most of these advances are specific
toward either hazard prevention or attack prevention, but not necessarily both.
Second, many of these advances tend to be mode specific. Even though most
illustrations here are on transportation networks [33], however, we have included
communication networks in our models presented in these two chapters [2], and
possible extensions to other multimodal networks. Most importantly, we are
focusing on methodological extensions toward realism by concluding our chapter on
the various practical research outputs.

Aside from model formulations and solution methodologies, it should be
remembered that the author of these two chapters has analyzed successfully three
realistic communication networks as provided by the defense intelligence commu-
nity. Formal validation experiments can be performed as a follow-up to this current
research effort. While empirical considerations, such as a data-gathering strategy, have
been mentioned—as in our discussion under “Extension 1”—most of the empirical
work is deferred to a follow-up effort. For the current state-of-the-art, we judge that
this two-phase approach will yield the best payoff. Follow-on research will cover
more practical issues, including not only validation, but also field implementation.

3.1 Research Output 1: Tactical Applications

Since effective incident management is often expensive; we wish to use analytical
resources to ensure the best payoff in efficiency, reliability, safety, and security.
Toward this, we strive to formulate an incident prevention strategy that has multiple
tactical applications. Below are a couple of examples:

For special events such as the 2012 Summer Olympics in London, Bell et al. [4]
sought paths with least average “costs,” considering the worst-case attack proba-
bilities. Bell’s experiments to date confirm these useful tactical results, which were
validated during the summer-2012 game:

e Routes in the set of desirable paths tend to share few common arcs. In other
words, the recommended paths are “disjointed,” fanning out to avoid a common
passage, which forms a natural “Achilles’ heel” for the Red player.

e As identified by the model, arcs where potential losses are largest are to be
avoided in forming these paths, lest they become the targets for exploitation.
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We will show that there are much more to these results beyond their apparently
intuitive arguments. Hu and Chan [25-27], for example, showed a computationally
efficient, safe, and perhaps obscure way to route motorists around incidents (for the
prevention of incidents). They also showed how to dispatch response vehicles to
incidents in a counterintuitive way (for the “cure” of an incident that has occurred).
In short, clever operational procedures can be formulated to avoid the worst con-
sequences of incidents, hazards, and attacks. As shown in Table 2, Losada et al.
[32] were able to reduce the response time to more distant facilities following a
worst-case attack. This is of particular interest to local authorities who are the first
responders, and at the same time have to live with the adverse consequences of
incidents.

3.2 Research Output 2: Strategic Applications

A number of stakeholders are involved in a large-scale civil infrastructure. For this
research, system operators and users are merely two examples, with public officials
being the third [30]. While espousing different objectives, all stakeholders have a
common interest to guard against incidents that may compromise the safety and
security of the infrastructure network. On a state (provincial) level, network-
improvement budgets to avoid public-facility degradation and natural disasters have
been routinely allocated, but an adequate budget to ensure security has yet to be
considered. A prime reason is that the worth of security assurance has not been
estimated scientifically and has been, at best, a “guestimate.” We recommend
imputing the dollar value of security assurance based on its potential disruption to
economic and non-economic transactions, so as to justify such a budget request. In
so doing, we have a very promising start in addressing this problem realistically.
Preliminary results suggest that the cost of ensuring security is several times more
expensive than routine infrastructure maintenance. Adequate maintenance and
upgrade will prevent damage due to natural and technological hazards but are
inadequate against malicious tampering. Such a critical distinction will facilitate
public debate on the judicious allocation of public and private funds in making our
civil infrastructures more secure. In light of the world in which we live today, there
has never been a more cogent time to start this debate.

These days, it is equally important to model multiple parties working together in
a coalition against asymmetric attacks, as in the case of an attack by today’s
“faceless” terrorists. As shown in Table 2, Szeto [46] tried to assess the effects of
the number of coalitions formed by Red players on total network expected-cost and
O-D travel-cost reliability. The post-9/11 world, the attack on a commuter train in
Madrid (2004), recent Katrina hurricanes in Florida and Louisiana/Mississippi
(2005), the collapse of the ill-fated I-35 W Bridge in Minneapolis (2007), the
earthquake in Haiti (2010), the flood in Pakistan (2010), and the earthquake and
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tsunami in Japan (2011) have sensitized our appreciation for security and safety.
The importance of guarding against both hazards and attacks speaks amply for
itself.

3.3 Research Output 3: Infrastructure Management

Let us concentrate on the improvement of a network to withstand natural hazards,
rather than guarding against attacks. Unlike replacing a failed component in
equipment, damage to public infrastructure networks is unique in that it takes
significant time and effort to repair. Most importantly, it disrupts traffic flow and
economic and noneconomic transactions during reparation. Likewise, a civil
infrastructure also takes time and effort to upgrade and maintain. Anticipating and
preparing for such lengthy periods of reparation and upgrade is of paramount
importance. Accordingly, we wish to prevent unnecessary repairs and upgrades by
monitoring an infrastructure network for unforeseen service disruptions continu-
ously. We propose a real-time model to monitor existing network performance for
any potential problems as well as to monitor the performance of networks being
reconditioned, improved, or hardened. Cappanera and Scaparra [7] carried this one
step further by proactively rendering Red’s resources ineffective beyond regular
interdiction. For computational efficiency, we propose that such a model focuses on
the upper-and-lower bounds of performance measures. Where safety factors are
typically included in any design, performing designs as if we can handle only a
lower-than-actual amount of traffic represents an equally conservative approach in
engineering practice. This translates to replacing the actual design capacity with a
lower bound on the capacity—as if the lower figure is all the design can handle.
One should note that such a conservative approach could potentially increase the
solution cost by requiring higher than necessary investments. However, in the case
of estimating expected maximum flow, we have established that the use of lower
bounds achieves considerable savings in computation, since it is only a point
estimate, instead of obtaining a full probability distribution on performance—as
proposed by Monte Carlo simulation models [9].

As shown in Table 2, Hui et al. [29] suggested that with a better “sampling
structure” and smart conditioning, the Merge Process (MP) and the Permutation
Monte Carlo (PMC) schemes are superior to the Crude Monte Carlo scheme.
Meanwhile, the Cross-Entropy technique can be applied to further improve the MP
and the PMC scheme. Our computational experiments to date (in Extension 1 as
described above) suggest that we are on track in monitoring network performance
on a real-time basis. This finding—if verified—would allow us to transfer the
know-how to many other infrastructure projects of current interests, including
online structural health monitoring—representing again a potentially cross-cutting
and transformative research result.
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3.4 Research Output 4: Computational Science
Advancements

For the theoretical side of our research, network flow is a classic problem rich in
analytical properties. While steady progress is being made, the field has not seen as
much excitement over the last couple of decades as in its founding days. We are
convicted that the spinoff from this research will add significantly toward a resur-
gence of activities in this field. In the transportation literature, multiple O-D pair
flow distribution has long been modeled in terms of the Cournot-Nash spatial
equilibrium [10], which characterizes the non-cooperative competition among
multiple ‘players’ identified by their commuting travel between O-D pairs. As
shown in Table 2, Garcia et al. [20] carried this one step further by solving such an
optimization model by a fictitious-play algorithm, based on an imaginary game
between players with identical interests. The interaction of these players allows for
exploration of the solution space computationally and, for some problems, ulti-
mately arrives at the optimal solution.

Garcia et al. also contributed substantially to the understanding of the joint-
strategy fictitious-play algorithm, proving convergence to pure strategy Nash
equilibriums in the case of (i) perfect evaluation of cost and (ii) of noisy cost
evaluation. These computational investigations recommend a game-theoretic
algorithm that decomposes the problem into a set of distributed parts with inde-
pendent control authorities yet still acknowledges a system-wide metric for success.
Preliminary investigations also reaffirm a familiar result in the network literature,
i.e., that if the underlying component-cost functions are convex, the algorithm
converges almost surely to an optimal solution, suggesting that our network model
and solution algorithm—being a close cousin of these rather sparse efforts—has a
significant computational implication for science and engineering in general. This
goes well beyond modeling and analyzing the immediate transportation or com-
munication network problems.

3.5 Research Output 5: Behavioral Science Advancements

It is possible to have a mixture of social behaviors between the participants in a
game. This could occur in cases where cooperative teaming arrangements occur to
“counter” overzealous selfish behavior of an individual player. In this latter case,
two distinct player groups may evolve: the single selfish player group and the
cooperative player group, who would be opposed to the former group.

The notion of Shapley’s value can now be introduced. Shapley’s value (SV)
suggests player i’s reward should be the expected amount that player i contributes
to the coalition made up of n players. In other words, the SV is the expected
marginal contribution. Suppose coalition players are assigned an average of such
marginal contributions. If, however, one of the players receives more than the other
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players, even though it contributed less, then the reward is not a SV, and therefore
even though cooperative gaming has occurred, the basis on which the coalition has
been formed is biased in favor of one of the players. The reason for this bias could
be explored.

Coalition worth can also be examined, where the worth is derived from the
individual reward that each player could receive as part of the coalition. The
coalition worth could also be based on the negative utility for the selfish player not
achieving the coalition bid. Ultimately, the division of the aggregate coalition worth
among players would need to be considered. Again, SV may be considered for such
a division.

As shown in Table 2, experiments by Kovenock et al. [31] uncovered that in a
two-person game, a specific theoretical prediction that the Red player uses a
“guerilla warfare” strategy and the Blue player uses a “complete coverage” strategy
was observed under all conditions, which is inconsistent with Nash equilibrium
behavior. Furthermore, the Red player uses a stochastic guerilla warfare strategy, by
randomly attacking a subset of the targets and ignoring the remaining targets. This
interesting and sometimes suboptimal behavior by the Red player calls for further
empirical research. Obviously, other game-theoretic properties will be investigated
also, including behavior modification, characterizing game information, myopic
value of information, and side information from voluntary “table talk.” In other
words, all the features discussed in the above state-of-the-art review will be
included. Upon a careful design of experiment, analyzing the resulting data will
yield a fair amount of insight. From a scientific viewpoint, we could advance the
emerging field in information value theory, including epistemic utility theory.

4 Conclusions and Recommendations

A major focus of this Part 2 chapter is how to add to the dearth of literature on
preventing and re-mediating both hazards and attacks, particularly on a network
level. In hazard-and-attack mitigation, there are generally two approaches. The first
is a dynamic game involving a leader and a follower. In transportation networks, for
example, road users are critical players in the system, besides the Blue (defender)
and the Red (attacker) players in the security-focus literatures. In today’s security-
minded world, two games are being proposed, where the game among road users is
a lower level problem that should be embedded in the higher level Blue-Red game.
The model then iterates between these two levels to trace the evolution of the game.
In spite of efficient computational schemes such as Super-Valid-Inequalities
Decomposition [32], formalization of the theory behind such dynamic Stackelberg
game is still forthcoming. The second is a static game with or without a time
dimension; here a general equilibrium condition is sought as a way to discourage
attacks. In spite of significant gains in modeling and computation, no one has yet
established the formal conditions under which a Pareto Nash equilibrium exists
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[13], a robust condition under which network degradation is prevented, and tam-
pering is neither possible nor desired.

Garcia et al. [20] has proposed a decentralized solution method for general
network optimization, facilitated through fictitious game playing. Their fictitious
game-theoretic approach has profound implications on general mathematical-pro-
gramming solution algorithms, proving convergence to pure-strategy Nash equi-
libriums in the case of (i) perfect evaluation of cost, and (ii) of noisy cost
evaluation. If the underlying component cost-functions are convex, the algorithm
converges almost surely to an optimal solution, suggesting that our network model
and solution algorithm—being a close cousin of these rather sparse efforts—has a
significant computational implication for science and engineering in general, going
well beyond the applicational context of these two chapters. The following question
remains: Can this finding be generalized to mixed-strategy games and cooperative
games, and if so, how?

In the real world, arriving at such an equilibrium includes the necessary pos-
turing to discourage terrorist attacks, and to perform preventive maintenance and
upgrade on our critical civil infrastructure ahead of a hazard. It has profound
strategic implications on the design and upkeep of large-scale public facilities,
ranging from highways to power grids [17]. Only selected literatures speak on
policy vs. tactical schemes to best allocate resources between hazards & attacks for
specific systems [42, 50] with the remainder addressing either hazard [15] or attacks
[31, 32]. According to Guikema [21], general principles of how to best defend
systems of specific types against intelligent attacks are emerging that can help
system managers allocate resources to best defend their systems. There is still work
to be done to improve these models. The current game-theoretic models for intel-
ligent threats are based on a number of assumptions for which the implications and
accuracy have not yet been fully explored. The most recent literature as summarized
in Table 2 provides “food for thought” in tackling these unsolved problems,
although most of them address either hazard or attack prevention, but not both.
Beyond gaming, equilibration to include behavioral factors such as posturing and
side information is still in an infantile stage. Much work remains as to how to
include each into the general models as outlined in Table 1, where five models for
preventing hazards and attacks are assembled.

We claim that the above research framework will gain insights into a variety of
infrastructure networks. While most of our discussions have been centered upon
communication and transportation networks, Holmgren et al. [23] has fully
endorsed our game-theoretic approach to defend electric power networks. The
uncertainty regarding the outcome of an attack could be represented using sto-
chastic variables. They pointed out, however, that the objectives of the Blue player
and the Red player need not be the complete opposites of each other. Beside the
antagonistic threats, electric power networks are subject to technical component
failures and weather-related disruptions. We refer to them as “hazards” throughout
this chapter. While we provided a multidisciplinary paradigm in our two chapters,
the readers should always be mindful that the law of physics on electric current is a
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major constraint that cannot be overlooked in electricity networks—an item that
could be addressed in future work. Component failures due to natural phenomena
are not necessarily independent. In electricity transmission, for example, the failure
of one or more lines may cause the tripping of additional transmission assets (also
known as “cascading failures”), which may ultimately lead to voltage instability
and blackouts. It is clear that mode specific issues need closer attention, including
the definition difference on reliability between the telecommunication community
and the transportation community, as pointed out at the outset of the previous
chapter.

Of equal importance is the different treatment of network congestion effects, by
virtue of the physical difference in a telecommunication network and a transpor-
tation network. For example, Bell [3] specifies a fixed arc cost for the functioning
and failed states with possible extension to traffic-dependent arc costs. Arc costs are
set equal to undelayed arc travel times plus delay, where delay was calculated using
the usual arc-specific vehicle service rate and half this value—yielding a cost for an
arc as functions of arc flow. This “method of successive averages” can be applied
in situations where arc costs are traffic-dependent. The method offers great flexi-
bility in the way the game is specified, and can (in principle) allow for arc con-
gestion and the introduction of multiple commodities, e.g., multiple origins and
destinations. While no proof of convergence is known, Bell has yet to encounter an
example where convergence to an equilibrium trip cost has not occurred rapidly.

Meanwhile, a whole host of behavioral issues remains unsolved. The price of
anarchy is a concept in game theory that measures how the efficiency of a system
degrades due to selfish behavior of its agents—a metric worth considering in future
work. For example, consider many commuters trying to go from home to work. Let
efficiency in this case mean the average time for a commuter to reach the desti-
nation. In the “centralized” solution, a central authority can tell each commuter
which path to take in order to minimize the average travel time for all. In the
“decentralized” version, each commuter chooses its own path. The price of anarchy
measures the ratio between the average travel time in these two cases. Viewing the
problem from this angle, there is much that can be done in the behavioral science
perspective. In fact, this might very well be the most exciting development in this
field.
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The Price of Airline Frequency
Competition

Vikrant Vaze and Cynthia Barnhart

Abstract Competition based on service frequency influences capacity decisions in
airline markets and has important implications for airline profitability and airport
congestion. The market share of a competing airline is a function of its frequency
share. This relationship is pivotal for understanding the impacts of frequency
competition on airport congestion and on the airline business in general. Addi-
tionally, airport congestion is closely related to several aspects of runway, taxiway,
and airborne safety. Based on the most popular form of the relationship between
market share and frequency share, we propose a game-theoretic model of frequency
competition. We characterize the conditions for Nash equilibrium’s existence and
uniqueness for the two-player case. We analyze myopic learning dynamics for the
non-equilibrium situations and prove their convergence to Nash equilibrium under
mild conditions. For the N-player symmetric game, we characterize all the pure
strategy equilibria and identify the worst-case equilibrium, i.e., the equilibrium with
maximum total cost. We provide a measure of the congestion level, based on the
concept of price of anarchy and investigate its dependence on game parameters.

Keywords Airline competition - Price of anarchy - Airport congestion - Airline
probability - Degree of inefficiency - Best response

1 Introduction

Since deregulation of the U.S. domestic airline business in 1978, airlines have used
fare and service frequency as the two most important instruments of competition.
Passengers have greatly benefited from fare competition, which has resulted in a
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substantial decrease in real (inflation adjusted) air fares over the years. The
frequency competition has also resulted in the availability of more options for air
travel. The benefits of increased competition to the airlines themselves are not as
obvious. Throughout the post-deregulation period, airline profits have been highly
volatile. Several major U.S. carriers have incurred substantial losses over the last
decade with some of them filing for Chapter 11 bankruptcy and some others nar-
rowly escaping bankruptcy.

Provision of excess seating capacity is one of the reasons often cited for the poor
economic health of airlines. Due to the so-called S-curve relationship between
market share and frequency share, an airline is expected to attract disproportionately
more passengers by increasing its frequency share in a market [8]. To increase their
profits, airlines engage in frequency competition by providing more flights per day
on competitive routes. The increased frequencies by all competitors on these routes
result in fewer passengers and fewer seats per flight. The average aircraft sizes in
domestic U.S. markets have been falling continuously over the last couple of
decades (until the recent economic crisis) in spite of increasing passenger demand
[10]. Similarly, the average load factors, i.e., the ratio of the number of passengers
to the number of seats, on some of the most competitive and high-demand markets
have been found to be lower than the industry average.

Apart from the chronic worries about the industry’s financial health, worsening
congestion and delays at the major U.S. airports have become another cause of
serious concern. Increases in passenger demand, coupled with decreases in average
aircraft size have led to a great increase in the number of flights being operated,
especially between major airports, leading to congestion. The Total Delay Impact
Study commissioned by the Federal Aviation Administration (FAA) of the United
States has estimated that in calendar year 2007, delays cost over $8 billion to
airlines and another $17 billion to passengers [3]. Note that 2007 remains the year
of historically high delays. Though various structural changes have happened in the
U.S. airline industry after 2007, no comprehensive study analyzing delays in the
subsequent years has been conducted.

Congestion is closely linked to safety and security considerations. Airborne
safety considerations, such as minimum spacing requirements during various
phases of a flight, can ultimately determine the level of congestion and delays. For
instance, wake vortex avoidance considerations set the minimum longitudinal
separation requirements during a landing aircraft’s runway approach. This mini-
mum separation is a primary factor that decides the maximum landing rate, which in
turn determines the airport congestion levels during periods of bad weather and/or
high volume. Conversely, congestion metrics, such as an increase in the number of
flights, have been shown to have a direct connection to aviation safety, with
increases in congestion leading to potential safety risks. This is true in the context
of both ground maneuvers and airborne operations. For instance, airborne queuing
in the airspace surrounding a congested airport is considered to be a major safety
hazard. Through technological improvements and strict safety regulations, first
world countries have managed to improve airborne safety considerably, despite a
steady increase in congestion levels. Midair collisions are on a decline, with no
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midair collisions involving scheduled passenger flights being reported in a 20-year
period between 1988 and 2008 [4]. However, ground maneuvers continue to be a
cause of concern.

Approximately 30 % of the all aviation accidents between 1995 and 2008
involving commercial transport aircraft were runway related, which is a category of
on-ground accidents [38]. Transport Canada [34] found that an increase in flight
traffic volume is typically associated with a disproportionately large increase in
runway incursion potential. Using a single-runway model, they showed that a 20 %
increase in flight volume results in a 140 % increase in the runway incursion
potential. Furthermore, actual data on traffic volumes and runway incursions in the
U.S. between 1988 and 1998 consistently indicates that traffic increases of the order
of 2-6 % are associated with runway incursion rate increases of the order of
30-70 % [34]. Barnett et al. [5] found that the risk of runway collisions varies
proportionately to the square of the number of flight operations. Thus, under-
standing the factors affecting airport congestion can provide valuable insights into
the nature and causes of safety challenges.

Furthermore, security issues also have an impact on congestion levels. Adverse
events such as the September 11 terrorist attacks reduce passenger demand and
airport congestion. U.S. airport congestion went down considerably in the months
after the attacks. Additionally, delays introduced due to enhanced security proce-
dures also contribute to total delays to flights and passengers. Finally, terror scares,
such as the one in August 2006 at London Heathrow causing 75 % flight cance-
lations, can lead to a large number of stranded and delayed passengers.

In summary, frequency competition affects airlines’ capacity allocation deci-
sions, which have a strong impact on airline profitability and airport congestion
which in turn affects aviation safety. In this chapter, we propose a game-theoretic
framework, which is consistent with the most prevalent model of frequency com-
petition. We analyze and prove the existence, uniqueness, and convergence prop-
erties of equilibrium for the airline frequency competition game and prove the
dependence of airport congestion and airline profits on the parameters of the fre-
quency competition game. In this chapter, unless stated otherwise, we use the term
frequency to refer to the number of flights scheduled over a specific time period
(e.g., a day) by a specific airline carrier over a specific nonstop segment. Section 2
provides background on airline schedule planning and reviews the literature on
frequency competition. Section 3 presents the N-player game model. Best response
curves are characterized in Sect. 4. In Sect. 5, we focus on the two-player game. We
provide the conditions for existence and uniqueness of a Nash equilibrium and
discuss realistic ranges of parameter values. We then provide two different myopic
learning models for the two-player game and provide proof of their convergence to
the Nash equilibrium. In Sect. 6, we identify all possible equilibria in an N-player
game with identical players and find the worst-case equilibrium. We then evaluate
the price of anarchy and establish the dependence of airline profitability and airport
congestion on airline frequency competition. We conclude with a summary of main
results and provide some promising directions for future research in Sect. 7.
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2 Frequency Planning Under Competition

The airline planning process involves decisions ranging from long-term strategic
decisions such as fleet planning and route planning, to medium-term decisions
about schedule development [7]. Fleet planning is the process of determining the
composition of a fleet of aircraft, and involves decisions about acquiring new
aircraft and retiring existing aircraft in the fleet. Given a fleet, the second step in the
airline planning process involves the choice of routes to be flown, and is known as
the route planning process. A route is a combination of origin and destination
airports (occasionally with intermediate stops) between which flights are to be
operated. Route planning decisions take into account the expected profitability of a
route based on demand, fare, and revenue projections as well as the overall structure
of the airline’s network. Given a set of selected routes, the next step in the planning
process is airline schedule development, which in itself is a combination of deci-
sions about frequency, departure times, and aircraft sizes for each route, and aircraft
rotations over the network.

Frequency planning is the part of the airline schedule development process that
involves decisions about the number of flights to be operated on each route. By
providing more frequency on a route, an airline can attract more passengers. Given
an estimate of total demand on a route, the market share of each airline depends on
its own frequency as well as on competitor frequency. The S-curve or sigmoidal
relationship between market share and frequency share is a widely accepted notion
in the airline industry [8, 25]. However, it is difficult to trace the origins and
evolution of this S-shaped relationship in the airline literature [16]. Empirical
evidence of the relationship was documented in some early post-deregulation
studies and regression analysis was used to estimate the model parameters [31-33].
Over the years, there have been several references to the S-curve including Kahn
[22] and Baseler [6]. In this chapter, we use a more general model that is compatible
with the linear, as well as the S-curve assumptions. The mathematical expression
for the S-curve relationship [8, 31] is given by:

__H
S

for parameter o such that o > 1, where M; = market share of airline i, F; = fre-
quency share of airline 7, and n = number of competing airlines. Note that this S-
curve model structure found in the existing literature assumes that the market share
of an airline is dependent only on its frequency share.

The structure of airline business has evolved over the last few decades. Some
recent empirical and econometric studies have focused on investigating the extent
to which the S-curve phenomenon remains valid and relevant. The resulting con-
clusions are quite mixed. In one of the recent studies, Wei and Hansen concluded
that by increasing service frequency, an airline can get a disproportionately high
share of the market and hence there is an incentive for operating more frequent

M; (1)
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flights with smaller aircraft [36]. Their analysis was based on a nested Logit model
of passenger demand in nonstop duopoly markets. Button and Drexler found lim-
ited evidence for the existence of the S-curve phenomenon in the 1990s [16]. But
for data from the early years of this century, they found that the relationship
between market share and frequency share was well approximated by a 45° straight
line, which can be characterized by setting o = 1 in Eq. (1). They, however, have
warned the industry analysts that observed lack of empirical support for the exis-
tence of S-curve in the recent years does not necessarily mean that it does not affect
airline behavior. Furthermore, the general model in Eq. (1) continues to be con-
sistent with their conclusions with the only modification being that « is set to 1
rather than to a value greater than 1. Binggeli and Pompeo found that the S-curve
still exists in markets dominated by legacy carriers but not so much in markets
where low cost carriers (LCCs) compete with each other, with the latter being better
approximated by a straight line relationship [9]. They suggest a rethinking of the S-
Curve-based planning methods that have been “hard-wired” in the heads of many
network planners for decades.

A recent study by Vaze and Barnhart [35] used the S-curve model of market
share for modeling airline frequency decisions under competition and found a good
fit to empirical frequency data. Furthermore, some of the prior studies involving
passenger choice models belonging to the Logit family have expressed utility as an
affine function of the logarithm of flight frequency [20, 26, 37]. All other variable
values being equal, this formulation simplifies to the S-curve where the frequency
exponent (o) in the S-curve relationship is equal to the utility coefficient of the
natural logarithm of frequency.

In summary, recent evidence confirms that market share is an increasing function
of frequency share and hence competition considerations affect frequency decisions
in an important way. However, evidence is mixed about the exact shape of the
relationship, in particular the exact value of the parameter a for different types of
markets.

Many of these studies go on to discuss the financial implications of the S-curve.
Button and Drexler [16] associate it with provision of “excess capacity” and an
“ever-expanding number of flights,” while O’Connor [25] associates it with “an
inherent tendency to overschedule”. Kahn goes even further and raises the question
of whether it is possible at all to have a financially strong and yet highly com-
petitive airline industry at the same time [22].

Despite continuing interest in frequency competition based on the S-curve
phenomenon, there is only a very limited amount of literature on game-theoretic
properties of such competition. Hansen [20] was the first notable attempt to analyze
frequency competition over airline networks in a game-theoretic setting. He ana-
lyzed airline frequency competition in a hub-and-spoke environment and validated
the results against actual data. Dobson and Lederer [18] modeled airline competi-
tion on both schedule and fare as a strategic form game, while Adler [1] modeled
competition on fare, frequency, and aircraft sizes as an extensive form game. Vaze
and Barnhart [35] also modeled frequency competition at a single airport as a
strategic form game and validated the results against actual data. Each of these four
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studies adopted a successive optimizations approach to solve for a Nash equilib-
rium. Only Hansen [20], and Vaze and Barnhart [35] mention some of the issues
regarding convergence through discussion of different possible cases. But none of
the existing studies provides any convergence conditions. In this chapter, we
describe and prove the convergence of two simple dynamics to a Nash equilibrium
under mild conditions.

Not all the prior studies use a successive optimizations approach. In fact, Wei
and Hansen [37] solve for equilibrium through explicit enumeration of the entire
strategy space. Brander and Zhang [11], Aguirregabiria and Ho [2], and Norman
and Strandenes [24] model airline competition as a dynamic game and estimate the
model parameters using empirical data. None of the studies mentioned so far
provide a rigorous treatment of the question of existence or uniqueness of a pure
strategy equilibrium. Brueckner and Flores-Fillol [13], Brueckner [12] obtain
closed form expressions for equilibrium decisions analytically, but they focus
exclusively on symmetric equilibria while ignoring the possibility of any asym-
metric equilibria. In this chapter, we provide a rigorous treatment of the existence
and uniqueness issues while accounting for the symmetric as well as asymmetric
equilibria.

Most of the previous studies involving game-theoretic analysis of frequency
competition, such as Adler [1], Pels et al. [26], Hansen [20], Wei and Hansen [37],
Dobson and Lederer [18], Hong and Harker [21], model market share using Logit-
or nested Logit-type models. In these studies, the passenger utility function is
typically an affine function of some transformation of frequency, e.g., logarithmic,
inverse, or polynomial. It is interesting and important to note that a logarithmic
transformation, in fact, corresponds directly to an S-curve, while the rest of the
relationships can be substantially different from the S-shaped relationship,
depending on the exact values of utility parameters.

All of these studies involve finding a Nash equilibrium or some refinement of it.
But there is not sufficient justification of the predictive power of the equilibrium
concept. Hansen [20] provides some discussion of the shapes of best response
curves and stability of equilibrium points. But none of the studies has focused on
any learning dynamics through which less than perfectly rational players may
eventually reach the equilibrium state. Vaze and Barnhart [35] do provide some
computational evidence of the convergence properties but not a rigorous mathe-
matical justification.

None of the aforementioned studies rigorously characterize the efficiency loss
resulting from S-curve-based airline frequency competition. A number of studies
(such as Saraydar et al. [29, 30], Goodman and Mandayam [19]) characterize the
efficiency loss in communication networks due to the selection of a higher level of
transmitter power, compared to that at the system optimal, by individual players.
The concept of signal-to-interference ratio considered in these studies is somewhat
analogous to the notion of frequency shares in the airline context. While the spe-
cifics of the game settings in these studies and the associated forms of the individual
players’ utility expressions are quite different from those in an airline setting, our
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results in Sect. 6 of this chapter are generally consistent with the conclusions drawn
by these communication network research studies.

In this chapter, we use the most popular characterization of the S-curve model, as
given by Eq. (1). The o = 1 case is well suited for modeling markets dominated by
LCCs, whereas markets dominated by legacy carriers can be suitably modeled
using higher values of o. Thus, despite the mixed recent evidence about the exact
shape of the market share—frequency share relationship, the model specified by
Eq. (1) captures airline scheduling decisions well. We analyze a strategic form
game among airlines with frequency of service being the only decision variable. We
will only consider pure strategies of the players, i.e., we will assume that the
frequency decisions made by the airlines are deterministic. We use the Nash
equilibrium solution concept under the pure strategy assumption. The research
contributions of this chapter are threefold. First, we make use of the S-curve
relationship between market share and frequency share and analyze its impact on
the existence and uniqueness of pure strategy Nash equilibria. Second, we provide
reasonable learning dynamics and provide theoretical proof for their convergence to
the unique Nash equilibrium for the two-player game. Third, we provide a measure
of inefficiency, similar to the price of anarchy, of a system of competing profit-
maximizing airlines in comparison to a system with centralized control. This
measure can be used as a proxy to understand the effects of frequency competition
on airline profitability and airport congestion.

Note that the main focus of this chapter is airline competition based on fre-
quency which is a strategic decision made by the airlines several months ahead of
operations. Fare competition is yet another important aspect of airline competition.
Fare decisions are made much closer to the day of flight operation. They are affected
by the demand segmentation and revenue management practices of the airline as
well as those of the competing airlines. Obviously, frequency and fare decisions are
interrelated because they together determine the profits. Frequency decisions are
necessarily made before the actual fare values are realized. Thus, frequency deci-
sions are made based on likely or expected values of fares which are based on the
airline’s knowledge and past experience. In this chapter, we model airlines’ fre-
quency decisions based on these likely or expected values of fares. The actual
mechanics of airline fare competition are beyond the scope of this chapter.

3 Model

Let M be the total market size, i.e., the number of passengers wishing to travel from
a particular origin to a particular destination on a nonstop flight. While the total
market size can itself be affected by frequency changes through effects such as
demand stimulation, we will focus mainly on the distribution of this total market
demand across different competitors and assume the total market size to be a
constant. In general, an airline passenger may have more than one flight in his/her
itinerary. Conversely, two passengers on the same flight may have different origins
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and/or destinations. But for our analysis, we will ignore these network effects and
assume the origin and destination pair of airports to be isolated from the rest of the
network. Let 7 ={1,2,...,n} be the set of airlines competing in a particular
nonstop market. Although most of the major airlines today follow the practices of
differential pricing and revenue management, we will assume that the air fare
charged by each airline remains constant across all passengers. Let p; be the fare
charged by each airline i. Further, we will assume that the type and seating capacity
of aircraft to be operated on this nonstop route are known. Finally, we will not
account for the effect of flight departure times on market share, except for the extent
to which it is indirectly captured by the flight frequencies. Note that we will assume
airline frequency values to be a continuous variable in this analysis. Let S; be the
seating capacities for airline i and C; be the operating cost per flight for airline i. Let
o be the parameter in the S-curve relationship. A typical value suggested by the
literature is around 1.5. To keep our analysis general, we make the following
assumption.

Assumption 3.1 1 <o <2

Our results are applicable even in the case of a linear relationship between
market share and frequency share by taking the limit as o — 17,

Let x; be the frequency (i.e., the number of flights per day) of airline i. As per the
S-curve relationship between market share and frequency share, the i™ airline’s
share of the market (M;) is given by

M= / > @
=1

This is obtained by multiplying the numerator and denominator of the right-hand
o
side (RHS) of Eq. (1) by (21”:1 xj) . The number of passengers (;) traveling on

airline i cannot exceed the product of its market share (M;) and the total market
size (M). Additionally, the number of passengers (p;) cannot exceed the total
number of available seats (S;x;). Therefore, the number of passengers (g;) traveling

on airline 7 is given by
i = min <Mx?/2x;,sixi> (3)
j=1

Airline i ’s profit (also referred to as it’s payoff in a game-theoretic context) is
given by

I1; = p; * min (Mﬁ,&x,) — Cix; (4)

j=1"j

We will also make the following assumption.
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Assumption 3.2 C; < p;S; for every i

In other words, the total operating cost of a flight is lower than the total revenue
generated when the flight is completely filled. This assumption is reasonable
because if it is violated for some airline i, then there is a trivial optimal solution
x; = 0 for that airline.

From here onward, our game-theoretic analysis proceeds as follows. In the next
section (Sect. 4), we characterize the shapes of best response correspondences, that
is, sets of optimal responses of a player as a function of the frequencies of the other
player(s). This analysis, which focuses on the general frequency competition game
model as described in this section, facilitates the subsequent analysis of Nash
equilibria in Sects. 5 and 6. In our Nash equilibrium analysis, we first focus on the
two-player case (in Sect. 5) and later extend the analysis to the symmetric N-player
case (in Sect. 6). We restrict our N-player game analysis to only the symmetric
player case primarily for tractability reasons. As shown in our analysis in Sect. 5,
even in the two-player case, there can be as many as six Nash equilibria depending
on the combination of parameter values. There can be a multitude of equilibria in
frequency competition games with more players. In real-life airline markets, the
parameters of airline frequency competition, such as, fares, seating capacities, and
operating costs of competing airlines are often not too different from each other.
Therefore, focusing on the symmetric player case is not that unrealistic. Further-
more, as shown in Sect. 6, a thorough analysis of the symmetric player case
presents several valuable insights. In Sect. 6, we analyze both symmetric and
asymmetric equilibria for the symmetric N-player case. In Sects. 5 and 6,
we present major results as a sequence of theorems and proofs. In order to keep the
discussion crisp and concise, we defer proofs of some of the theorems to the
Appendix.

4 Best Response Curves

Let us define the effective competitor frequency as

N (Zja#ixf ) " )

and let us rewrite profit I; as follows:

Mp .x*
I1; = min(T1}, TT}'), where IT;, = Pt ) Cix; and I/ = p;Six; — Cix;  (6)
1 1 1 xl + yO( 1

Note that the definition of effective competitor frequency is merely a convenient
way of portraying the best response curves and does not necessarily have any
obvious practical implication outside of its usage in describing the best response
curves.
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(a) .«

Fig. 1 Typical shapes of profit functions for three cases

I1; = I1} if the seating capacity constraint is not binding. We call IT; as the
uncapacitated profit. T1; = 1! if all seats are filled. We call I1} as the full-load
profit. TI} is a twice continuously differentiable function of x;. IT} has a single point

of zero curvature at x; = y;((« — 1)/(« + 1))"/* and the function is strictly convex
for all lower values of x; and strictly concave for all higher values of x;. For a given
combination of parameters o, M, p;, C;, S; and a given effective competitor fre-
quency y;, the global maximum of IT; falls under exactly one of the following three
cases. These three cases are also illustrated in Fig. la—c, respectively.

Case A: H; < 0 Vx; > 0. Under this case, either a local maximum with x > 0
does not exist for IT; or it exists but value of the function IT; at that point in
negative. In this case, a global maximum of IT, is at x; = 0. This describes a
situation where the effective competitor frequency is so large that airline i cannot
earn a positive profit at any frequency. Therefore, the best response of airline i is to
have a zero frequency, i.e., not to operate any flights in that market.

Case B: Local maximum of IT, exists at some x > O and the value of the
function IT; at that local maximum is positive and less than or equal to IT/. In this
case, the unique global maximum of IT; exists at the local maximum of IT,. In this
case, the optimum frequency is positive and at this frequency, airline i earns the
maximum profit that it could have earned had the aircraft seating capacity been
infinite. Note that under this case, either IT; < IT Vx; > 0 is true, or IT} and IT/
curves intersect each other at two values of x; > 0, even though Fig. 1b only
illustrates the latter of these two possibilities.

Case C: A local maximum of IT exists at some x > 0 and the value of the
function IT} at this local maximum is greater than I17. In this case, IT; and T/
intersect at two distinct points (apart from x; = 0). The unique global maximum of
I1; exists at the point of intersection with highest x; value. This describes the case
where optimum frequency is positive and greater than the optimum frequency under
the assumption of infinite aircraft seating capacity. At this frequency, airline i earns
lower profit than the maximum profit it could have earned had the aircraft seating
capacity been infinite.

Figure 2 shows a typical best response curve. I1(0) =0 and for very low
positive values of x;, OIT./dx; is negative. Therefore, at the first stationary point
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Fig. 2 A typical best 15
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(the one with lower x; value), the H; function value will be negative. Moreover, as
y; — 00, 1'[; (x;) < 0Vx;. For a given combination of parameters o, M, p;, C; and S;,
there exists a threshold value of effective competitor frequency y; such that, for any
y; value above this threshold, H; (x;) < 0Vx; > 0 and therefore the best response of
airline i is x; = 0. Let us denote this threshold by yg, and the corresponding x; value
as Xm. At x; =xp and y; =yn (Point 3 in Fig. 2), IT, =0, 9II}/dx; =0,
621_12 /dx? < 0. Upon simplification, we get

o = (2 — 1) (fé’) andyg = (o — 1) (fé’) (7)

Of course, at y; = yw, x; = 0 is also optimal (Point 4 in Fig. 2). It turns out that it
is the only y; value at which there is more than one best response (optimal fre-
quency) possible. This situation is unlikely to be observed in real-world examples,
because the parameters of the model are all real numbers with continuous distri-
butions. So the probability of observing this exact idiosyncratic case is zero. If we
arbitrarily assume that in the event of two optimal frequencies, an airline chooses
the greater of the two values (which is consistent with airline’s desire to retain
market share), then the best response correspondence reduces to a function, which
we will refer to as the best response function. The existence of two different
maximum values at y; = yy, means that the best response correspondence is not
always convex-valued. Therefore, in the case of a general asymmetric game, a pure
strategy Nash equilibrium may or may not exist for this game.

For y; values slightly below yy,, the global maximum of IT; corresponds to the
stationary point of IT, in the concave part as described in case B above. Therefore,
for y; values slightly below yp, at the stationary point of II} in the concave part,
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IT; < IT7. However, as y; — 0, argmax(I1}(x;)) — 0. Therefore, argmax(I1;(x;))
exists at a point of intersection of IT; and IT! curves, as explained in case C above.
For y; values slightly above 0, at the stationary point of IT; in the concave part,
IT; > II'. By continuity, therefore, for some y; such that 0 < y; < yg, there exists
x; such that, IT, = 17, 8IT,/dx; = 0 and 0°IT//dx? < 0. It turns out that there is
only one such y; value that satisfies these conditions. Let us denote this y; value by
Yer, because this is the critical value of effective competitor frequency such that case
B prevails for higher y; values (as long as y; < yy) and case C prevails for all lower
y; values. The value of y., and the corresponding x; value, x.;, is given by (Point 2 in
Fig. 2),

M Ci M C,‘ Otp[Si 1/a
= (1- dye=o(1- 1 8
te S; ( OCPiSz) NG Yer S; ( dPi&')/( G ) ®

For y; = 0, it is easy to see that IT; is maximized when x = M/S; (Point 1 in
Fig. 2). We will denote the range of y; values with y; > yy as region A,
Yor < ¥ < vy as region B and y; <y, as region C.

In region C, I1; is maximized for a unique x; value such that IT, = II? and
OIT}/0x; < 0. The equality condition translates into,

(M/Si)xi™" —xf =y} )

The left-hand side (LHS) of Eq. (9) is strictly concave because 1 < o < 2.

Further, the LHS is maximized at x; = “;11%” which corresponds to

yi = (o0 — 1)“‘71)/ ” % So for every y; value, there are two corresponding x; values
satisfying this equation that correspond to the two points of intersection of the IT:

and II! curves. The one corresponding to the higher x; value corresponds to
ox; > (o0 — 1)(M/S;). Therefore,

() () o

*x; ox;\ Yo — 14273 M. Oxjou—1
&) it @)+ 5

and

o7

- <0 11
—— (1)

So, the best response curve is a strictly decreasing and concave function for all
0< Yi < Yer-

In region B, II; is maximized for a unique x; value such that 6H; /0x; = 0 and
azn;/axf < 0. Upon simplification, we get
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2—;‘%;%(36? —Y?‘)/<<1 +é>X? - (1 —é)ﬁ) (12)
<1 +é>x?‘ - <1 —é)y,-“ >0 (13)

Therefore, the best response curve x;(y;) in region B has zero slope at x; = y;, is
strictly increasing for x; > y; and strictly decreasing for x; < y;. For x; = y;, we get
o'il/gj,.

Figure 2 describes a typical best response curve as a function of effective
competitor frequency. Now we provide some intuition behind the shape of the best
response curve.

In region C, the effective competitor frequency is so small that airline i attracts a
large market share even with a small frequency. Therefore, the optimal frequency
ignoring seating capacity constraints is so low that the number of seats is exceeded
by the number of passengers wishing to travel with airline i. As a result, the optimal
frequency and the maximum profit that can be earned by airline i are decided by the
aircraft seating capacity constraint. In this region, the optimal number of flights
scheduled by airline i is just sufficient to carry all the passengers that wish to travel
on airline i. In this region, airline 7 has 100 % load factor at the optimal frequency.
With increasing effective competitor frequency, the market share attracted by airline
i reduces and hence fewer flights are required to carry those passengers. Therefore,
the best response curve is strictly decreasing in this region. Once the effective
competitor frequency exceeds a critical value vy, the seating capacity constraint
ceases to affect the optimal frequency decision. Thus, in the presence of no or very
little amount of competition, airlines will try to provide flights such that they can
just about satisfy the passenger demand subject to the seating capacity constraint.

In region B, the effective competitor frequency is sufficiently large so the number
of passengers attracted by airline i does not exceed the seating capacity. Therefore,
the aircraft seating capacity constraint is not binding in this region. The optimal
frequency is equal to the frequency at which the marginal revenue equals marginal
cost, which is a constant C;. As the effective competitor frequency increases, the
market share of airline i at the optimal frequency decreases and the load factor of
airline i at the optimal frequency also decreases. At a large value, yy,, of effective
competitor frequency, the load factor of airline 7 at its optimal frequency reduces to a
value C;/p;S; and the optimal profit drops to zero. Thus, in the presence of consid-
erable competition, airlines optimize their schedule by providing sufficient frequency
to attract market share and the seating capacity ceases to have the constraining effect.

For all values of effective competitor frequency above yy,, i.€., in region A, there
is no positive frequency for which the airline i can make positive profit. Therefore,
the optimal frequency of airline i in region C is zero. Thus, in the presence of too
much competition, airlines find it best to stay out of the market.

and

Xi = Yi =



186 V. Vaze and C. Barnhart

5 Two-Player Game

Let x and y be the frequency of carrier 1 and 2, respectively. The effective com-
petitor frequency for carrier 1 is y and that for carrier 2 is x. For any Pure Strategy
Nash Equilibrium (PSNE), the competitor frequency for each carrier can belong to
any one of the three regions, A, B, and C. So potentially there are nine different
combinations possible. We define the type of a PSNE as the combination of regions
to which the competitor frequency belongs at equilibrium. We will denote each type
by a pair of capital letters denoting the regions. For example, if carrier 1’s effective
competitor frequency, i.e., y, belongs to region B and carrier 2’s effective com-
petitor frequency, i.e., x, belongs to region C, then that PSNE is said to be of type
BC. Accordingly, there are nine different types of PSNE possible for this game,
namely AA, AB, AC, BA, BB, BC, CA, CB, and CC.

Frequency competition among carriers is the primary focus of this research.
However, it is important to recognize that frequency planning is just one part of the
entire airline planning process. Frequency planning decisions are not taken in
isolation, the route planning phase precedes the frequency planning phase. Once the
set of routes to be operated is decided, the airline proceeds to the decision of the
operating frequency on that route. This implicitly means that once a route is deemed
profitable in the route planning phase, frequency planning is the phase that decides
the number of flights per day, which is supposed to be a positive number. However,
in AA, AB, BA, AC, or CA type equilibria, the equilibrium frequency of at least
one of the carriers is zero, which is inconsistent with the actual airline planning
process. Moreover, for ease of modeling, we have made a simplifying assumption
that the seating capacity is constant. In reality, seating capacities are chosen con-
sidering the estimated demand in a market. If the demand for an airline in a market
exceeds available seats on a regular basis, the airline would be inclined to use larger
aircraft. Sustained presence of close to 100 % load factors is a rarity. However type
AC, BC, CA, CB, and CC type equilibria involve one or both carriers having 100 %
load factors. Zero frequency and 100 % load factors make all types of equilibria,
apart from type BB equilibrium, suspect in terms of their portrayal of reality.

We will now investigate each of these possible types of pure strategy Nash
equilibria of this game and obtain the existence and uniqueness conditions for each
of them.

5.1 Existence and Uniqueness

Theorem 5.1 A type AA equilibrium cannot exist.

Proof If x* =0 then I1, = p, * min(M, Sry) — Cpy, which is maximized at y =
M /S, because C; < Spps. So y* > 0 whenever x* = 0. So this type of equilibrium
cannot exist. U
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Type AA equilibrium, if it exists, is characterized by both competing airlines
having zero frequency indicating that it is not profitable for either airline to operate
any flights in this market. However, Theorem 5.1 shows that this can never happen
under our Assumption 3.2. This indicates that if one of the two airlines has zero
frequency in a market, then the other airline will always find it profitable to operate
flights at a small frequency in that market.

Theorem 5.2 A type AB (and type BA) equilibrium cannot exist.

Proof Type AB equilibrium exists if and only if x* =0,y* > 0 and g, < S>y*.
As shown above, if x* =0 then, I, is maximized at y = M/S, as long as
Cy < S7pr. So py = M = Sy* whenever x* = 0. So this type of equilibrium cannot
exist. By symmetry, type BA equilibrium cannot exist either. O

An equilibrium of type AB or BA, if it exists, characterizes a situation where one
of the competing airlines stays out of the market (i.e., offers zero frequency) and the
second competing airline offers a frequency such that there is excess seating
capacity available on its flights. Theorem 5.2 shows that this can never happen
because whenever one airline offers zero frequency, the other airline will be able to
capture the entire passenger demand in that market with a frequency value equal to
the least frequency necessary to provide sufficient seating capacity for all passen-
gers in that market.

Theorem 5.3 A type AC equilibrium exists if and only if

Ci Sy 1 2=
> —

TS 20 e 14
S1p1 5106( ) (14)

and if it exists then it is a unique type AC equilibrium.

Proof This type of equilibrium requires x* = 0 and y* = M/S,. So if an equi-
librium of this type exists then it must be the unique type AC equilibrium. For this

equilibrium to exist, the only condition we need to check is that SMZ =y > yp =

(o — 1)71145‘ because for y* = SM2 x* = 0 s true if and only if IT; < 0, for all x > 0.

So type AC equilibrium will exist if and only if

1 2
G > &,(ail)T (15)
Sip1 Syo

By symmetry, a type CA equilibrium exists if and only if

1
2 Sl (16)

S22 Sy

and if it exists, then it is the unique type CA equilibrium. U



188 V. Vaze and C. Barnhart

An equilibrium of type AC or CA, if it exists, characterizes a situation where one
of the two competing airlines stays out of the market (i.e., offers zero frequency)
and the other offers the least frequency value necessary to provide seating capacity
for all passengers in that market. Theorem 5.3 indicates that such an equilibrium
exists if and only if there is no incentive for the first airline to offer nonzero
frequency. In other words, the only condition necessary and sufficient for the
existence of such an equilibrium is that the second airline has an equilibrium
frequency that leads to negative profits for the first airline at all nonzero frequency
values it can offer.

Theorem 5.4 A type BB equilibrium exists if and only if

1
1\ 1 1\ G oG 1
k< < =L < < 17
_(oc—1>’k_<oc—1)’an s ST s, S e W)

Cl.l’z
Gopy?

where k = and if it exists then it is a unique type BB equilibrium.

Proof In type BB equilibrium, x* > 0,y > 0, p; < S1x, and ¢; < Sy.
Therefore, IT; (x*,y*) = IT';(x*,y*) and TI,(x*,y*) = IT»(x*,y*). So I1; and II,
are both twice continuously differentiable at (x*, y*). So type BB equilibrium exists

if and only if there exist x and y such that aH‘ =0, a_y2 =0, aagl <0, aa‘}" <0,
I, >0, I, >0, M~ o < Six, and M 22— “+ - < 8,y. Solving the two First-Order

Conditions (FOCs) simultaneously, we get

aMp,  k* aMp, k**!
= ———andy = —
Ci (144 Ci (144

(18)

So if this equilibrium exists, then it must be the unique type BB equilibrium.
The second-order conditions (SOCs) can be simplified to &k < (;‘*—1)l and

1 < (“H) Also the IT; > 0 and IT; > 0 conditions translate into k < (; 1)1 and
1< (#)i, which make the SOCs redundant. Finally, the last two conditions

o—1

; c ak* c
translate into S S TR and S S T - Therefore, type BB equilibrium exists if

and only if the following conditions are satisfied

1\ 1 1) ¢ 5 G 1
k< 1< < 42 < G
—<a—1>’k—(a—1>’51p, S Mg, Strye ()
0

A type BB equilibrium characterizes a situation with both competing airlines
offering nonzero frequencies and both of them having excess capacities at equi-
librium. Theorem 5.4 shows that this equilibrium exists if and only if, (1) the
maximum profit corresponding to a nonzero frequency value is nonnegative, and
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(2) the nonzero frequency value with maximum profit corresponds to sufficient
seating capacity, for each of the competing airline carriers. This equilibrium, if it
exists, corresponds to frequency values determined solely based on the S-curve-
based frequency competition between the competing carriers and is not affected by
the seating capacity constraints.

Theorem 5.5 A type BC equilibrium exists if and only if the following three
conditions are true

C, 8 =)
—— < (a—1)" 20
oSS, Sl (20)
k* 1 1 1C
< -, < - (21)
1+ k> o’ 1+ k* aprSs
1C 1
s _ (22)

&plSl - 1+(&)ﬁ
S

Cip>
Copr?

where k = and if it exists then it is a unique type BC equilibrium.

Proof This proof involves slightly lengthier manipulations. So we have deferred it
to the Appendix. Please refer to the detailed proof of Theorem A.1. By symmetry, a
type CB equilibrium exists if and only if

G S 2-1 1 1k 1 C 1 C 1
—2—2§(a71)7, < -, <-—Land-——2 > 7
D252 81 1+ k* o 14+ k* ap1Sy OCpgSz 1+ (&)ﬁ

M
(23)
and if it exists, then it is a unique type CB equilibrium. U

A type BC or CB equilibrium, if it exists, characterizes two competing airlines,
each offering a nonzero frequency, one with excess seating capacity and the other
without excess seating capacity. Theorem 5.5 indicates that such an equilibrium
exists if and only if, (1) the maximum profit corresponding to a nonzero frequency
value for the first airline is nonnegative, (2) the nonzero frequency value with
maximum profit for the first airline corresponds to sufficient seating capacity, and
(3) the second airline is not able to increase its profit by providing a higher fre-
quency with excess capacity.

Theorem 5.6 A type CC equilibrium exists if and only if

1 ¢

((Sz/Sl)ﬁ)/(l + (SZ/Sl)ﬁ) < 2Sip1 (24)
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and

1/(1 + (Sz/sl)ﬁ) 16 (25)

o S2p2

and if it exists then it is a unique type CC equilibrium.

Proof For type CC equilibrium, x > 0,y > 0, p; = S1x and p, = S,y. Existence
of local maxima of IT; at x = x* requires that aa—ri/' < 0. Similarly, existence of local
maxima of I, at y = y* requires that aa_r;’z < 0. So, for a type CC equilibrium to
exist at (x,y), the necessary and sufficient conditions to be satisfied are
T M = Six, X‘T)M = Szx% <0 and % < 0. Solving the two equalities
simultaneously we get

M
x= - (26)
Si (1 + (ﬁ—))
and
y=—r 2 (27)

Therefore, if a type CC equilibrium exists, then it must be a unique type CC
equilibrium. The two first-order inequality conditions translate into

Sz fil
(E) <1G (28)

and
1 1 G
= < =
1+ <&>ﬁ OCSzpz
S

These two inequalities together are necessary and sufficient conditions for a type
CC equilibrium to exist. O

Type CC equilibrium, if it exists, characterizes two competing airlines each
providing nonzero frequency which is the least frequency that provides sufficient
seating capacity for all passengers intending to fly with that airline. Theorem 5.6
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indicates that such an equilibrium exists if and only if neither of the two competing
airlines is able to increase its profit by providing a higher frequency with excess
capacity.

Thus, depending on operating cost, fare, and seating capacity values, the two-
player game can admit multiple (up to six) equilibria. But there can never be more
than one equilibrium belonging to each of the six types, namely, AC, CA, BB, BC,
CB, and CC. Also, no equilibria belonging to any of the remaining three types,
namely, AA, AB, and BA can exist. Furthermore, all the necessary and sufficient
conditions for the existence and uniqueness of each type of equilibrium can be

Ci G

expressed in terms of only five unitless parameters namely, r; = o 2=

k= 8—1’2, = ‘Sq—;, and a, out of which [ can be expressed as a function of the rest as

= k%. So there are only four independent parameters, which completely describe
a two-player frequency game. Interestingly, the total passenger demand M plays no
part in any of the conditions.

5.2 Realistic Ranges of Parameter Values

Up to six different pure strategy Nash equilibria may exist for a two-player game
depending on game parameters. Apart from o, the flight operating costs, seating
capacities, and fares are the only determinants of these parameters. In order to
identify realistic ranges of these parameters, we looked at all the domestic segments
in the U.S. with exactly two carriers providing nonstop service. We obtained the
average operating cost per flight leg for each segment from the Form 41 financial
database, the average flight seating capacities per segment from the T100 segments
database, and the average fares for nonstop and connecting passengers on each
segment from the DB1B database. All data was obtained from the Bureau of
Transportation Statistics (BTS) website for the first quarter of 2007 [15]. There are
157 U.S. domestic segments with exactly two carriers providing nonstop service.
This amounted to 314 combinations of carriers and segments. Many of these
markets cannot be classified as pure duopoly situations because passenger demand
on many of these origin—destination pairs is served not only by the nonstop itin-
eraries, but also by connecting itineraries offered by several carriers, often including
the two carriers providing the nonstop service. Moreover, one or both endpoints for
many of these nonstop segments are important hubs of one or both of these nonstop
carriers, which means that connecting passengers traveling on these segments also
play an important role in the profitability of these segments. Therefore, modeling
these nonstop markets as pure duopoly cases can be a gross approximation. Our aim
is not to capture all these effects in our frequency competition model but rather to
identify realistic relative values of flight operating costs, seating capacities, and
fares. Despite these complications, these 157 segments are the real-world situations
that come closest to the simplified frequency competition model that we have
considered. Therefore, data from these markets were used to narrow down our
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values were found to lie in the range 0.4-2.5, all % were in the range 0.5-2, and all

modeling focus. Figure 3a—c show the histograms of k, 2%, and P% respectively. All k

p% values were found to lie in the range 0.18-0.8. We will restrict our further

analysis to these ranges of values only. In particular, for later analysis, we will need
only one of these assumptions, which is as follows.

Assumption 5.1 04 <k <25

For o« = 1.5, the conditions for type BB equilibrium were satisfied in 144 out of
these 157 markets, i.e., almost 92 % of the time. Conditions for type AC (or CA)
equilibrium were satisfied in 71 markets, of which 8 were such that the conditions
for both type AC and type CA equilibrium were satisfied together. Conditions for
type BC (or CB) equilibrium were satisfied in only 1 out of 157 markets and
conditions for type CC equilibrium were never satisfied. In all the markets, the
conditions for the existence of at least one PSNE were satisfied. Out of 157 markets,
almost 55 % (86 markets) were such that type BB was the unique PSNE.

We have already proved that AA, AB, and BA type equilibria do not exist.
Further, as discussed above, AC, CA, BC, CB, and CC type equilibria are suspect
in terms of portrayal of reality. Therefore, type BB equilibrium appears to be the
most reasonable type of equilibrium. Indeed, the data analysis suggested that the
existence conditions for type BB equilibrium were satisfied in most of the markets.
So for the purpose of analyzing learning dynamics, we will only consider the type
BB equilibrium.

Now, we propose two alternative dynamics for the nonequilibrium situations.

5.3 Myopic Best Response Dynamic

Consider an adjustment process where the two players take turns to adjust their own
frequency decision so that each time it is the best response to the frequency chosen
by the competitor in the previous period. If x; and y; are the frequency decisions by
the two carriers in period i, then x; is the best response to y;—; and y;_; is the best
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Fig. 4 Best response curves 15
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response to x;_p, etc. We will prove the convergence of this dynamic for two
representative values of «, namely o = 1 and o = 1.5. We chose these two values
because they correspond to two disparate beliefs about the market share-frequency
share relationship. There is nothing specific about these two values that makes the
algorithm converge. In fact, given any value in between, we would probably be able
to construct a proof of convergence. But due to space constraints, we will restrict
our attention to these two specific values of o.

Let us define X = x* and Y = y*. We will often use the X — Y coordinate system

in this section. Without any loss of generality, we assume that k = gz T < 1. We

will denote the best response functions as xgg (y) and ygg(x) in the x — y coordinate
system and as Xggr(Y) and Yggr(X) in the X — ¥ coordinate system. Consider a two-
dimensional interval I (as shown in Fig. 4) given by xp < x < xy and
yib <y < yw where yuw = (aMp,)/(4C2), Xub = xBr(Yub), Yib = yBR(*u»), and
Xib = XBR (V1b)-

Theorem 5.7 As long as the competitor frequency for each carrier remains in
region B, regardless of the starting point: (a) the myopic best response algorithm
will reach some point in interval I in a finite number of iterations, (b) once inside
interval I, it will never leave the interval.

Proof Please refer to the detailed proof of Theorem A.2 in the Appendix. U
Next we prove that the absolute value of slope of each of the best response

curves inside interval [ is less than 1 in the X — Y coordinates. We will prove this
for two representative values of « namely, o« = 1.5 and o = 1.

Theorem 5.8 For o = 1.5, the absolute value of slope of each of the best response
curves inside interval 1 is less than 1 in the X — Y coordinates.
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Proof Please refer to the detailed proof of Theorem A.3 in the Appendix. O

Theorem 5.9 For o = 1, the absolute value of slope of each of the best response
curves inside interval I is less than 1 in the X — Y coordinates.

Proof Please refer to the detailed proof of Theorem A.4 in the Appendix. J

In order to prove the next theorem, we assume that the absolute value of slope of
each of the best response curves is less than 1 in interval I.

Theorem 5.10 [f the absolute value of slope of each of the best response curves is
less than 1 in interval I, then as long as the competitor frequency for each carrier
remains in region B, regardless of the starting point, the myopic best response
algorithm converges to the unique type BB equilibrium.

Proof Please refer to the detailed proof of Theorem A.5 in the Appendix. U

Theorem 5.11 Regardless of the starting point, the myopic best response algo-
rithm converges to the unique type BB equilibrium as long as the following con-
ditions are satisfied:

aMp, /(4C1) < X, aMp,/(4C2) < Y, Xer < XBR(Vt)s Yer < YBR(Xtn), Xer < XBR (Ver) and yer < yBR (Xer)-
(30)

Proof First we develop sufficient conditions under which the competitor frequency
for each carrier remains in region B for all iterations i > 2, regardless of the starting
point.

As proved in the description of the best response curve in Sect. 4, the shape of

the best response curve ypr(x) is such that at x =0, y = SMZ Initially it is strictly
decreasing followed by a point of nondifferentiability (at x.;) beyond which it is
oMp,
4c;

maximum, it is strictly decreasing again up to a point of discontinuity (at xy),
beyond which it takes a constant value 0. For x < xy,, the only candidates for global
minima of the best response curve ygg(x) are x, and xg. The only candidates for

strictly increasing until a local maximum is reached at x =

Beyond the local

global maxima are x =0 and x = Gfg 2. If the y-coordinate at each of these four
important points lies in the range y, <y < yg, then y, < ygr(x) < ym, for all

aMp,
4c,

range X < x < xp, then xg < xgr(¥) < xy for all y < yy. So for any starting
point xo such that xo < xy, the algorithm will remain in the region B of both
carriers for all subsequent iterations. The only remaining case is when x > xy, or
y > yu. This does not pose any problem because for all x > xy, xgr(ypr(%)) =

x < xg. Similarly, if xgr(y) at y =0, y = yer, y =

and y = yy, are all in the

xgr(0) and x. < xgr(0) = % < xy. So if the aforementioned conditions are sat-

isfied, then regardless of the starting point, the algorithm will remain in the region B
of both carriers for all iterations i such that i > 2 (as per Theorem 5.7).
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For all the aforementioned conditions to be satisfied, it is sufficient to ensure that
the upper bound conditions on the points of local maxima are satisfied and the lower
bound conditions on the points of local minima are satisfied. Let us first look at the
upper bounds on the points of local maxima. There are four such conditions per

. M|
carrier, namely SM < xth, §—4 < Y g p' < X, an

& < xy, simplifies to

SCZ < (?) () (o — 1)+ Wthh is the exact negatlon of the COHdlthIl for existence
2P2 2

of type CA equilibrium. Because we have assumed that the unique PSNE in this
game is a type BB equilibrium, a type CA equilibrium cannot exist. Hence this
condition is automatically satisfied. By symmetry, due to the nonexistence of a type
AC equilibrium, the condition SM < yu is automatically satisfied. The remaining six

conditions are as follows: “4C” L < X, y4c < Vi, Xer < xBR(Vi)»> Yer < YBR(Xm),

Xer < xr(Ver), and yer < ypr(xer)- If each of these conditions is satisfied then, using
Theorems 5.8, 5.9, and 5.10, the myopic best response algorithm converges to the
unique type BB equilibrium, regardless of the starting point. O

5.4 Alternative Dynamic

This dynamic is applicable only in the part of region B where the payoff function is
strictly concave for both players’ payoff functions, i.e., we will consider the region

o
where 2= + e < (;—‘) < %} — ¢, where ¢ is any sufficiently small positive num-
ber. ThlS requirement is not very restrictive. This condition is always satisfied at the
type BB equilibrium, since it is the second-order optimality condition. Moreover,

the 7 values satisfying this condition cover a large region surrounding the type BB

equilibrium. For example, for o — 17, this condition is always satisfied for all
values of {, while for a = 1.5, the condition translates approximately to

0.342 < ;—C < 2.924, which is a large range. Given this restriction, in order to

provide a complete specification of the player utilities, we will define the player i
payoff outside this region by means of a quadratic function of a single variable x;.
The coefficients are such that u;(x;) and its first- and second-order derivatives with
respect to x; are continuous. Note that the choice of a quadratic function is for
convenience. Quadratic form is the simplest that can be used to define strictly
concave functions. Any other strictly concave functional form would work equally
well.

Multiplying the payoff function by a positive real number is an order preserving
transformation, which does not affect the properties of the game. We will multiply
the payoff of player i by 1/p;. So u; = I1;/p;. This dynamic was proposed by Rosen
[27]. Under this dynamic, each player changes strategy such that the player's own
payoff would increase if all the other players held to their current strategies. The rate
of change of each player’s strategy with time is equal to the gradient of the player's
payoff with respect to the player's own strategy, subject to constraints. For the
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frequency competition game, where each player’s strategy space is 1-dimensional,
the rate of change of each player’s strategy simply equals the derivative of the
player’s payoff with respect to the frequency decision, subject to the upper and
lower bound on allowable frequency values. Therefore, the rate of adjustment of
each player’s strategy is given by

d)Ci o du,-(x)
dr dx;

+ bmin - bmax (31)

The only purpose of the b, and bp,x terms is to ensure that the frequency
values stay within the allowable range, Xyin < X < Xmax- Pmin Will be equal to 0 for
all x > xmi, and will take an appropriate positive value at x = Xy, to ensure that
the lower bound is respected. Similarly, b« Will be equal to O for all x < xpax and
will take an appropriate positive value at x = xy,x to ensure that the upper bound is
respected. As long as the competitor frequencies remain in region B for each carrier,
the utilities are given by:

() =M L (52)
and
() =M= 2y (33)
The vector of payoff functions u(x,y) is given by:
u(x,y) = [ (x,), uz(x, y)] (34)

The vector of first-order derivatives of each player’s payoff with respect to the
player's own frequency is given by:

Ouy(x,y) Oup(x,
Vi) = |02 Seny) (33)

The Jacobian of Vu is given by:

Fu(xy)  Qu(xy)

_ ox2 0x0y
U(X’ y) - QPuy(xy)  Pun(xy) (36)
Oydx 0y?

Under this dynamic, the frequencies of the competing carriers will converge to the
unique type BB equilibrium frequencies if we can prove that (U(x,y) + U (x,y)) is
negative definite (as per [27]). The first-order derivatives are given by
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up(x,y) Moux*"ly*

ox (v + ) T (37)
and
dup(x,y) Moy 'x* G
o (x* + y*)? 3 (38)
and the second-order derivatives are given by
U= T M s iy <o (39)

ox? (6t + y)°

B Quy (x,y) Moy* 2 x*

[U(X,Y)}zz— 0y? v+ y“)3 ((0 —1)x* — (4 1)y*) <0 (40)

B azul(x,y) B Moy 1y ” ”
Ve e=—737"= ) (¥ =) (41)

B Q*u, (x,y) Moy~ ty=t
[U(x,y)]5,= oyox ( —|—y°‘)3 O* —x%) (42)

Therefore,
[U(xvy) + UT(xvy)} 1n_ Z[U(xvy)}ll (43)
[U(x7 y) + UT(xv)))} 22: Z[U(xv y)]zz (44)
and

[U(xv y) + UT(x?y)] = [U(X, y) + UT(xvy)]zlz 0. (45)

Therefore, (U(x,y) + UT(x,y)) is a diagonal matrix with both diagonal elements
strictly negative. Therefore, (U(x,y) + U” (x,y)) is negative definite. This is suf-
ficient to prove that the payoff functions are diagonally strictly concave [27].
Therefore, under the alternative dynamic mentioned above, the frequencies of the
competing carriers will converge to the unique type BB equilibrium frequencies.

In this section, we showed that two different myopic dynamics converge to the
type BB equilibrium in case of the two-player game. This finding has important
practical implications. In the airline industry, year after year most airlines operate
flights on similar sets of segments. The set of competitors and the general properties
of the markets remain stable in most cases over long periods of time. Therefore,
airlines have opportunities to adapt their decisions primarily by fine tuning the
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frequency values. We capture these adjustments by modeling the dynamics of the
game. Our results show that such adjustments bring the airline decisions closer to
the equilibrium decisions with each additional step. This in turn means that if there
aren’t any significant changes in market properties for a few consecutive planning
cycles (e.g., for a period of several months to a few years), then the frequencies are
expected to be very close to the equilibrium frequencies in such markets.

6 Impact on Airport Congestion and Airline Profitability

As explained earlier, one of the main objectives of this chapter is to establish the
connection between frequency competition and airport congestion, and to charac-
terize the effect of the parameters of frequency competition on airport congestion
and airline profitability. In order to achieve this, we will use the concept of Price of
Anarchy. Koutsoupias and Papadimitriou [23] initially suggested the idea of using
the ratio of the total cost of the worst-case Nash equilibrium to the total cost of the
system optimal solution as a measure of efficiency degradation due to selfish
behavior of independent agents, although they did not use the term Price of
Anarchy. They provided upper and lower bounds on this worst-case ratio in the
context of efficiency degradation due to network congestion caused by selfish
routing by internet users. Other researchers later extended these results to more
complex games. There exists a large body of research characterizing the degree of
inefficiency in the context of decision-making by a very large number of self-
interested agents, each with infinitesimally small size [28] (also known as atomistic
agents). In this section, we will use the same basic concept, but apply it to the case
of congestion caused by self-interested nonatomistic agents such as airlines. Note
that there is a large body of research that analyzes the competition between airlines
treating them as self-interested nonatomistic decision makers (e.g., [14, 17]).
However, none of these existing studies provide insights into the price of anarchy
for such games.

So far, our analysis has been restricted only to two-player games. The impact of
frequency competition on airport congestion is likely to be closely related to the
number of competing players. So we now extend our analysis to an N-player
symmetric game where N is any integer greater than 1. As shown in our analysis in
Sect. 5, even in the two-player case, the number of Nash equilibria can vary
between 0 and 6 depending on the combination of parameter values. The number of
equilibria in frequency competition games with more players can be very high. In
real-life airline markets, the parameters of airline frequency competition, such as,
fares, seating capacities, and operating costs of competing airlines are often not too
different from each other. Therefore focusing on the symmetric player case is not
that unrealistic. Furthermore, as shown below, a thorough analysis of the symmetric
player case presents several valuable insights. Therefore, in Sect. 6.1, we analyze
both symmetric and asymmetric equilibria for the symmetric N-player case and then
quantify the price of anarchy for airline frequency competition game in Sect. 6.2.
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6.1 N-Player Symmetric Game

Now we extend the analysis to the N-player symmetric case, where N >2. By
symmetry, we mean that the operating cost C;, the seating capacity S; and the fare p;
is the same for all carriers. For the analysis presented in this subsection, it is
sufficient to have pQ constant for all carriers. However, for computing the price of

anarchy in the next subsection, we need the remaining assumptions. We will
simplify the notation and denote the operating cost for each carrier as C, seating
capacity as S and fare as p. Under symmetry, the necessary and sufficient conditions
for the existence of a type BB equilibrium for a two-player game reduce to a single
condition, which is as follows.

Assumption 6.1 C%S > 2

We will assume that this condition holds throughout the following analysis. Note
that we will use the phrase “excess seating capacity” or simply “excess capacity” to
describe airlines whose effective competitor frequency is in region B.

Theorem 6.1 In an N-player symmetric game, a symmetric equilibrium with
excess seating capacity exists at x; = %% foralliifandonly if N < % and if it
exists, then it is the unique symmetric equilibrium.

Proof Please refer to the detailed proof of Theorem A.6 in the Appendix. O

Theorem 6.2 In a symmetric N-player game, there exists no asymmetric equi-
librium where all players have a nonzero frequency and excess seating capacity.

Proof Let us assume the contrary. For a symmetric N-player game, let there exist
an asymmetric equilibrium such that all players have a nonzero frequency and

excess seating capacity. Let us define § = Z,N: 1 X and ; = Zf,—x So
=17
xi = (i) (46)
Substituting in the FOC, we get
C a1 201
—ﬁl/a =0 -’ (47)
oaMp

2=l 20—1
Let us define a function h(w;) = w;” — w;” . The value of h(w;) is the same

across all the players at equilibrium. For all w; > 0, h(w;) is a strictly concave
function. So it can take the same value at at most two different values of w;. So all
w; s can take at most two different values. Let w; = v; for m (such that 1 < m < N)
players, and w; = v, for the remaining N-m players. Let v; > v,, without any loss
of generality. h(w;) is maximized at o; = £ So v, < = <.

At equilibrium, each player’s profit must be nonnegative. The profit for each

player i such that w; = v, is given by Mpw; — Cx;. But x; = %wi(l — ;). So the
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condition on nonnegativity of profit simplifies to v, > %1 Therefore,

£ > v, > =1 which can be true only if « < 1. This leads to a contradiction. So
we have proved that for a symmetric N-player game, there exists no asymmetric
equilibrium such that all players have a nonzero frequency and excess seating

capacity. O

Theorem 6.3 In a symmetric N-player game, there exists some nmin, such that for
. . . . N
any integer n with max(2, nyin) < n < min (N — 1,“—f1) there exist exactly (n >

asymmetric equilibria such that exactly n players have nonzero frequency and all
players with nonzero frequency have excess seating capacity. There exists at least
one such integer for N > -%5. The frequency of each player with nonzero fre-
oMp n—1

C

quency equals =z-"+.

Proof Please refer to the detailed proof of Theorem A.7 in the Appendix. O

From here onward, we will denote each such equilibrium as an n-symmetric
equilibrium of an N-player game.

Theorem 6.4 Among all equilibria with exactly n players (n < N) having nonzero
frequency, the total frequency is maximum for the symmetric equilibrium.

Proof Please refer to the detailed proof of Theorem A.8 in the Appendix. O

Theorem 6.5 There exists no equilibrium with exactly n players with nonzero

o
frequency such that n > —*5.

Proof As per Theorem 6.1, if n > _%;, there exists no equilibrium with all n
players having excess capacity. We have also proved that the number of players
without excess capacity can be at most one. So consider some equilibrium with one
player without excess capacity. Let the market share of that player be / and let the

equilibrium frequency of each of the remaining players be x,. Because of n > %

oa—1°
we get o > .. For nonnegative profit at equilibrium we require, %ﬁ > x.
From the FOC, we get x; :Mﬁ( 7@). Combining the two we get

C n—-1 n—1
1 > a1 —L=L). Thus,

ca< n—1 < n—1
o
n—1 “n+l-2 " n-15

(48)

For this to be true, we need n < 2, which is impossible. Therefore, we have

proved that there exists no equilibrium with exactly n players with nonzero fre-
o

quency such that n > %5 O

In this subsection, we proved that for an N-player symmetric game, if N < %,
then there exists a fully symmetric equilibrium where the equilibrium frequency of

. eyer - . aMp N— . . eyep .
each carrier at equilibrium is “T”NNQI and there exists no asymmetric equilibrium
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with all N players having a nonzero frequency. On the other hand, if N > _%;, then
there exists no equilibrium with all players having nonzero frequency. In either

. N . s .
case, there exist exactly (n ) n-symmetric equilibria for each integer n < N such

that max (2, ny;n) < n < min (N - 1,&) for some ny;, > 0. Additionally, there
may be asymmetric equilibria such that each asymmetric equilibrium has exactly
one player with 100 % load factor, n — 1 more players with nonzero frequency and
excess seating capacity and N — n players with zero frequency. We also proved that
there always exists at least one equilibrium for an N-player symmetric game. The
aforementioned types of equilibria are exhaustive, that is, there exist no other types
of equilibria. As before, we realize that all the equilibria except for those where all
players have a nonzero frequency and excess capacity are suspect in terms of their
portrayal of reality. So the fully symmetric equilibrium appears to be the most
realistic one. In addition, the fully symmetric equilibrium is also the worst-case
equilibrium in the sense that it is the equilibrium which has the maximum total
frequency, as will be apparent in the next section.

We proved that for some n’ < N, if there exists no symmetric equilibrium for
any n > n/, then there exists no asymmetric equilibrium for any n > n’ either. We
also proved that for any given n, the total frequency at each asymmetric equilibrium
having n nonzero frequency players is, at most, equal to the total frequency at the
corresponding n-symmetric equilibrium. These results will help us obtain the price
of anarchy in the next subsection.

6.2 Price of Anarchy

In any equilibrium, the total revenue earned by all carriers remains equal to Mp. The
total flight operating cost to all carriers is given by vazl (Cx;))=C va:l x;. On the
other hand, if there were a central controller trying to minimize total operating cost,
the minimum number of flights for carrying all the passengers would be equal to %
and the total operating cost would be % Similar to the notion introduced by
Koutsoupias and Papadimitriou [23], let us define the price of anarchy as the ratio
of total operating cost at Nash equilibrium to the total operating cost under the
optimal frequency. The denominator is a constant and the numerator is proportional
to the total number of flights. Please note that the way we have defined price of
anarchy, the denominator does not refer to a situation that is likely to be favored by
the passengers. In particular, passenger welfare is not accounted for in our
expression in the denominator. In fact, similar to the rest of the analysis, the
optimization is performed from the perspective of the airlines alone. The denomi-
nator represents a situation where congestion is minimized (while ensuring that all
passengers are carried), the total profitability of the airlines is maximized, and the
total cost of carrying the passengers is also minimized. Thus, our measure of price
of anarchy compares the worst-case Nash equilibrium to this congestion minimizing
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(total profitability maximizing, and total passenger carrying cost minimizing)
solution.

A large proportion of airport delays are caused by congestion. Congestion
related delay at an airport is an (often nonlinearly) increasing function of the total
number of flights. Therefore, the greater the total number of flights, the greater is the
delay. Total profit earned by all the airlines in a market is also a decreasing function
of the total frequency. Also, because the total number of passengers remains
constant, the average load factor in a market is inversely proportional to the total
frequency. Lower load factors mean more wastage of seating capacity. Thus total
frequency is a good measure of airline profitability, total operating cost, airport
congestion, and load factors. Higher total frequency across all carriers in a market
means lower profitability, more cost, more congestion, and lower average load
factor, assuming constant aircraft size. The greater the price of anarchy, the greater
is the inefficiency introduced by the competitive behavior of players at equilibrium.

Theorem 6.6 In a symmetric N-player game, the price of anarchy is given by

“‘és" L, where n is the largest integer not exceeding min(N,-%;).

Proof As per Theorem 6.3, a symmetric N-player game has men(N’“Txl) (N>

max (2,Nmin) n

equilibria (for some ny;, > 0), such that each equilibrium has a set of exactly n

aMp n—1

players each with frequency =z 1 and excess capacity, whereas remaining N — n

players have zero frequency. Also, for any n < mln(N7 r“l), there may exist
equilibria with exactly n players having nonzero frequency and one of them not
having any excess capacity at equilibrium. However, the frequency under any
equilibrium with exactly n players having nonzero frequency is at most equal to the
corresponding n-symmetric equilibrium. In any equilibrium having n players with
nonzero frequency and excess capacity, the total flight operating cost is given by
chpu which is an increasing function of n. The total cost under minimum cost

scheduling would be €. Therefore, the ratio of total cost under equilibrium to total

cost under minimum cost schedulmg is 2= S” L, which is an increasing function of n.

Also no equilibrium exists forn > % Therefore the price of anarchy is given by

apS n—1
C

, where n is the greatest integer less than or equal to min (N %1) O
This expression has several important implications. The greater the o value, the
greater is the price of anarchy. This means that as the market share-frequency share
relationship becomes more and more curved, and goes away from the straight line,
the price of anarchy is greater. So the S-curve phenomenon has a direct impact on
airline profitability and airport congestion. Also, the greater the fare compared to
the operating cost per seat (i.e., the greater is the value of I’S) the greater is the price
of anarchy. In other words, for short-haul (low C), high-fare (high p) markets the
price of anarchy is greater. Finally, as the number of competitors increases the price
of anarchy increases (up to a threshold value beyond which it remains constant).
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The equilibrium results from this simple model help substantiate some of the
claims mentioned earlier. The price of anarchy increases because of the S-shaped
(rather than linear) market share—frequency share relationship. Therefore, similar to
the suggestions by Button and Drexler [16] and O’Connor [25], the S-curve rela-
tionship tends to encourage airlines to provide excess capacity and schedule greater
numbers of flights. The total profitability of all the carriers in a market under the
worst-case equilibrium provides a lower bound on airline profitability under
competition. This lower bound is an increasing function of the price of anarchy,
which in turn increases with the number of competitors. Therefore, similar to
Kahn’s [22] argument, this raises the question of whether the objectives of a
financially strong and highly competitive airline industry are inherently conflicting.
In addition, these results also establish the link between airport congestion and
airline competition. Airport congestion under the worst-case equilibrium is directly
proportional to the price of anarchy. So the greater the number of competitors and
the greater the curvature of the market share-frequency share relationship, the
greater are airport congestion and delays.

7 Summary

In this chapter, we modeled airline frequency competition based on the S-curve
relationship which has been well documented in the airline literature. Regardless of
the exact value of the o parameter, it is usually agreed that market share is an
increasing (linear or S-shaped) function of frequency share. Our model is general
enough to accommodate both a linear and an S-shaped market share—frequency
share relationship. We characterize the best response curves for each player in a
multiplayer game. Due to the complicated shape of best response curves, we proved
that there exist anywhere between O and 6 different equilibria depending on the
exact parameter values, for a two-player game. All the existence and uniqueness
conditions can be completely described by three unitless parameters in addition to o
of the two-player game. Only one out of the six possible equilibria seemed rea-
sonable in portraying reality. This equilibrium corresponds to both players having
nonzero frequency and less than 100 % load factors. In order to narrow down the
modeling effort, realistic ranges of parameter values were identified based on real-
world data that come closest to the simplified models analyzed in this chapter. We
proposed two different myopic learning algorithms for the two-player game and
proved that under mild conditions, either of them converges to Nash equilibrium.
For the N-player (for any integer N > 2) game with identical players, we charac-
terized the entire set of possible equilibria and proved that at least one equilibrium
always exists for any such game. The worst-case equilibrium was identified. The
price of anarchy was found to be an increasing function of the number of competing
airlines, the ratio of fare to operating cost per seat, and the curvature of the S-curve
relationship.



204 V. Vaze and C. Barnhart

In this chapter, we presented two central results related to the impact of com-
petition on airport congestion and airline profitability. First, there are simple myopic
learning rules under which less than perfectly rational players would converge to an
equilibrium. This substantiates the predictive power of the Nash equilibrium con-
cept. Second, the S-curve relationship between market share and frequency share
has direct and adverse implications to airline profitability and airport congestion, as
speculated in multiple previous studies. Thus, airline frequency competition has a
profound effect on airline profitability and airport congestion, which in turn has
important implications for aviation safety.

Note that, in this chapter, we have assumed flight frequency to be the main
decision variable under consideration when analyzing airline competition, owing to
the direct connection of frequency decisions with congestion and delays, which is
the main focus of this chapter. However, other decisions including fares, aircraft
sizes and network structures affect, and are affected by, frequency decisions. Net-
work structures and fleet planning decisions are typically made before making
frequency decisions, while fleet assignment and fare decisions are typically made
after making frequency decisions. Thus, the decisions about network structures
(e.g., hub locations) and fleet planning serve as inputs to the frequency planning
process. For example, the existence of a hub at the origin and/or destination of a
flight leg clearly affects the leg passenger demand; and available fleet types affect
the seating capacities and operating costs, which are input parameters to our
models. On the other hand, fares and fleet assignment decisions, which are made at
a later stage of airline planning, need to account for the frequency decisions.
A promising future research direction is to analyze the impacts of airline compe-
tition with an augmented set of decision variables that account for the interrela-
tionship between frequency decisions and airline decisions at other stages of the
planning process.

Finally, note that this analysis does not explicitly quantify the net effect of
frequency competition on passenger welfare. While frequency competition has
resulted in the availability of more options to travel, it has also resulted in higher
delays and disruptions to passengers. Explicit modeling and evaluation of costs and
benefits of airline frequency competition to the passengers is beyond the scope of
this chapter and can serve as a useful next step.

Acknowledgments We thank Professor Asuman Ozdaglar from the Department of Electrical
Engineering and Computer Science at the Massachusetts Institute of Technology for her valuable
comments and guidance during this research and while writing this chapter.

A.1 Appendix

Theorem A.1 A type BC equilibrium exists if and only if the following three
conditions are true
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C] Sl a1

Zo<(a=1) " 49
PR < (a—1) (49)
k* 1 1 1 G
— — 50
1+k°‘<fx’l+k“<ocp2S2 ( )
1C 1
L > ; (51)

&plSl - 14 (&)%—1
S

where k = zpl and if it exists then it is a unique type BC equilibrium (Same as
Theorem 5.5 in the main text).

Proof In type BC equilibrium, x* > 0, y* > 0, p; < Six, o2 =Sy, and
IT, = IT}. So I, is twice continuously differentiable at (x*,y*). For local maxima

of I, at (x*,y*), we need IT, = IT) and 2 < 0. A type BC equilibrium then exists

if and only if there exists (x, y) such that ‘ =0, IT, = I15, aanzl <0, anz <0,
H/ >0, and M x,’iy < Syx. The first two COIldlthl’lS translate into
o—1, 0
C
Xy = 1 ( 52)
(x4 y%) oMp,
and
V S>
== 53
o (53)
Solving Eqgs. (52) and (53) simultaneously, we get
1
MCy \*7 12
=——— Z 54
= (h) (54)

CEOSCOE

The nonnegativity condition on airline 1’s profit implies that Mp, )ﬁyw > Cyx.
Substituting Eqgs. (54) and (55), we get ’

y52 1
P2 56
M ~— a (56)
The LHS of Eq. (55) is a strictly increasing function of y for % < % Therefore,
there exists some y that satisfies Eq. (55) and inequality (56) if and only if
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OO

i.e., if and only if

C] S1 a1
— = < (x—=1)~ 58
oSS, Sl (58)

and if it exists, then it is unique. Therefore, if a type BC equilibrium exists, then it
must be a unique type BC equilibrium. Simplifying the second-order condition
(SOC) and substituting Eqgs. (54) and (55), we get

ySQ < o+ 1

M — 2a

(59)

Therefore, inequality (56) makes SOC redundant. First-order condition (FOC)
on IT,(y) simplifies to

G (60)
y Cip2
Substituting Egs. (54) and (55), we get
y52 k*
— 1
M Tk (61)

Therefore, there exists a y that satisfies Eq. (55), inequality (56), and inequality
(61) if and only if the following three inequalities are satisfied.

k* 1

< - 62
1+k  « (62)

c \& BONT (ke \T ISR

> - — which is equivalentto —— < —

ap1S 1+ k* 1+ k* 1+ k* o
(63)

1 1 G

— < - 64
1+ k* apaSs ( )

Finally, the last condition, i.e., the condition that the seating capacity cannot be
exceeded by the number of passengers for airline 1, simplifies to
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< — 65
yozfl — S2 ( )
Substituting Eq. (54), we get
AAY C
— > 66
M = opiS (66)
Combining with inequality (56), we get
1 S C
> P2 (67)

&_ﬁ_ oap1Si

Therefore, there exists some y that satisfies Eq. (55), inequality (56), and
inequality (66) if and only if

O\ G\ [/ T 1C 1
e) = ) "Gs) s e @
ap1S ap1S) ap1Sy ap1S) 1+ (&)ﬁ
Sy
Therefore, type BC equilibrium exists if and only if conditions (45), (50), (51),
and (55) are satisfied. U

Theorem A.2 As long as the competitor frequency for each carrier remains in
region B, regardless of the starting point: (a) the myopic best response algorithm
will reach some point in interval I in a finite number of iterations, (b) once inside
interval I, it will never leave the interval (Same as Theorem 5.7 in the main text).

Proof Letus denote the frequency decisions of the two carriers after the /™ iteration by
x; and y; respectively. At the beginning of the algorithm the frequency values are
arbitrarily chosen to bex and . Ifi > Oisodd, then x' = xgr(y""!) and y' = y'~ L. If
i > 0is even, then y' = ygr(x'~!) and x' = x'~!. Therefore, for all i > 2, x; is a best
response to some y and )’ is a best response to some x. Best response curve xgg () in

region B has aunique maximumaty = “Mp L with xgr (“fg 1) = ”‘fgj L. By symmetry, the

. oaMp,
best response curve ypgr(x) in region B has a unique maximum at x = &

VBR (“4{‘22) - “Mp? .k < 1implies that pr 2 < “ﬁp L Therefore, y' < Mpz = yyp forall

i>2. a’a‘f“ > O for y < “Mpl Therefore, for all odd i >3, x' =xgr(y'"!)
< xR (Vub) = Xub- So for allz 2 3,9 < yup, and X' < xgp.
Let us now prove that the type BB equilibrium point (xeq, yeq) is contained inside

M
“4Cp22 = yw. Fork < 1,

with

interval I. yeq is a best response (0 Xeq. Therefore, yeq <
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_ aMp, 4k*! . @Mp;

- 69
4TAG (1+k)? T 4G )
and
aMp, 4kt oM,
Yeq = & 2 < L (70)
4C, (1 + k“) 4C,
ag—By > 0 for all yeq <y < yub. As a result,
Xeq = XBR (Veq) < XBR(Yub) = Xub (71)
e < 0 for all xeq < X < Xup- As a result,
Yeq = VBR (xeq) > yBR(xub) = Jib <72>
ag% > 0 for all yip <y < yeq- As a result,
Xeq = XBR (Yeq) = XBR (VIb) = Xy (73)

Thus, we have proved that xj, < Xeq < Xup, and ypp < Yeq < yub, that is, the type
BB equilibrium is contained inside interval 1.

Because of existence of a unique type BB equilibrium, the best response curves
intersect each other at exactly one point denoted by (Xeq,Yeq). Further, for all
X < Xeq and for all y < yeq, the ygr curve is above the xgr curve and xgr curve is to
the right of ygr curve. Also, for all y < yeq, Xgr(Y¥) < Xeq. Therefore, for all X< Xeqs
if i is odd then X = xi, y' <y <y, and if i is even then &' < X' < xgq,
y*1 =y So in each iteration, either x’ or y' keeps strictly increasing until y' > yeq.
(Note that the two curves, xgr (y) and ygr (x), never get asymptotically close to each
other. So step sizes in each iteration can be easily shown to be lower bounded by a
positive number). In the very next iteration, x'*!'=xpr()’) > xeq and
Y =y > yeq. Thus xp < Xeq < X1 < xyp and iy < Yeq < ¥+ < yup. Thus we
have proved part (a) of the theorem.

We have already proved that at the end of any iteration i > 2, x' < x,, and
¥ < yu. So for all i such that xy, < x* < xy, and yi, < ¥’ < yyp, all that remains to
be proved is that xp < x'*t! and yy, < y**!. We first consider the case where i is
+1 =y Because a)é% > 0fory < “fép]‘ and yup < “Af/gjl, therefore a)é% >0
for all y such that y, <y < yu. Therefore,

even. y

Yib <V < yup = xp = xgr (V) < xpr(Y) =2 < xpr (Yub) = Xub (74)

Therefore, xjp < X' < xyp and yp, < Y+ < yyp.
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Now consider the case where i is odd, that is, x¥t!' = x. For all ¥ such that
Xeq < X < Xyps a’(ﬁ% < 0. Therefore, yi, = ypr (Xur) < yer(*) = y'*1. On the other
hand, for all X' <xe, ) < otiVITpl]’ v = ypr(¥) > y' > yp. Therefore, if
xip < x' < xup, then yp < ¥+, Thus we have proved that x;, < x*! < xy, and
yiy < ¥ <y, if i is odd. Therefore, for any i such that (x',y’) is in interval I,
(x*t1 y*1) is also in interval I. We have proved part (b) of the theorem. O

Theorem A.3 Fora = 1.5, the absolute value of slope of each of the best response
curves inside interval I is less than 1 in the X — Y coordinates (Same as Theorem 5.8
in the main text).

aYBR

Proof We will first prove that at x = xyp, | | <1.
0Yr (X Y 1-%
WorX) __, Y — (75)
0X X(a+1)g—(a—1)

The denominator of the right-hand side (RHS) is always positive, due to the

SOCs. At x = xyp, x > ypr(x), and hence =25~ aYBR < 0. For o = 1.5, solving for the
point where BY%LX(X) = —1 leads to a unique solutlon denoted by (x_1,y_1), where
9 Mp, 23 9 Mp,
1 ==—=—=and =323 22 76
T 32 G (76)
Because x,p = xBR( éfg’ ) we get
4 [4cC 3 /4 4c 03
T 2Xub +2 2Xub + 2Xub (77)
k 1.5Mp, 1.5Mp, 1.5Mp,
Define
4Cox \ > [4C 4C 03
f(x) _ 2Xub +2 2Xub + 2Xub (78)
1.5Mp, 1.5Mp, 1.5Mp,

f(x) is a strictly increasing function of x for x > ISM”z. Flp) = k,
S(x_1) = 6.96. f(xu) < f(x_1) if and only if & > 0.575 (approx1mately) which is
always satisfied because one of the necessary conditions for the existence of type
BB equilibrium requires that k > (x — l)é: 0.5% > 0.575. Therefore, xu, < x_i.

Thus, we have proved that at x = xy,, —1 < aYBR( ) <. Also, for x > “f:g”“,

agﬂ < 0, therefore y_1 = ygr(¥—1) < ygr(%u») = Y. Next, we will obtain the

coordinates of the point (which turns out to be unique) such that M =1, and
prove that the y-coordinate at this point is less than yy,. The cond1t10n

Apr(Y) _ X -1
e =1. 5

Y ST (15-1) — 1 can be simplified to obtain
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1.5M 1.5M
X 0.2029Tpl, and y~0.1091 21

1 1

(79)

Because k > (¢ — 1)*=0.5% > 0.5819, we get Cl? > LIS g5 we get

0.1091 ISMP = <y 1 < V. SO the y-coordinate of the point at which aXBR( ) — 1is

axBR( ) <1 for the

less than yy,. Because a*BR > 0 throughout interval I, 0 <
xpr(Y) curve at y = yy,.

Now let us obtain the coordinates of the point (which turns out to be unique) such
that —25=- aYBR X) = 1and prove that the x-coordinate of this point is less than xj,. Solving for

W%LX() =1 we get y =~ 0.2029 I‘SCA;IPZ, and x ~ 0.1091 % In order to prove that

0.1091 %ﬂfpz < xi = xgr(y) it is sufficient to prove that the y-coordinate of the
1.5Mp,
(@)

is less than

point on the lower part of xgr(y) curve at which x = 0.1091

yo1 = 392 Aépz This is easy to prove because fory < “ivép‘, the xgr (y) curve lies below
y = x line. Therefore, the y-coordinate corresponding to x = 0.1091 L SMP 2is less than

0.1091 4 SMPZ which is less than 392 Ag’” Therefore, at x = xyp, % < 1. So far we
éYBR( )

< Oatx = xyp andaYL()

have proved that —1 < < 1 at x = xpp. Therefore,

1< aYBR( )

0< aXBR( ) <1l at y=yp and 0< axBR( L <1 at y=yw. Therefore,
GVBR( )

< 1 for all x such that xj < x < xyp. Also we have proved that

-1 < < 1 for all y such that y, <y < Yub- Therefore for oo = 1.5, the
absolute value of slope of each of the best response curves inside interval / is less than
1 in the X — Y coordinates. 0

Theorem A.4 For o = 1, the absolute value of slope of each of the best response
curves inside interval I is less than 1 in the X — Y coordinates (Same as Theorem
5.9 in the main text).

Proof For o = 1, the X — Y coordinate system is the same as the x — y coordinate

system. We will first prove that at x = xy, aYBR ‘ <1. For a=1,
ay“aF;(m =-1(1-% > —1 We know that at x = xu;,,aYBR X) < 0. Therefore at
X = Xup, aYBR(X ‘ < 1. Next, we will obtain the coordinates of the point (which turns
out to be unique) such that 6XBR( ) — 1 and prove that the y-coordinate at this point is
less than yy,. Solving for a“‘aLy() = % (% — 1) =1, we get

3Mp, Mp,

y= (80)

~16C, 16C,
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For x > Y2 e have aY%‘}(X) < 0 and for y < Y2 we have aXBR( ) >0 Also

i, i,
_ Mp Mp _ Mp Mp _
Yub =3¢ < 3¢ S0 Xup = xpr(Yub) < XBR <4c1) =7 So we get yi, = yBR

(xup) > yBR< ) As per the FOCs,

(T_go :&@YBR<%) Mpy (2\/_—1) (81)

2 M, 4C 4C
(yBR (Tg:) + M4—g;) P2 1 !
Mp, Mpl ( Mp,
2k — 1) > 82
Vb _yBR<4C > 4C, \/_ 16C, ( )
because £ > 0.4. Therefore, the y-coordinate of the point where a"%“y(y ) — 1 is less

than yy.
Now, let us obtain the coordinates of the point (which turns out to be unique)

such that BYBR( PorX) _ | and prove that the x-coordinate of this point is less than xjp.
Solving for BY%LX(X) =1, we get

Mp, dy — 3Mp,

— = 33
16C, Y T Tec, (83)
Because Tgl > yp > %C , and axBR( ) > 0 for y < 4c , we get
M, 3M, M,
Xy = XBR(ylb) > XBR 16?[) = 16511 > 16%22 (84)

The last inequality in (84) holds because k < 1. Therefore, the x-coordinate at the

Wr(X) _ | is less than Xip- Thus we have proved that —1 < aYBR( ) <0

point where —%%
oYpr(X)
X

GYL() < 1forall x such that

aXBR ( Y)

< 1 at x = xpp. Therefore, —1 <
GXBR(Y)

at x = xyp and

X < x < Xgp- Also we have proved that 0 <
aXBR( )

<laty=ypand0 <

aty = yup. Therefore, —1 < < 1forally such that yi, <y < yup. Therefore
for o = 1, the absolute value of slope of each of the best response curves inside
interval [ is less than 1 in the X — Y coordinates. O

Theorem A.5 [f the absolute value of slope of each of the best response curves is
less than 1 in interval I, then as long as the competitor frequency for each carrier
remains in region B, regardless of the starting point, the myopic best response
algorithm converges to the unique type BB equilibrium (Same as Theorem 5.10 in
the main text).

Proof We have assumed that the absolute value of slope of each of the best
response curves is less than 1 in interval /. Also we have proved that as long as the
competitor frequency for each carrier remains in region B, regardless of the starting
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point the myopic best response algorithm will reach some point in interval [ in a
finite number of iterations and once inside interval I, it will never leave the interval.

Let (Xeq, Yeq) be the type BB equilibrium point in the X — Y coordinate system. We

define a sequence L(i) as follows:

L[ X = Xeq| ifiis odd
L= { Y — Yo ifiis even (85)

Let us consider any iteration i after the algorithm has reached inside the interval
1. We will prove that once inside interval I, L(i) is strictly decreasing. Let us first

consider the case where i is odd. L(i) = |X' — Xeq|. In the (i+ 1)™ iteration,
X value remains unchanged. Only the Y value changes from Y’ to Y1,

5 (”B“ e

.dX‘ X Lax| = X = X = L(

LG+ 1) = [Y*' = Yeo| = [Yar (X7) — Yar(Xeq)| =

aYBR (86)

< \x,

We have proved that once inside interval I, L(7) is strictly decreasing for odd
values of i. By symmetry, the same is true for even values of i. Moreover, L(i) = 0
if and only if X = X.q and Y = Yq. Therefore, L(i) is a decreasing sequence which
is bounded below. So it converges to the unique type BB equilibrium point. [

Theorem A.6 In an N-player symmetric game, a symmetric equilibrium with
excess seating capacity exists at x; = “Mp N Nl for all i if and only if N < S and if it
exists, then it is the unique symmetrzc equzllbrmm (Same as Theorem 6.1 in the
main text).

Proof The utility of each carrier i is given by

ol
? C
ui(xi,y;) =M 1)_1 ~ ==X (87)
Xi Y P

j=
the FOCs, we get

1/a
where y; = (ZN |t x;’) is the effective competitor frequency for player i. From

aMp;  xiy?

88
Ci (xf +7)’ )

Xi =

In the symmetric game, g—’ is the same for every player i. Let it be denoted as %. In
general, this symmetric game may have both symmetric and asymmetric equilibria.
In a symmetric equilibrium, x; = x, = ... = xy. Assume excess seating capacity
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for each carrier. Substituting in the FOCs we get y; = (N — 1)1/ *x;. Therefore,
X = %% for all i is the unique solution. Therefore, we have proved that if an
equilibrium exists at this point, then it must be the unique symmetric equilibrium of
this game. In order to prove that this point is an equilibrium point, we need to prove
that the SOC is satisfied, the profit at this point is nonnegative and seating capacity

is at least as much as the demand for each carrier. The SOC is satisfied if and only if

U Moty 20
L= L —1)y* — D) <0&e N < 89
axlz (_X;x +yl“)3 ((OC )yz (a + )'xz ) — - o — 1 ( )
The condition of nonnegativity of profit is satisfied if and only if
aMpN — 1 Mp
— C<—&N<L 90
Cc N? - N T oa—1 (%0)
The condition of excess seating capacity is satisfied if and only if
aMp N — 1 M a2
— §>—eN>—F~ 91
C N2 - N - g(l%s —1 ( )

which is always true for oc%s > 2. Thus the symmetric equilibrium exists if and

only if N < . O
Theorem A.7 In a symmetric N-player game, there exists some nyi, such that for

To—1

any integer n with max(2, nwin) < n < min(N — 1,-%;) there exist exactly <nN>

asymmetric equilibria such that exactly n players have nonzero frequency and all
players with nonzero frequency have excess seating capacity. There exists at least

one such integer for N > *5. The frequency of each player with nonzero fre-
quency equals %"ﬂ%l (Same as Theorem 6.3 in the main text).

Proof Let us denote this game as G. Consider any equilibrium having exactly n
players with nonzero frequency. Let us rearrange the player indices such that
players i = 1 to i = n have nonzero frequencies. Let us consider a new game which
involves only the first n players. We will denote this new game as G'. An equi-
librium of G where only the first n players have a nonzero frequency is also an
equilibrium for the game G’ where all players have nonzero frequency. As we have
already proved, the equilibrium frequencies of each of the first n players must be
equal to %”n;zl This ensures that any of the first n players will not benefit from
unilateral deviations from this equilibrium profile. In order to ensure that none of
the remaining N — n players has an incentive to deviate, we must ensure that the
effective competitor frequency for any player j such that j > n must be at least
equal to yg. This condition is satisfied if and only if
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> (- 1) (92)

ie.,

a=1
S G (93)
o

LHS of inequality (93) is an increasing function of nforn < -%;. Also the RHS is

a decreasing function of « (this can be verified by differentiating the log of RHS with

respect to o). Also it can be easily verified that at n = _%;, the inequality holds for

every «. Therefore, for any given o value, there exists some 7y, > 0 such that this

inequality is satisfied for all n € [nmin,7%;]. As per Theorem 6.1, the condition for

existence of an equilibrium with all players having nonzero frequency in game G’ is
n< a—fl

So all the conditions for an equilibrium of game G are satisfied if

max (2, nmin) < n < min(N — 1,-%;). Therefore, any equilibrium of game G’ where

all players have nonzero frequency is also an equilibrium of game G where all the

remaining players have zero frequency and vice versa. The players in game G’ can be

chosen in <]:) ways. Therefore, we have proved that in a symmetric N-player
game, for any integer n such that max (2, nyin) < n < min(N — 1,.%;), there exist

exactly <izv) asymmetric equilibria such that exactly n players have nonzero fre-

quency. To show that there exists at least one such integer n, consider two cases. If
o > 1.5, then itis easy to verify that the inequality (93) is always satisfied forn = 2.

If o < 1.5, then we see that (93) is satisfied by n = —15 = -2; — 1. In either case,
2% > 2is always satisfied. So there always exists some such n. The frequency of
each player with nonzero frequency equals %”ﬂ%l O

Theorem A.8 Among all equilibria with exactly n players (n < N) having non-
zero frequency, the total frequency is maximum for the symmetric equilibrium
(Same as Theorem 6.4 in the main text).

Proof As per Theorem 6.2, any possible asymmetric equilibria with exactly n
players having nonzero frequency must involve at least one player without excess
seating capacity. Let player i be such a player with nonzero frequency and without
excess seating capacity at equilibrium. So the effective competitor frequency y must
be less than y., and

M C M
i =—(1—— — 4
X; > Xer S ( ocpS) > 25 (9 )
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Therefore, each such player must carry at least % passengers. Therefore, at
equilibrium there can be at most one such player. So each of the remaining n —1
players has excess capacity. Using the same argument as the one used in proving
Theorem 6.2, we can prove that each player with nonzero frequency and excess
capacity will have equal frequency at equilibrium. Let us denote the equilibrium
frequency of the sole player without excess capacity by x; and that of each of the
remaining players as x,. We will denote the equilibrium market share of the player
without excess capacity as /. Therefore, the total frequency under the asymmetric
equilibrium equals,

aMp  (n— 1)x3 x5 M xf
—1 - - M x5
oo oy e prae ) (L g s e Rl prgmay § g
oaMp 1-1 M
“2Pa-pn(1- ey
c )< n—1>+S
(95)

Let us assume that there exists an asymmetric equilibrium where the total fre-
quency is greater than that under the corresponding n-symmetric equilibrium, which

equals %”—;1 This condition translates into
oaMp 1-1 M oMpn — 1
— 1 -1 -— —l > — 96
Fu-n(1-1=g) vy 2

which further simplifies to
nl(5—n-2I) > 2 (97)

But we know that n€I*, n>2 and [ > 4. So 5—n—2/> 0 only if
n<5—-2l<4.Son=2orn=3. For n =2, the conditions for existence of type
BC equilibrium in the two-player symmetric case require «_gs < 2, which contra-

dicts our assumption. For n = 3, we need some [ such that
32 -31+1<0 (98)
which is true if and only if
3(1—0.5)* 4025 <0 (99)
which is also impossible. Thus our assumption leads to a contradiction. So we

have proved that among all equilibria with exactly n players (n < N) having nonzero
frequency, the total frequency is maximum for the symmetric equilibrium. O
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A Simulation Game Application

for Improving the United States’ Next
Generation Air Transportation System
NextGen

Ersin Ancel and Adrian Gheorghe

Abstract Societies around the world depend on the proper functioning of various
infrastructures. However, changes in technology, societal needs/expectations,
political shifts, and environmental concerns cause infrastructure systems to under-
perform (i.e., congestion, energy shortage, air transportation delays, etc.). In order to
accurately plan the next generation infrastructure systems, understanding the inter-
actions between technical, political, and economic factors as well as stakeholders are
of paramount importance. The current research pursued the development and
deployment of a simulation game which aimed to serve as a venue to generate and
evaluate data for next generation infrastructure development efforts. The problem
domain was selected as the Next Generation Air Transportation System (NextGen)
transition environment. The complex and stakeholder-rich environment of NextGen
provided an accurate test-bed for the sociotechnical system transformation, high-
lighting the interaction of variables like system capacity, safety, public demand, and
stakeholder behavior with diverging agendas under various world scenarios.

Keywords Serious gaming - Game theoretic - Infrastructure planning - Expert
elicitation - Air transportation

1 Introduction

1.1 Future of Critical Infrastructures

Infrastructures are defined as facilities and systems that have strong links to eco-
nomic development and public sector involvement. They provide the underpinnings
of the nation’s defense, a strong economy, and health and safety. Following the
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9/11 terrorist attacks, the term “critical infrastructure” became of interest with
seemingly similar definition to that of infrastructures. Critical infrastructures are
“national infrastructures [...] so vital that their incapacity or destruction would have
a debilitating impact on the defense or economic security of the United States™ [43].
Infrastructures like energy, banking/finance, transportation, water, emergency ser-
vices, government, health services, food/agriculture, telecommunications informa-
tion networks, national monument icons among others are considered critical for
various criteria such as national defense, economic security, public health and
safety as well as national morale. Today’s critical infrastructures are large-scale
systems comprised of several elements and forces, involving various stakeholders,
technologies, policies, and social factors [14, 28]. Since infrastructures involve both
social (people, rules, regulations, etc.) and technical components (roads, bridges,
power stations, etc.), they are also referred as sociotechnical systems [3].

In recent years, various infrastructures started to undergo a series of structural
changes in order to respond to increased performability, sustainability, and envi-
ronmental efficiency demands [6]. However, modernization of these infrastructures
is being held back for reasons besides economics [15]. Because infrastructures like
power, transportation, and communication contain multidimensional complexity
and are essentially stable, transforming the existing systems to more efficient
alternatives is challenging [41]. The planning and implementation phases of such
infrastructure transitions require close monitoring of performance parameters like
safety, efficiency, and sustainability. Ensuring that infrastructure transition reveals a
safer and more sustainable system has become a major challenge for society [10,
26]. The design requirements in infrastructure systems are dynamically affected by
the presence of various competitive stakeholders, shifts in public perceptions, and
changes in the political environment. The issues associated with the infrastructure
transition prohibit the use of traditional professional knowledge which often pro-
vides a narrow, technical rationality. The problem solving strategies provided by
the mathematics and physics alone are too limited in scope and do disregard the
presence of competing frameworks (actors, stakeholders, etc.) [25].

1.2 Simulation Gaming to Assist Infrastructure Transitions

Due to the challenges highlighted in the previous section, the need to comprehend
infrastructures at the societal level and understand technical, political, and economic
factors’ interaction becomes more and more prominent [19]. Managing the com-
plexity and uncertainty associated with infrastructure systems requires understanding
and teaching the internal logic of the system [25]. However, teaching the dynamic
infrastructure behavior (whether the basics to students or the implications of new
policy measures to policy makers and strategists) is proven to be difficult [46].
Also, solely employing past strategies and historical data regarding previous
infrastructure systems are no longer adequate for next generation infrastructure
systems design because (1) previous systems evolved via incremental changes
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which lead them to be unsustainable (i.e., congestion, energy shortage, air trans-
portation delays, etc.), and (2) previous infrastructures were made to last and were
robust but also are resistant to change that can causes challenges [10, 14, 19].
Additionally, the increased presence of societal aspects in the sociotechnical system
structure causes complications in understanding and foreseeing solutions. The
evolutionary nature of infrastructure systems and the ever-changing societal
dynamics make every problem essentially unique, rendering historical data some-
how ineffective [5, 21, 40].

The research presented in this chapter concentrates on the development and the
execution of a simulation gaming application to assist the infrastructure transition
process. Besides employing historical data, the insight obtained from a well planned
and executed simulation gaming could potentially assist the infrastructure planning
and transition process. The complex stakeholder interactions as well as counter-
intuitive behavior of social systems (e.g., policy resistance) could be identified via
simulation games. Consequently, the simulation gaming approach could benefit the
policy makers and strategists to be more involved with the dynamic infrastructure
transition behavior, yielding to more informed decision-making processes [25, 46].
The feasibility of such an application is investigated by developing a simulation
game representing the transition process of the current National Airspace System
(NAS) into the Next Generation Air Transportation System (NextGen) environ-
ment. The goal of the game is to identify stakeholder interactions and to simulate
the fluctuations in aviation safety during the NextGen transition process.

1.3 Simulation Gaming and Policy Gaming Overview

Over the last few decades, practitioners and management scholars increasingly criti-
cized the conventional strategy making methods, arguing that rapidly changing
environments require emerging and creative approaches. Serious gaming (simulation
game or gaming, used interchangeably within the text) discipline is found to be
increasingly useful within the mainstream strategy literature involved with former
strategy making approaches [16]. A definition of simulation gaming is given as a
representation of a set of key relationships and structure elements of a particular issue
or a problem environment, where the behavior of actors and the effects of their decision
are a direct result of the rules guiding the interaction between these actors [47].

Serious gaming is an activity where two or more independent decision makers
seek to achieve their objectives within a limited context: “The participants (or the
players) of the game perform a set of activities in an attempt to achieve goals in a
limiting context consisting of constraints and of definitions of contingencies [18].”
The common point on each simulation game is that reality is simulated through the
interaction of role players using nonformal symbols as well as formal, computerized
submodels when necessary. This approach allows the group of participants to create
and analyze future worlds they are willing to explore [48].
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Simulation games have many different forms and aim to provide insights for
various goals. This chapter is focused on the policy gaming exercises which can
carry various objectives like understanding system complexity, improving com-
munication, promoting individual and collective learning, creating consensus
among players, and motivating participants to enhance their creativity or collabo-
ration. The policy gaming exercises allow the exploration of complex interaction of
social aspects among participants [4, 8, 16].

2 Research Design and Game Setup

As previously discussed, this chapter presents the development of a simulation
gaming exercise for an infrastructure transformation problem. The history of
infrastructure development shows that the majority of the challenges associated
with transitions are related to social aspects, rather than technology related issues.
The pressure from various stakeholders with different agendas renders the infra-
structure transition rather challenging. Meijer [29] argues that simulation gaming
helps researchers study trust and cheating within complex supply networks. This
feature of simulation gaming was also a key element in identifying hidden agendas
and negotiations among various NAS stakeholders. The simulation game is
designed to capture the components of an infrastructure transition process including
drivers for change (new technologies, congestion, decay, efficiency, and reliability,
changing needs, etc.), constraints (existing structure, cost, environmental, social,
and political impacts and externalities) as well as context (government intervention,
stakeholder actions, social factors, economic and political opportunities including
developing new standards and protocols) [19].

The proposed game consists of three phases: pre-gaming, gaming, and post-
gaming. The pre-gaming phase consists of collection of the gaming variables
depending on the modeled infrastructure or system. Such variables include sce-
narios, stakeholders and their interactions, and historical data regarding the system
and information on the parameter(s) upon which the success of the transition
process will be measured. The identification and selection of an appropriate sim-
ulation mechanism is also identified in this phase. Depending on the application, a
computer-based simulation can be used to evaluate risk or reliability of an infra-
structure system or keep track of generation capacity or throughput of a certain
utility. The game development phase is an iterative process where versions are often
tested by playing with several groups followed by fine-tuning.

The gaming phase includes the execution of the gaming exercise with the par-
ticipation of experts. The game usually starts with the presentation of the scenario to
the participants. Participants are asked to perform according to their predetermined
roles. Considering the new information they have been presented, participants are
asked to make collective decisions about the investigated parameters. The decisions
are taken as the input variables for the computer assisted simulation mechanism
where initial conditions for the next step are calculated in an iterative manner.
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The presence of participants (preferably experts or actual stakeholders of the
system) and their social values, norms, and beliefs provide the realistic input for the
social interaction and the decision-making process.

The post-gaming phase involves data collection and analysis which surfaced
during the gaming cycle. At this level, elicited data are arranged and presented back
to the participants for further analysis and feedback.

3 Problem Domain: Next Generation Air Transportation
System Safety

The infrastructure transformation problem presented in the previous section is
demonstrated by modeling the transition from the current airspace system into the
NextGen environment. The goal of the modeling effort is to demonstrate various
challenges of transformation of sociotechnical systems and to simulate the air
transportation system safety throughout the transition process. This section provides
an overview of the modeled NextGen characteristics followed by the game details,
of data requirements, game rules, scenarios, stakeholders, and their interactions.
Aside from the test runs, the game was played once by the SMEs representing the
stakeholders. The data collection mechanism and the results of the gaming exercise
were also presented in this section.

3.1 NextGen Overview

The United States” (NAS) is a vast, multilayered array of operations covering
virtually everything involving air transportation. With well over 800 million pas-
sengers, NAS requires input from more than 15,000 air traffic controllers to assist
590,000 pilots on board 239,000 aircraft that take off and land at 20,000 U.S.
airports. Within recent years, delays have heavily impacted passenger travel, and
they are forecasted to be even higher in the future as the demand for air trans-
portation is expected to increase [12, 44].

The NextGen consists of a system-wide upgrade of the current NAS. The Joint
Planning and Development Office (JPDO), which is a cooperative partnership
between public and private stakeholders, is charged with developing concepts,
architectures, roadmaps, and implementation plans for transforming the current NAS
into the NextGen [23]. The NextGen goals include flying an increased number of
passengers and cargo more safely, precisely, and efficiently, while using less fuel and
decreasing environmental impact [13]. During the next two decades, it is expected
that the system will provide two to three times the current air vehicle operations and
will be agile enough to accommodate a changing fleet that includes unmanned
aircraft systems (UASs), and space vehicles while maintaining a safe airspace [22].
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However, the complex nature of the NAS, combined with numerous operational
and management challenges, threatens the NextGen efforts. The reports from the
Office of the Inspector General (OIG) reveal that the Federal Aviation Administration
(FAA) is facing difficulties in developing a strategy to engage stakeholders, not to
mention managing and integrating multiple NextGen efforts [45]. Also, challenges
like multidimensional research and development along with complex software
development, workforce changes, mixed equipage, and policy issues need addressing.

3.2 Gaming Overview

The game is aimed to determine the NAS safety values during the transition process
by examining the chief safety related NextGen enablers and technologies against a
set of predetermined scenarios. The high-level overview of the NextGen transition
game is given in Fig. 1. During the pre-game phase, information regarding NextGen
environment components such as scenarios, realistic timelines, stakeholders, and
technologies are gathered via the literature review and expert opinion. The gaming
phase includes the iterative decision-making cycles and the dynamic calculation of
concerned variables (i.e., NAS safety value) at each time step (defined as one year)
using the risk simulation mechanism called Rapid Risk Assessment Model
(RRAM). The post-gaming phase includes data collection and analysis. The data
obtained from the gaming exercise include the behavior of the stakeholders, the
2010-2025 dynamic aviation risk values under varying scenarios and the ranking of
the NextGen enabler and technology alternatives.
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3.3 Pre-gaming Phase

3.3.1 Data Requirements

In order to setup the boundary conditions and support the decision-making process,
various data sources have been used throughout the game development. Due to the
nature of the problem at hand, a combination of numerical and elicited data has
been used in different parts of the game. Historical data concerning the current
aviation accident rates and fatalities for FAA Part 121 are taken from NTSB general
aviation statistics [37] and the Aviation Accident and Incident Data System. In both
datasets, the average of the past 10 years was considered.

Besides the incident/accident-related data, current airline and airport financial
data are extracted to create a realistic baseline for the gaming activity. For that
purpose, the eight largest airports’ and ten airline companies® are identified and
their financial data are selected as initial conditions for the game. For the airline
activities, average operating revenues (passenger enplanements, transportation
revenues, baggage fees, and reservation cancellation fees) as well as operating
expenses (flying operations, maintenance, and specific fuel cost) for years
2005-2009 were used to obtain operating profit/loss values. Airline data were
obtained from Research and Innovative Technology Administration (RITA) Bureau
of Transportation Statistics (BTS) website.’

The airports are selected according to the passenger enplanement in 2009. The
hub airports and the financial data are obtained from the FAA Compliance Activity
Tracking System (CATS)—Summary Report 127.* The total operating income is
calculated using the aeronautical and non-aeronautical revenues and expenses. The
financial data for the airline companies and hub airports are handled collectively,
and their 5 year averages (2005-2009) are adopted as the initial conditions for the
gaming exercise.

Finally, information regarding the future NextGen enablers and technologies and
their attributes are collected. By their nature, technologies planned for future
infrastructure systems and their parameters carry uncertainties (e.g., advantages of a
certain technology in 15 years, cost-benefit values, etc.). Consequently, the financial
and technical (schedule and safety impact) data was obtained via FAA/JPDO as
well as expert opinions.

! Airports considered in the calculation include Hartsfield-Jackson Atlanta (ATL), Chicago
O’Hare (ORF), Los Angeles (LAX), Dallas Fort Worth (DFW), Denver (DEN), John F. Kennedy
(JFK), George Bush Intercontinental-Houston (IAH), and Las Vegas-McCarran International
(LAS).

2 At the time of writing, the selected ten airline companies (Delta, Southwest, United, U.S.,
Northwest, JetBlue, Continental, American, Alaska, and Airtran) represented around 70 % of all
NAS enplanements in the domestic market.

3 http://www.transtats.bts.gov/, Retrieved July 3rd, 2014.

* http://cats.airports.faa.gov/Reports/reports.cfm, Retrieved July 3rd, 2014.


http://www.transtats.bts.gov/
http://cats.airports.faa.gov/Reports/reports.cfm

226 E. Ancel and A. Gheorghe
3.3.2 Game Rules

Each serious game is a dedicated simulation exercise, specifically tailored and
developed for the problem at hand. The actual run of the serious game is a col-
lective and interactive process, designed by the very owners of the problem since
participants can dynamically change or create rules, as opposed to formal, black-
box simulation exercises [16]. The identification of the game rules plays a very
important role. Rigid and rule-based gaming works well for well-structured envi-
ronments like military gaming where specific rule-sets, formalized by mathematical
and/or computational methods exist. The rigid-type rule-sets are successful when
the problem at hand is well defined and understood. On the other hand, in social
arenas with public and intense stakeholder interactions where firm rules do not
exist, free-form gaming is more suitable. In this type of approach, positions, objects,
and rules can be challenged, modified, and improved by players during game play
as they see fit [27]. Also, Dormans [7] argues that in order to effectively commu-
nicate the modeled system, game’s perspective should be focused on maximizing
the effectiveness of game mechanics by emphasizing the expressive power of rel-
atively simple game mechanics.

Since the primary goal of this game is to provide insights into future NAS safety
and data gathering regarding future systems, a combination of rigid and free-form
gaming rules was found most suitable. The cases where the participants are actual
stakeholders in the aerospace industry, the common ground rules are usually well
known. Nonetheless, a number of basic stakeholder rules are determined to help
guide the stakeholder interactions throughout the gaming process (Fig. 2).
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3.3.3 Stakeholders

One of the most productive outcomes of the policy gaming exercises is the par-
ticipants’ interaction with the problem at hand. As Duke [9] argues, real-world
complex problems often include a sociopolitical context, created by the idiosyn-
cratic or irrational players present during the decision-making process.

The NextGen transition process involves multiple stakeholders with diverse
agendas that can directly or indirectly affect the outcome. In order to model such a
dynamic environment, a simplified list of involved stakeholders and respective
objectives were identified. Collectively, each stakeholder desires a safer and more
profitable NAS environment; however, individual objectives and agendas often
inhibit the overarching goal. The interested parties along with their primary (and
often conflicting) goals are given in Table 1. However, all stakeholders are bounded
to the scenario variables.

Government, FAA, and Military Stakeholders. The government, FAA, and
military stakeholders are grouped together for simplification purposes. This group
represents the “big brother” role over the airports and airlines. The government is
responsible for determining tax values for various areas such as income, environ-
mental and security, along with aviation fuel tax. The FAA’s role as the enforcer of
aviation safety is also controlled by this stakeholder based on the dynamic yearly
risk levels. They also have the ability to spare funds for assisting airlines and
airports in purchasing large-ticket items such as ADS-B and Data Link enablers.
The final task of this stakeholder is to reflect the military agenda based on the
scenario presented (i.e., the adjustments required for UAS integration to NAS).

Corporate Airlines. Individual corporate airlines are represented as a single
entity, assuming they have similar goals. This group determines yearly average
ticket prices, reservation and cancellation fees, and passenger baggage fees. Their
finances are directly affected by the strategies followed by other players, e.g.,
airports collect landing fees and the government collects various taxes. Airlines are
also affected by the predetermined scenario mandating aircraft jet fuel before taxes
or global terrorist threats. Airlines are encouraged to engage in coalitions with other
stakeholders and invest funds in NextGen enablers and technologies because they
are the primary beneficiaries of the increase in NAS capacity. Corporate airlines are
expected to reflect their expenses in passenger ticket prices and fees; however, the
general public stakeholder can react to increased ticket prices by choosing other
modes of transportation.

Table 1 Stakeholders list

and their primary objectives Stakeholder name Objectives
Government, FAA, Safety, protect, and nurture aviation
and military industry, throughput
Corporate airlines Market share, profit, throughput,
safety
Airport operators Throughput, revenue neutral, safety
Public Affordable and safe transportation
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Airport Operators. For simplification purposes, the airport stakeholder repre-
sents the main hub airports in the continental United States. Like the corporate
airlines stakeholder, airport operators interact with other players in determining
their strategies and pricing such as aeronautical and non-aeronautical fees. Aero-
nautical fees include airport landing fees that a passenger facility charges that are
billed to airline companies. Non-aeronautical fees include parking fees, concession
fees, airport shop rental fees, etc. Since NextGen enablers allow airports to increase
their landing capacities, players representing the airports are inherently motivated to
invest in these technologies as well.

General Public. The general public stakeholder indirectly works with the game
master in order to determine the “actual” air transportation capacity. This stake-
holder reviews the information regarding various forms of transportation and
determines if he/she agrees with the projected air traffic capacity. The public
stakeholder adjusts the air transportation capacity by comparing alternative methods
of transportation (automobile and high speed train) in predetermined routes. At the
end of each time step (i.e., simulated year), the public stakeholder decides whether
to agree or adjust the projected air transportation capacity from —10 to 10 % with
5 % intervals. The general public stakeholder can reflect upon the increased air
transportation costs that were decided by airport and airline stakeholders.

3.3.4 Scenarios

The gaming exercise requires a dynamic environment to enable participants (or
players) to interact with each other. The dynamic scenario enables game facilitators
or interested parties to evaluate various scenarios and extract the collective response
from all the stakeholders. The scenarios presented in the gaming application are
adapted from a workshop conducted by the National Research Council (NRC) [35].
A modified version of the NRC study scenarios is given in Table 2. Four scenarios
considered for the gaming activity include “Pushing the Envelope,” “Grounded,”
“Regional Tensions,” and “Environmental Challenged.” Each year (or time step)
has its distinctive scenario with specific attributes and players are expected to adjust
their strategies accordingly. It is possible to select and experiment with other sce-
narios, sources, or combinations.

3.4 Gaming Phase

The gaming phase consists of the actual human-in-the-loop data gathering effort
and is adopted from a policy gaming platform developed by Geurts et al. [16].
A modified version of the play sequence is supported by the risk simulation
mechanism and COTS software in order to accommodate the NextGen safety
framework (Fig. 3). The process is initiated by the presentation of the game to the
stakeholders including the game rules, overall NextGen goals, and available
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Scenario Presentation: National Airspace System in 2025

-NextGen Goals, Resources, and Game Rules are provided
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Fig. 3 NextGen safety risk assessment gaming sequence overview

resources. Participants are then presented with their respective roles, resources, and
goals. Usually, a dry-run is favorable in order to ensure participants’ understanding
of the game rules and expectancies.

The gaming sequence starts with participants briefing regarding environmental
variables such as economic state, global security threat, and values like NAS
capacity and fuel prices. Then, participants are asked to review their resources and
consider acquiring potential enablers that can help reach their safety/capacity goals.
Following discussions within each participant group, their decisions are gathered
and inputted into the risk simulation mechanism where next year’s updated NAS
risk values are calculated. Along with updated scenario variables, the NAS risk
values constitute the initial conditions for the next iteration step. The game is
iterated until the desired year is reached. The gaming simulation is concluded with
debriefing, discussions, and feedback. Detailed gaming steps are given below.

1. The game master/facilitator announces the variables of the specific calendar
year including the anticipated air transportation capacity, political, economic,
social environments, and the untaxed fuel price as given in Table 2.

2. According to predictions for the upcoming year, participants experiment with
their variables and simulate their budgets using the provided personalized Excel
spreadsheets, allowing them to determine the funds that can be used for
NextGen enablers.

3. The participants are given 5 min to discuss the enabler acquisition strategy and
possible coalitions. To help the process, airline and airport stakeholders are
provided with LDW models where they can experiment with the most desirable
enabler selection.
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4. The elicitation round starts with the government’s announcement of taxes for
the coming year, in accordance with the political and economic environment
(government participation level and U.S. economic state).

5. The participants representing airport authorities announce their landing fees and
concession fees, along with the enablers they are willing to purchase this year.

6. The airline stakeholders announce their variables: passenger ticket fees, res-
ervation cancellation fees, baggage fees, and the planned NextGen enabler
acquisitions.

7. Another 5 min are allowed for stakeholders to discuss their fees among them
before they are announced to the game facilitator.

8. Using the input provided by the participants, the game facilitator runs the
simulation mechanism to reveal the risk values for the specific year.

9. Once the “new air transportation environment” is revealed, the general public
stakeholder examines the cost for various modes of transportation along with
the safety of air travel and determines the final air transportation capacity by
adjusting the previously announced anticipated capacity. Adjustments can be
done from —10 to 10 % change with 5 % increments.

10. With the actual passenger capacity determined, stakeholder budgets are
adjusted, and the following year’s variables are stated by the game facilitator,
and next round is initiated beginning with Step 1.

3.4.1 Risk Simulation Mechanism

In order to represent dynamic risk values with the NAS, a comprehensive, yet
intuitive risk calculation method named (RRAM?) was developed and integrated
into the game. The RRAM tracks the desired parameter (i.e., air transportation
safety) and employs the traditional risk construct defined as the product of prob-
ability of an accident and its respective consequences [2]. The RRAM calculates
accident probabilities and consequences separately and the resultant risk is dem-
onstrated on a risk matrix (Fig. 4). The following sections highlight the components
of RRAM.

Consequences. The consequences (the x-axis of the risk matrix, seen in Fig. 4) of
aviation accidents are based on fatalities, considering that the ultimate goal of
NextGen related safety efforts within JPDO is concerned with saving human lives.
The consequences are estimated as a product of various components comprised of
(a) baseline fatality rate of Federal Aviation Regulations (FAR) Part 121 aviation
[37], (b) air traffic density rate (function of ), and (c) presence of the correcting or
mitigating factors regarding the survivability rate in accident scenarios.

Ci = Fhaseline X 0i X Hgurvival rate, i (1)

5 The RRAM was developed based on hazardous material handling, storage, processing, and
transportation study conducted by a United Nations joint consortium [20].
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Fig. 4 Risk matrix, adapted from FAA [11]

where:

C; Consequences at time, ¢

Foaseline Average fatality rate for FAR Part 121
o; NAS air traffic density at time, ¢

Ngurvival rate,i

Crash Survivability correcting factors (Table 3)

The crash survivability correcting factors (i.e., fire/smoke mitigation, surviv-
ability of aircraft structures, and accident response procedures) are adopted from the
National Science and Technology Council and are provided in Table 3. The formula
is developed to estimate accident fatalities per 100,000 flight hours.

Table 3 Crash survivability correcting factors [36]

Presence of cor- 1: Enhanced post- 1 + 2: Improved 1 + 2 + 3: Improved

recting factors impact crash survivability evacuation and accident
fire/smoke mitigation | of aircraft structures response procedures
(—15 %) (—15 %) (-15 %)

Initial value: 1.0 | 0.85 0.7 0.55
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Probabilities. The accident probabilities are estimated via Probability Number
Method (PNM) where the probability of a certain accident happening is calculated
via a dimensionless “probability number,” N, which is then transformed to actual
probabilities. The relationship between the probability and N is given via
N = |log,, P|. The y-axis of the risk matrix, seen in Fig. 4, consists of accident
likelihood or probability given in N numbers.

The probability number is updated according to the presence of various cor-
recting factors. In the context of NAS safety, the correcting factors are enablers and
mitigation technologies, obtained from NextGen JPDO’s Avionics Roadmap [24]
and subject matter experts (SMEs). The tools, methods, and programs considered
below do not constitute an exhaustive list; however, efforts from both NASA and
FAA-guided programs are included. The accident probabilities are calculated via
the equation below.

N; = Nl* + Ars + Rase + Ricing + Mac + Awxa + Rrurb (2)
where:
N; Calculated probability number for the system at time = ¢
N} The average probability number for the current NAS setup
Ty Correction parameter for runway safety and collision avoidance

Nasr Correction parameter for aircraft systems reliability technologies
Nicing ~ Correction parameter for icing mitigation technologies

Nac Correction parameter for airborne collision avoidance

nwxa  Correction parameter for weather avoidance precautions

nay  Correction parameter for turbulence (wake) avoidance solutions

The calculated probability number (N;) is updated at each time frame and is used
as the initial average probability value (Nl*) for the next time step.

Probability, Consequence Definitions, and Risk Matrix Thresholds. The NAS
safety risk is obtained by the combination of accident probabilities and conse-
quences and displayed on the risk matrix adapted from the FAA’s Safety Man-
agement System Manual [11]. This graphical means of determining risk levels is
chosen since the game aims to calculate the likelihood (probability) and the severity
(consequences) for each risk independently where the risk is the product of these
two (Fig. 4).

According to FAA’s Risk matrix, the x-axis provides the severity of a threat,
where the y-axis determines the probability of such threat to occur. The intersection
of the two axes provides the risk, shown via a colored traffic light matrix. The
“traffic light” approach is taken where the red areas demonstrate the unacceptable
risk areas, caused by an event carrying catastrophic consequences, major conse-
quences with a high likelihood value. The yellow and green areas signify the
medium and low risk levels, respectively. The definitions of the severity and
likelihood axes are given in the following tables (Tables 4 and 5) within the context
of NextGen safety assessment game.
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Table 4 Consequences definitions

Consequences Minimal Minor Major Hazardous Catastrophic
- 5 4 3 2 1
Fatalities/100.000FH 0 0.291 0.436 0.582 0.727
Normalized 0 0.25 0.5 0.75 1

The consequences or severity levels are defined based on the FAA risk defini-
tions, using five-point Likert scale, ranging from minimal to catastrophic. The
historical average of 0.291 fatalities per 100,000 flight hours (obtained from the
NTSB website for 2000-2009 timeframe) is assumed to be a minor risk that the
aviation industry inherently carries. Since there have been years without any
fatalities within the FAR Part 121, the lower end of the axis is assigned as “0.” The
upper end of the scale designates the worst-case scenario where there are no crash
survivability efforts in 2025 with NAS air traffic density is 2.5 times the current
density. Within this assumption, the threshold value for catastrophic consequences
can be shown as: Cypos = 0.291 x 2.5 x 1 = 0.727. The remainder of the table is
normalized to reflect minor, major, and hazardous consequences (Table 4).

Similarly, the probability axis values range from frequent to extremely improbable
along with their respective probabilities of occurrence and probability numbers are
given in Table 5. Since the game is focused on estimating the overall NAS accidents
causing fatalities, the FAA’s quantitative probability definition for NAS systems and

Table 5 Probability definitions

Probability | NAS systems and ATC opera- Probability of occurrence Probability
tional (quantitative) number N

Frequent A Probability of occurrence per P>=1x10-3 N<3
operation/operational hour is
equal to or greater than
1x107°

Probable B Probability of occurrence per 1x103>P>1x%x107 3<N<5S
operation/operational hour is
less than 1 x 1073, but equal to
or greater than 1 x 107>
Remote C Probability of occurrence per 1x10°>P>1%x107 |[5<N<7
operation/operational hour is
less than or equal to 1 x 107,
but equal to or greater than

1x107’
Extremely Probability of occurrence per 1x107>P>1x10"° |7<N<9
remote D operation/operational hour is

less than or equal to 1 x 1077,
but equal to or greater than
1x107°

Extremely Probability of occurrence per P<1x107° N>9
improbable E | operation/operational hour is
less than 1 x 107°
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ATC Operational definitions are adopted. The baseline accident rates (0.208/
100,000 FH for 2000-2009) indicate an initial average of N=15.681 using (designated
as Remote) before any NextGen-related technology implementation is present. The
current aviation statistics indicate that the initial risk value is identified in the “Low
Risk” area, located at the intersection of severity 4 and likelihood C.

3.4.2 Accident and Enabler Categories

By definition, number of accidents and their consequences become greater as the
NAS capacity increases. In order to ensure the risk level remains at acceptable
limits, participants are required to invest in various accident mitigation technologies
and/or enablers. The enabler categories were selected based on the National
Transportation Safety Board (NTSB) aviation accident statistics and potential future
accident areas with the introduction of increased traffic within the FAA Part
121-Commercial Air Carrier Category. The categories include:

e runway safety and collision avoidance, including runway capacity and visibility

e aircraft systems reliability, including propulsion health, airframe health, and
software health management systems

e icing mitigation, including airframe aerodynamic modeling and atmospheric
modeling
airborne collision, including Near mid-air collision (NMAC) and loss of separation
weather (thunderstorm) avoidance, including thunderstorm and visibility

e turbulence avoidance as in-flight turbulence and wake turbulence.

For each accident category, several enablers or mitigation technologies devel-
oped under various programs within NASA’s Aviation Safety and FAA [33, 44].
These mitigation technologies and their respective information on cost, operational
timeline, and content were obtained from the (JPDO) and other sources [13, 23, 24,
30-32]. The enabler categories and the respective technologies/methods are limited
to safety related areas; technologies associated with increased capacity or reduced
environmental impact goals are not within the scope of this research. A compre-
hensive list of included technologies and respective cost, timeline, and operational
benefits can be found at Ancel [1].

Within the gaming cycle, the selection of the enablers is done by the participants
of the relevant stakeholder groups. Participants decide on the timeline and col-
laborations regarding the adoption of the predetermined enablers under several
categories. Participants are asked to evaluate enabler benefits, costs, mixed equi-
page risk and implementation timeline, then review their budget and plan for the
near future in order to make the decision about when to “acquire” the enablers and
how to construct collaborations whenever it is possible. During this process, the
participants were encouraged to use Logical Decisions for Windows® (LDW)
software in order to support enabler selection process by dynamically adjusting
utilities to determine the ranking. Figure 5 provides a snapshot of enabler ranking
for Airlines stakeholder.
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3.5 Post-gaming: Data Collection, Analysis,
and Observations

The proposed game setup presented was executed several times for testing and
calibration purposes among different groups. However, the data presented below
was generated in a session played on February 14, 2011 with contributions from
aviation professionals working at NASA Langley Research Center.

One of the most tangible outcomes of the gaming exercise is the 2025 NAS
safety values with respect to the FAA’s Risk Matrix (Fig. 6) acceptability measures
along with the intermediate risk values during the transitional technology imple-
mentation phase. The cumulative effect of various safety-related technological
implementations within the NextGen operating environment help decision makers
to define technologies or areas that require further analysis and understanding. Also,
throughout the gaming effort, discussions and possible negotiations within the
opposing parties are important findings that can lead to different constructive
problem-solving approaches.
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Fig. 6 Evolution of NAS safety values with time

3.5.1 Data Collection Mechanism

In order to aggregate and process the data, the serious gaming platform presented
within the previous chapter is coupled with the data aggregation platform, a des-
ignated, comprehensive Excel® file assigned to calculate and communicate the
dynamic NAS Risk values and other statistics among players and facilitators. The
data aggregation platform contains all the financial relationships, accident statistics,
and risk assessment model calculations necessary to generate interim safety values
and other statistics (Fig. 7).

3.5.2 Generic Scenarios and Sample Data

The gaming session is initiated with “Pushing the Envelope” scenario starting from
2010 until 2015, followed by “Grounded” for 2 years. The game then assumes
5 years of “Regional Tensions” starting in 2017 and is finalized by 4 years of
“Environmentally Challenged” scenario, from 2022 until 2025 (see Table 2 for
scenario parameters).
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Fig. 7 Data elicitation mechanism

Pushing the Envelope. This scenario phase represents a rapid growth in the
aviation industry, starting with the game year 2010, in-line with the FAA’s FY2010
expectations. Within the scenario, the increase in air transportation capacity pushes
the accident likelihood toward “probable” where accident severity remains with
“minor” consequences. The scenario also depicts a continuously growing strong
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economy and a liberal trade policy environment, allowing stakeholders to regulate
the market. During this timeframe, stakeholders are required to invest in trans-
portation infrastructure components like ADS-B initiation, Data Link setup, and
many other enablers to accommodate the anticipated increase in air travel.

Grounded. In years 2015 and 2016, the air transportation capacity is largely
hampered by a scenario-driven series of terrorist attacks. This scenario was gen-
erated by the NRC study from 1997, somehow portraying the September 2011
events. Within the NRC study, terrorist attacks are caused by large gap between the
income levels and living standard of developed nations compared to second or third
world countries. The scenario for these 2 years is called “Grounded” where air
travel is no longer safe and a sharp decline in the air transportation capacity takes
place.

Regional Tensions. This scenario represents a changing global scenario where
harmonious globalization is no longer available. Although demand for aeronautics
products and services is back up, increased oil cost deeply affects airline companies.
Due to the initial NextGen enabler investments, the NAS safety values are better
compared to baseline 2010 levels with less likelihood of accident. For the years
2017-2020, the increase in air transportation capacity does not deteriorate NAS
safety. Even with a considerable terrorist attack risk, air transportation stays rather
stable and safe.

Environmentally Challenged. Initiated in 2022, this scenario simulates a very
CO, conscious world where carbon-based fuel usage is very limited and resources
are costly. High fuel prices are reflected to all available transportation modes. The
NAS safety values start to migrate toward the unacceptable areas due to increased
capacity levels, but the unfavorable economic environment prevents further
capacity growth, and final air transportation safety values stay within the acceptable
limits. During the gaming exercise, at the end of year 2025, the likelihood of an
accident stayed within the “remote” area; however, the accident consequences
migrated toward “major” category due to increased aircraft capacity (Fig. 6).

3.5.3 Sample Stakeholder Specific Variables

Government Stakeholder Variables. The government variables (income tax, envi-
ronmental tax, security tax, and fuel tax) are given in Fig. 8. As expected, during the
“Pushing the Envelope” era (2010-2014), the U.S. economy is strong and tax rates
are relatively low, since there are no terrorist or environmental concerns, there is no
taxation on these areas. With the introduction of the “Grounded” scenario, air
transportation industry faced a steep increase in security and income taxes in order
to compensate for elevated global terror risk and declining economic status. During
the “Regional Tensions” era, the security threat remains stable, with constant
increase in income taxes and a slight increase in environmental taxes. Due to the
decline in U.S. economic competitiveness and the disruption global structure,
starting from year 2017, the government started to collect taxes from air trans-
portation stakeholders.
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Airport Stakeholder. The main operating revenue for the airport operators are
aeronautical revenues (passenger airline landing fees, terminal arrival fees, rents
and utilities), and non-aeronautical revenues (terminal food and beverage, retail
stores, and duty free). Figure 9 outlines the airport variables and the capacity
change. As anticipated, during the competitive air transportation environment
(2010-2014), airport charges are rather constant, and they are generating low
income. During the “Grounded” era, the fees climb in order to compensate for
increased governmental taxes and increased NextGen-related expenses. From 2017
until 2022, airports raise fees steadily mostly since the air transportation remains the
main choice of transportation in the United States. Due to the competition between
the participants, the airport stakeholder increased the landing fees toward the end of
the game when the air transportation capacity reached around 185 % of the 2010
values.

Corporate Airlines Stakeholder. In order to compensate for the large acquisitions
mandated by the FAA, the corporate airlines raised all of their fees throughout the
game (Fig. 10). One prominent observation that surfaced during the gaming
exercise was the increase of ticket prices when the airline expenses (i.e., taxes, fuel,
etc.) are elevated. However, even when taxes are back to their normal values, the
airlines did not reflect the relief in their fees, which is in accord with a real-world
environment. Like the airports stakeholder, corporate airlines had to lower their
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ticket fees when the general public stakeholder reacted and adjusted the passenger
capacity. During that time, the raw ticket fee was decreased from $205 to $179;
however, it climbed back up to $209 once passenger capacity recovered.
Throughout the game, passengers experienced a more than $50 increase in ticket
prices ($377 compared to $325 in 2010, after the government taxes are reflected).
Baggage fees were increased from $25 to $31 while reservation cancellation fees
went up from $150 to $198 over the course of 16 years.

Airline companies are highly susceptible to jet fuel price, especially for the
future capacity values reaching almost three times the current state. Although
passenger capacity reached 240 % of 2010 values and ticket prices were increased
more than 15 %, baggage fees more than 25 %, and reservation fees more than
30 %, corporate airlines still stayed below the profit margin level experienced at
years 2017 and 2019.

General Public Stakeholder. The general public indirectly decides air travel
passenger capacity at the end of each time-step by comparing the transit time and
cost for the two predetermined routes. These one-way routes are the 228 mile
Washington, DC (Union Station) to New York, NY (Penn Station) and 437-mile
Washington, DC (Union Station) to Boston, MA (South Station) routes. As of
March 2011, these two routes are the only two high-speed rail routes existing in the
United States (Acela Express by Amtrak®). The three modes of transportation
considered are rail, automobile, and air transportation. Travel times and costs
include to and from the train stations and airports. Also, an automobile with
25 mpg, $3.113/gallon national gas average was also assumed.

The Fig. 11 shows cost and transit times for the three modes of transportation with
respect to the simulation year for the first configuration, from Washington, DC to
New York. For this particular trip setup, driving is the lowest cost option where the
rail and air options are converging toward the end of the scenario timeframe. With the
introduction of future high-speed rail systems, it is assumed that rail prices will rise in
order to compensate for increased infrastructure investments while transit times will
be faster. Rail option is consistently faster than the other two methods, where auto-
mobile and flight transit times vary based on the scenario parameters.

The second configuration variables are given in Fig. 12. Due to increased travel
distance, the train mode is not considerably cheaper than the air mode, but it is still
much slower.

The air transportation mode provides the fastest service with the highest cost
until around the year 2020, when High Speed Rail infrastructure starts to offer faster
service times. By the end of the simulation, transit times for air and train modes of
transportation are comparable, and costs for both of the modes are on the rise.

The general public stakeholder participant adjusted air transportation capacity on
six occasions throughout the game (Table 6). The 2015 terrorist attacks hampered
air transportation capacity 10 % more than anticipated; however, even with the
same terror risk, in the following year, the perceived terror risk was lower than

6 http://www.amtrak.com/home, Retrieved July 3rd, 2014.


http://www.amtrak.com/home

A Simulation Game Application for Improving the United States ... 243

$500 6:00
Total Air Cost
$450 - 5:24 =@=Total Rail Cost
e Total Auto Cost
$400 4:48 Total Air Transit Time
e e e e e e e e s e e en s es e En s Es s Ed > E» o enEn e @ @ @ ==B= Total Rail Transit Time
= == Total Auto Transit Time
$350 4125
3
® o
g $300 3:36 L
© Q
= l'-l'-.-—.-—.--.--.--.--.--.--.--lN £
9 $250 B 3:00=
g S e
= 'I\ =
$200 - 2:24 §
~ =
- =
$150 1:48
$100 1:12
$50 0:36
$0 0:00

Years

Fig. 11 General public announcement variables (configuration 1)

$450 10:12
9:36 Total Air Cost
e L L T T TR 000 Total Rail Cost
$400 : @ Total Auto Cost
8:24 Total Air Transit Time
$350 7:48 «em= Total Rail Transit Time
Bl ol odedede = - = _.__-_.\ 7:12 5-TolalAutoTransiiTime
6:36 5
$300 h 1 < 3
@ - 6:00 T
o N o
3 \\ 5:24 £
B 50 o = 448 =
c S - =
< > 4:12 2
= 4
$200 e &
3:36 F
3:00
$150 2:24
1:48
$100 1:12
0:36
$50 0:00

_- 2017 2018 2019 2020 20212022 2023 2024 2025
Years

Fig. 12 General public announcement variables (configuration 2)

projected. Even with the higher transportation costs and slower travel speeds, the air
transportation mode was adjusted by the general public stakeholder and reached
240 % of the 2010 passenger capacity. This resulted in over 1.5 billion passengers
in the NAS.
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Table 6 Public intervention values and provided reasons

Year/scenario Capacity Reason provided

adjustment (%)
2014/Pushing the +5 Strong U.S. Economy + relatively inexpensive
envelope transportation fees
2015/Grounded -10 Perceived terror risk higher than anticipated
2016/Grounded +10 Ongoing perceived terror risk, lower than

anticipated

2022/Environmen- +5 No increase on air transportation fees
tally challenged
2023/Environmen- =5 High speed rail presence and the increase air travel
tally challenged cost
2024/Environmen- +10 Capacity increase in response to steep decrease in
tally challenged air transportation fees previous year
2025/Environmen- +10 Continuing satisfaction from air transportation
tally challenged services

3.5.4 Enabler Acquisition Timeline and Surfaced Strategies

The selected 18 enablers from seven different categories are all implemented within
the first 3 years of the game timeline. Since gaming participants were experts in the
aviation field, they were aware of the necessity of key enablers like ADS-B and
Data Link, along with other safety-related enablers (Table 7). The acquisition cost
for the ADS-B and the Data Link were collected by increased ticket fees and other
fees charged by the airline companies. The corporate airline stakeholder compen-
sated for the majority of the widespread application of ADS-B technology which is
the main enabler for many NextGen technologies. The Data Link acquisition was
realized by the government contribution, around 25 % of the Data Link acquisition
cost over the 11 years.

4 Bridging the Gap Between Game Theory and Gaming

This section briefly makes the first step in bridging the gap between game theory
and gaming. That is, we cursorily stipulate the NextGen problem in game theoretic
propositions. For our four kinds of players, we propose 4, 2, 2, and 1, respectively,
strategies where the player can ordinally choose a high versus low value, i.e.,

Government, FAA, and Military Stakeholder: High taxes versus low taxes,
enforce versus not enforce aviation safety, spare funds versus not spare funds, and
reflect versus not reflect the military agenda.

Corporate Airlines: Determine high versus low prices for tickets, cancellation,
baggage; offer customers high versus low quality.
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Table 8 2x2 Game between General Public and Corporate Airlines when Government, FAA, and
Military Stakeholder choose high taxes and Airport Operators choose high aeronautical and non-
aeronautical fees

Corporate airlines
High prices Low prices
General public Travel frequently Low, intermediate Intermediate, low
Travel infrequently Low, low Intermediate, low

Airport Operators: Charge high versus low aeronautical fees (including airport
landing fees), charge high versus low non-aeronautical fees (parking fees, con-
cession fees, airport shop rental fees, etc.)

General Public: Choose to travel frequently or infrequently (i.e., substituting or
not with other transportation methods).

It is beyond the scope of this chapter to provide a full mathematical formulation
of this problem, but we here provide five 2x2 payoff matrices [39].

Table 8 shows the game between the General Public and Corporate Aitlines
when the Government, FAA and Military Stakeholder choose high taxes and
Airport Operators choose high aeronautical and non-aeronautical fees. The payoff
before the comma is to the row player (General Public), and the payoff after the
comma is to the column player (Corporate Airlines). First (lower left cell), when the
General Public travels infrequently and the Corporate Airlines choose high prices,
they both earn low payoff. Second (upper left cell), when the General Public travels
frequently and the Corporate Airlines keep the high prices, the General Public still
earns low payoff (because of the high prices), while the Corporate Airlines earn
intermediate payoff (because of the larger travel volume). Third (upper right cell),
when the General Public travels frequently and the Corporate Airlines choose low
prices, the payoffs are reversed. That is, the General Public benefits from the low
prices and earns intermediate payoff, while the Corporate Airlines suffer from the
low prices and earn low payoff. Finally (lower right cell), when the General Public
travels infrequently and the Corporate Airlines choose low prices, the General
Public still earns intermediate payoff (because of the low prices), while the Cor-
porate Airlines earn low payoff (because of the low prices). With these payoffs,
which are merely ordinal at two levels, the General Public is indifferent between
frequent and infrequent travel, while the Corporate Airlines prefer high prices when
the General Public travels frequently, and is otherwise indifferent. This gives a Nash
[34] equilibrium with high prices, shown in bold in Table 8. A Nash [34] equi-
librium is a state of affairs from which no player prefers to deviate unilaterally.

Table 9 shows the game between the General Public and Corporate Airlines
when the Government, FAA, and Military Stakeholder choose high taxes and
Airport Operators choose high aeronautical and non-aeronautical fees. This causes
seven payoffs in Table 8 to increase while the General Public’s payoff from
infrequent travel with high prices remains low. In Table 9 the Corporate Airlines are
indifferent between high and low prices for any given strategy by the General
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Table 9 2x2 Game between General Public and Corporate Airlines when Government, FAA, and
Military Stakeholder choose low taxes and Airport Operators choose low aeronautical and non-
aeronautical fees

Corporate airlines
High prices Low prices
General public Travel frequently Intermediate, high high, high
Travel infrequently Low, intermediate High, intermediate

Table 10 2x2 Game between Airport Operators and Government, FAA, and Military Stakeholder
Corporate Airlines when Corporate Airlines choose low prices and General Public choose to travel
frequently

Airport operators
High prices Low prices
Government, FAA, and military High High, High, low
stakeholder taxes intermediate
Low Intermediate, Intermediate,
taxes high intermediate

Public, while the General Public prefers frequent travel when prices are high. This
gives a Nash [34] equilibrium with frequent travel, shown in bold in Table 9.
Another 2x2 game can be observed between the Airport Operators on the one
hand and the Government, FAA and Military stakeholders (Government for short)
on the other hand. Table 10 shows the game between these two stakeholders when
the Corporate Airlines choose to charge low prices while the general public travels
infrequently. First (lower left cell), the Government earns intermediate and the
Airport Operators earn high payoff when the General Public travels frequently.
Second (upper left cell) quadrant shows intermediate payoff for the Airport Oper-
ators since despite the large travel volume, the high Government taxes still hampers
profit whereas the Government enjoys high payoft given they chose high taxes.
Third (upper right cell), choosing low prices and high Government taxes, the
Airport Operators’ payoff is low, but the Government enjoys high tax income
revenue and thus high payoff. Finally (lower right cell), although the Airport
Operators and Government choose low prices, high travel volume yields to an
intermediate payoff to both players due to the frequent General Public travel. In
Table 10, the Government prefers high taxes regardless which strategy the Airport
Operators choose, and the Airport Operators prefer high prices regardless which
strategy the Government choose. This gives one unique Nash [34] equilibrium with
high taxes and high prices in the upper left cell, shown in bold in Table 10.
Table 11 shows the game between the Government and Airport Operators when
the Corporate Airlines choose high prices while the General Public travels infre-
quently. Consequently, the cells given in Table 11 show lower payoffs than the
values in Table 10. The presence of infrequent air travel affects both the Airport
Operators and the Government equally, but additionally, high prices set by the
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Table 11 2x2 Game between Airport Operators and Government, FAA, and Military Stakeholder
Corporate Airlines when Corporate Airlines choose high prices and General Public choose to
travel infrequently

Airport operators
High prices Low prices
Government, FAA, and military High Intermediate, Intermediate,
stakeholder taxes low low
Low Low, Low, low
taxes intermediate

Corporate Airlines further affect Airport Operators payoffs. For that reason, in all
cells except for the lower left, the Airport Operators have low payoff. In the lower
left cell, the Airport Operators earn intermediate payoff due to relaxed Government
taxation and set high prices.

The Government payoffs in all cells were degraded by one level (i.e., high was
degraded to intermediate, and intermediate to low) due to low air traffic volume.
Also, it is possible to observe that the Government payoffs shown in Tables 10 and
11 were only affected by the air traffic volume and not by the Airport Operator
selections. However, the Government as well as air traffic volume and Corporate
Airlines selections affected the Airport Operators payoffs. In Table 11, as in
Table 10, the Government prefers high taxes regardless which strategy the Airport
Operators choose. However, the Airport Operators are indifferent between high and
low prices when the Government choose high taxes, and prefers high prices when
the Government chooses low taxes. As in Table 10, this gives one unique Nash [34]
equilibrium with high taxes and high prices in the upper left cell, shown in bold in
Table 11. However, the Nash equilibrium is less stable and easily perturbed since
the Airport Operators are indifferent between high and low prices in the Nash
equilibrium.

Six 2x2 games can be specified between any two players out of a total of four
players, i.e., 12, 13, 14, 23, 24, and 34. If four different conditions are assumed for
the other players, for each of the four games, we get a total of 24 2x2 games.
Furthermore, games can be set up between subplayers of the four kinds of players,
e.g., government against military stakeholders, individual corporate airlines against
each other, of different segments of the general public against each other. Future
research should develop payoff functions for the various players to scrutinize the
equilibria more thoroughly.

5 Conclusions and Discussions

In order to assist the planning of infrastructure transitions, the current research
pursued the development and deployment of a simulation game to serve as a venue
to generate and evaluate data that may complement historical data. The simulation
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game was applied to the NextGen framework which involves the transformation of
current US airspace system. The data extracted from a gaming run played by SMEs
identified that under varying scenario parameters, the aviation safety values
remained within the acceptable region during the NextGen transition. Also, it was
observed that discussions surfaced throughout the game allowed SMEs to experi-
ence the issues associated with NextGen due including technical, financial, and
social challenges. The SMEs believed that a more comprehensive game design with
detailed stakeholder interactions might reveal strategies that can assist planning and
implementation of infrastructure transitions. The gaming exercise can potentially be
applied to any large-scale infrastructure system to generate preliminary data
regarding the systems’ characteristics such as capacity, power generation,
throughput, risk evaluation/acceptance, resources prioritization, identification of
potential future issues (strategic behavior, public perception, etc.), while consid-
ering both social and technical aspects of the system. The linkage between game
theory and gaming was briefly considered by setting up some simple 2x2 games
between a subset of the four kinds of players. Future research should extend that
linkage.

5.1 Limitations of the Study

Unlike computer models or other hard-science alternatives, the development, exe-
cution, and validation phases of the research design require extensive SME con-
tribution. For that reason, the gaming environment delineates the physical presence
of all the prominent stakeholders of that particular infrastructure system on several
occasions, which creates logistical challenges such as travel, scheduling, cost, etc.

Besides logistics limitations, the interdisciplinary nature of simulation and
gaming, in most cases, limits the use of this approach for educational/training
purposes in businesses. Researchers believe that further work must be performed to
theorize and establish serious gaming as a field of study; whether simulation and
gaming is a beneficial tool or an academic field is still an uncertainty [42].

The accurate representation of a large and complex system, fusing multiple
perspectives and multiple disciplines, has proven challenging in practice since the
selection of scenario elements and the actual composition of the scenario are based
primarily on the game developer’s perspective. Similar to the scenario construct,
the abstraction of the elements of the reference system and translating them to the
model poses a challenge. Consequently, the NextGen game demonstrated in this
chapter contains major assumptions and simplifications applied to the game rules,
players, and their interactions, which limits the scope of the project. For instance,
the consequence calculations within RRAM were limited to fatalities whereas other
consequences such as accidents, serious injuries, hull losses, and extended accident
damage to the surrounding environments and associated costs were excluded. Also,
since the timeframe was over 15 years, the technologies, their implications, benefits,
and costs were not well defined and demanded simplifications. Additionally, the
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public stakeholder was represented by an artificial participant whereas it might be
possible to use alternative methods to elicit the behavior of this stakeholder (real-
time crowdsourcing, polls or other methods). However, given the dynamic structure
of the game where the feedback from the public stakeholder is considered by other
stakeholders in adjusting their strategies, the use of alternative aimed to elicit public
behavior might be limited.

Finally, due to lack of resources and time, the gaming exercise was only
executed once and resulting data was presented to demonstrate the game outputs. In
order to generate useful data, the game needs to involve more players and to be
executed several times where a statistically meaningful database can be obtained.
Similarly, since the validation of the gaming activity also relies on SME input,
limited number of game runs prevented a thorough validation.

5.2 Validation

The validity of the model presented in this chapter was investigated using defini-
tions given by Greenblat [17] and Peters et al. [38]. The validation parameters given
by Greenblat include face validity, empirical validity, and theoretical validity
whereas Peters et al. [38] discuss the validity of games from various aspects such as
psychological reality, structural validity, process validity, and predictive validity.
The face validity (similar to psychological reality defined by Peters et al.) refers to
the realistic gaming environment experienced by the participants. For a game to be
valid, the environment must portray similar characteristics to the reference system.
The empirical validity suggested by Greenblat designates the closeness of the game
structure to the reference system. However, Peters et al. separate this concept into
two sections: structural validity (including the game structure, theory and
assumptions) and process validity (concerning the information/resource flows, actor
interactions, negotiations, etc.). For the simulation to be valid, all the elements of
the game (actors, information, data, laws, norms, etc.) should be isomorphic,
meaning the elements and relations do not necessarily have to be identical but
should be able to demonstrate congruency between them. Finally, the last element
covered by both definitions is related to the theoretical (or predictive) validity: the
models’ ability to reproduce historical outcomes or predict the future, and conform
to existing logical principles.

The current research relies heavily on subjective assessments obtained from
experts at all levels (pre-gaming, gaming, and post-gaming phases) including the
validation of the simulation game mostly due to lack of predictable data regarding
the future states of the current NAS. Consequently, the theoretical (or predictive)
element of the validation is challenging to obtain simply because the outcomes of
the game (i.e., 2025 NAS safety values) cannot be put to test. The empirical
(structurallprocess) as well as face (psychological reality) validity assessments
were obtained by the SMEs both during and after the gaming exercise via the
validation questionnaire. The questionnaire is aimed to acquire SME’s ranking of
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the various validation categories including elements from face and structural
validity. However, due to the limitations highlighted in the previous section, sta-
tistical analysis of questionnaire results were not performed due to lack of sufficient
data points.
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A Congestion Game Framework
for Emergency Department Overcrowding

Elizabeth Verheggen

Abstract Hospitals often manage capacity and resource constraints by different
strategies implemented at their system access points. Emergency departments are
key portals where timely access to care is a crucial quality of service and safety
metric. Individuals vying for both urgent and nonurgent care seek these services
analogous to the Tragedy of the Commons archetype. In a commons, a resource is
used as if it belonged to everyone. Competition for a finite, decentralized, and
shared resource risks its depletion as individuals optimize their own objectives
while impacting the choices of others. As a result, overall system performance
degrades. Ambulance diversion, extensive wait times and patient elopements,
referred to as left without being seen, epitomize overutilization and inefficient load
balancing. Traditionally, many hospitals were able to build their way out of con-
gestion. Adding capacity, however, is at odds with concerted efforts to reign in the
costs of health care. In an effort to break with this tradition, we exploited insights
from game theory to inform the development of policies for more effective capacity
management related to emergency department use, and to highlight related chal-
lenges. We examined emergency department overcrowding within the framework
of a congestion game, the El Farol Bar Game and its variants, which illustrate the
Tragedy of the Commons. In a series of agent-based simulations of the games, we
found no statistically significant difference between the predictions of two games
and our empirical observations during our most congested time periods of nonur-
gent patient attendance. Given the new competitive social context of real-time
publicly advertised door-to-doctor wait times, and the implications that burgeoning
information technologies have for the strategies invoked by providers and patients,
it seems a bar might be the best metaphor to understand emergency department
congestion.
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1 Introduction

How do individuals with low-severity medical needs utilize an emergency
department (ED) as wait time information becomes publicly available? We explore
the possibilities for their arsenal of strategic behavior in this work. The El Farol Bar
Game, also known as the Santa Fe Bar problem, introduced by Arthur [1], provides
the context for examining how individuals optimize their own behavior in crowding
situations that conflict with the collective social optimization of a decentralized
resource. It is intuitive that congestion affects the efficient use of a health system’s
ED “commons.” The majority of studies of ED crowding have been done in the US,
however, around the world, the disequilibrium between supply and demand in EDs
with different care delivery and payment systems has become a public health
problem. Fifteen countries outside of the US have been studied in the recent
literature to understand the causal mechanisms of worsening rates of congestion.
These include: Australia, Canada, Denmark, Finland, France, Germany, Hong
Kong, India, Iran, Italy, The Netherlands, Saudi Arabia, Catalonia (Spain), Sweden,
and the United Kingdom [2]. International overcrowding studies address a variety
of endpoints, including operational efficiency, safety, and quality, as well as health
outcomes. Various methods have been used, including: econometric analyses (time
series regression); operations research and management (simulation, system
dynamics and queuing theory); computational models (agent-based modeling); and
mixed models (qualitative survey and quantitative analysis). A European perspec-
tive discussing the multifactorial nature of this worldwide phenomenon suggests a
direct link to public funding of hospital beds, staffing, and community care facilities
as main contributors to crowding [3]. A 40 % increase in annual ED visits over
12 years in Taiwan, motivated research to predict visitor volume to address the
mismatch between ED capacity and input, throughput, and output factors of ED
operations management [4]. Patient elopements, commonly referred to as left
without being seen (LWBS) in the ED literature, have been studied in the UK [5, 6]
Canada [7], Switzerland [8] Pakistan [9], and Australia [10, 11]. Use of the ED for
nonurgent complaints has been addressed considering general practitioner charac-
teristics [12, 13] in The Netherlands and Italy. Operations research methods based
on a system dynamics simulation were implemented to improve patient flow in a
Malaysian ED [14]. Canadian studies have used agent-based modeling (ABM) to
address over taxed EDs functioning in a compromised situation of many competing
priorities, [15] as well as load balancing optimization via “crowdinforming” sim-
ulations in [16]. Three Swedish EDs were modeled to improve waiting management
using a grounded theory mixed models approach, [17] while six Swedish EDs were
studied in [18] in an effort to build a registry for quality of care measures which
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improved patient throughput and presentation times. In the UK, the 4 h NHS
standard for emergency care was investigated [19]. In a related inquiry to our work
considering published wait times, a small sample of ED patients was surveyed to
confirm a limited awareness of published waits for two Canadian EDs [20]. Other
research from a Canadian perspective studied ED crowding along the lines of
appropriate measurements, threats to patient dignity and its power as an agent of
change, and improved turnaround time for emergency medical technicians in their
patient transfer activity [21-23]. ED presentations studied in Saudi Arabia con-
cluded that age and presentation times were significantly associated with ED waits
[24]. Wait times, length of stay (LOS) concerns, and the nearly 10,000 patients
treated daily in EDs in Denmark, Sweden, and Norway prompted changes for the
emergency medicine specialty [25]. Finally, the general issue of waiting time,
which has become a major public health policy concern in many of the countries in
the 34 member Organization for Economic Cooperation and Development (OECD),
was investigated from the viewpoint of competition and waiting times in hospital
markets [26]. Among their numerous findings for many countries’ hospital density
scenarios, the authors find that for countries where waiting times are excessively
high and prices are too low, such as UK, Norway, and Finland, hospital competition
will reduce waiting times and increase activity and welfare for the case with a
sufficiently small demand segment. While this work focuses on a typical US ED, it
has implications for EDs wherever they operate, because characteristics of the
Tragedy of the Commons pervade most emergency systems which operate at or
beyond capacity [27]. Because the US healthcare system is poised to undergo
dramatic changes, its emergency services make an interesting case study of a
complex adaptive system (CAS) at the edge of chaos [28]. Metaphorically, its
“geologic” landscape resembles plate tectonics, with several fault lines: a new
business model, accurate costs, population centricity, and implementation of The
Affordable Care Act (ACA). On the surface, a value-based (pay-for-performance)
model will replace the conventional fee-for-service model. The mythical relation-
ship between hospital charges (reimbursement) and accurate economic cost will
eventually be dispelled in order to effectively compete in the new business model.
The pay-for-performance paradigm will test healthcare systems’ understanding of
quantitative performance and quality measures, costs, and risk. New Centers for
Medicare and Medicaid Services (CMS) incentives, tying reimbursement to out-
comes, are driving commercial payers to design new payment models incentivized
by quality and efficiency goals [29]. Additionally, when accurate costs are tied to
efficiency, the healthcare business model will need to incorporate nonhealthcare
business strategies in the new competitive environment. One of these, advertising
wait times to ensure market share, will put congestion metrics on the customer’s
radar. Macroeconomic forces will goad the transformation from hospital and
inpatient centric to preventative ambulatory and population-centric care. Finally,
the expansion of insurance coverage under the ACA will likely swell the publicly
insured Medicaid population. The seismic pressure of healthcare’s plate tectonics,
shifting simultaneously over the next several years, may challenge the efficient and
safe delivery of high quality care, hence new paradigms to model and predict the



258 E. Verheggen

system’s behavior are in order. Nonlinear systems, complexity, game theory, and
econophysics approaches successfully applied in other sectors hold promise.

We present our work in the remainder of this chapter. In Sect. 2, we discuss the
issues of ED overcrowding, utilization, and negative primary care sentiment.
Section 3 outlines preliminary analytic studies that defined the “left without being
seen” population as the focus for our game theory models. The congestion game
framework, outlining the El Farol Bar, El Farol Network Congestion and Minority
Game approaches is described in Sect. 4. Results of agent-based simulations of the
games are presented in Sect. 5, with statistical analysis of empirical observations
and simulations in Sect. 6. Future work covering game extensions, the Braess
Paradox, learning schemes, and uncertainty measures are explored in Sect. 7. We
conclude our work in Sect. 8.

2 Background and Motivation

The literature on ED utilization problems is rife with the topic of overcrowding and
its consequences. Wait times in the US have increased between 1997 and 2004 by
36 % [30]. EDs are currently dealing with the uncertainty of whether it will get
worse [31]. A well-documented subject, emergency service congestion has been
discussed across a spectrum of ED endpoints, including operations, staffing, process
reengineering, crowding measures, interventions, and the opportunity loss of
boarding admitted patients [32-37]. Several studies have documented myriad
adverse patient quality and safety outcomes. These encompass research which
attributed 5 % greater odds of dying after being admitted in a congested ED to
adverse cardiovascular outcomes for chest pain patients [38—46]. EDs are a primary
gateway for hospital systems, accounting for as much as 50 % of hospitals’ non-
obstetric acute-care admissions and 60 % of Medicare admissions [47, 48]. With
24 h availability, sophisticated medical equipment, specialized manpower and
procedures, and high fixed costs, EDs are also a microcosm of the larger hospital
system—a hospital within a hospital. Legal requirements such as the Emergency
Medical Treatment and Labor Act (EMTALA) require that EDs treat on the basis of
need rather than on the ability to pay, thus the uninsured have been more likely to
turn to the ED for care rather than a physician’s office [49]. Moreover, the US
Congressional Budget Office projects that while the Patient Protection and ACA
will provide an additional 32 million people with health insurance by 2019, 23
million people will still remain uncovered [50]. Their ranks will include those who
choose to remain uninsured as well as undocumented immigrants. Primary care
shortfalls have not been accounted for, as was the case with Massachusetts
healthcare reform in 2006. Without a commensurate increase in primary care
physicians, already constrained EDs might continue to be the preference for the
burgeoning Medicaid population and the uninsured [51]. The low socioeconomic
status (SES) population, even in countries other than the US with near universal
insurance coverage, displays a pattern of seeking low value care—underuse of
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primary care and overuse of hospital-based services [52]. These learned behaviors
might also contribute to ED overcrowding in the near term and aggravate the
struggle to maintain high quality and safety service levels. The ED utilization
lessons from the statewide Massachusetts healthcare reform in 2006 may serve to
guide strategies for already constrained EDs [53-55]. Theoretical aspects of the
ACA, targeted to reduce low value care by encouraging primary care outside of the
ED setting, may not map seamlessly to practical aspects in the national setting.
Therefore, chronic ED crowding due to the traditional components of ED
congestion, namely the preferences of low SES, nonurgent medical needs, and
“frequent flyer” patients, may be exacerbated by the shifting tectonic plates
of the ACA, population health management, and the safety and quality driven pay-
for-performance paradigm on the horizon.

3 Related ED Congestion Work

Several preliminary investigations regarding ED congestion at our facility are
briefly surveyed here, providing the contextual backdrop for recasting our problem
in a game theoretic framework. Our study was designed at Lehigh Valley Health
Network, an eastern Pennsylvania USA tertiary medical center with 1,011 licensed
acute-care beds and 5 campuses and EDs. As Pennsylvania’s first Level 1 Trauma
Center, it has a catchment area of approximately 4,500 square miles and a popu-
lation base of over two million people. It remains the only Trauma Center with
additional qualifications for pediatric trauma and the region’s only children’s ED. It
is a teaching hospital, academically affiliated with the University of South Florida.
It is also part of an interstate consortium, AllSpire Health Partners, comprised of
seven hospital systems totaling 31 hospitals, the largest healthcare consortium at the
time of its formation in the US. Our institutional review board approved the study
reported here, which pertains to the adult ED at one of our campuses which had
over 110,000 annual ED presentations.

With an increasing rate of ambulance diversion, an understanding of the system
congestion, in both the ED and the inpatient setting was analyzed using discrete
event simulation for process modeling and a popular machine learning algorithm, a
decision tree classification model. These models were used to guide policy deci-
sions aimed at reducing ED congestion tactically, focusing on ambulance diversion
as an operational definition and proxy measure of crowding. We briefly outline key
points which informed our investigation of game theory approaches; approaches we
felt had the potential for incorporating elements of the patient’s perspective for
understanding the causes of congestion and potential solutions, guided by strategic
rather than tactical considerations.

Data was SQL queried and joined from three real-time electronic tracking
systems: the ED’s electronic database, T-System, which tracks all patients regis-
tered in the ED, the patient logistics database or hospital bed board Teletracker, and
the perioperative tracking database, Amelior ORTracker, an RFID tracking system
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for surgical patients. Demographic retrospective data was queried from a data
warehouse where GE Centricity electronic medical record data is uploaded.
Ambulance diversions in response to congestion are logged as hours of diversion
status, therefore all data reflected hourly units. Three years of data (2010-2013)
comprised of over 300,000 attendances were compiled for time-stamped hourly
variables, yielding 26,280 hourly instances. In an effort to organize our research
agenda, we followed the standard conceptual model of ED crowding based on
input, throughput, and output variables [56]. This operations management frame-
work facilitates understanding the ED as a CAS because it highlights system
coupling by outlining the numerous sub-systems and transitions. More importantly,
in terms of a CAS, it is a lens of the numerous interactions between the coupled
dynamical subsystems. Input variables included ED self and ambulance arrivals,
census, emergency severity index (ESI) or priority of patients in the ED, referred to
as a triage number on a 1-5 scale of decreasing severity, and transfer patients.
Transfer patients reflect the utilization rate of an ED as a referral site for other
providers such as skilled nursing facilities, urgent care centers, and others.
Throughput variables were comprised of standard ED process steps, including door-
to-triage, door-to-room, door-to-doctor, door-to-test, and door-to-departure for
nonadmitted patients, as well as the time from disposition decision until departure
for admitted patients, and the rate of inpatient admissions. Output variables were
acute hospital LOS, observational LOS, elective surgery same day admissions,
direct transfers from other facilities, intensive care unit occupancy, inpatient unit
occupancy, total admissions, discharges, and their hourly standard deviations. We
also developed a novel output variable, a congestion volatility index (VIX), which
characterized intra-house transfers as an indicator of congestion accommodation.
While the movement or transfer of an inpatient reflects standard hospital processes,
such as transferring out of a critical care unit to a medical or surgical unit in a step-
down process, it also reflects hospital administrators’ preparations to create space or
buffer anticipated arrivals before a bottleneck occurs. Lastly, we included patients
who arrive at the ED and register, but leave before completing treatment. This
elopement is commonly called left without being seen, hereafter LWBS. A small
but related category of patients who leave after starting treatment, but before
treatment is complete (LBTC) was not included in this study. Similar to ambulance
diversion, LWBS is related to all categories of the conceptual model and is a
consequence of congestion. Descriptive statistics and data cleansing were per-
formed using SQL commands for the joined databases. Reconciliation of the
electronic data in the form of aberration detection methods and multivariate outlier
analysis was done in conjunction with empirical observations of ED operations
during all shifts over a 3-month period by the author. The final database of 26,280
records defined by the 25 operational variables was analyzed using the computer
applications ARENA™ for simulations [57] and CART for decision trees, a form of
supervised pattern recognition [58]. More specialized audiences seeking additional
information about these methods can refer to more extensive descriptions of dis-
crete event simulations and classification and regression tree design in several
engineering and machine learning references [59-61].
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The results of our simulations confirmed congestion bottlenecks due to a lack of
consideration of coupled systems. In particular, the pattern recognition models’
high prediction accuracy for ambulance diversion also yielded scores of variable
importance, with our VIX, LWBS, and LOS variabilities as the top performing
variables. Both models quantitatively confirmed the temporal nature of our con-
gestion problem, previously understood only qualitatively. Inpatient congestion
variables on Mondays, which formed the output operational variables in the con-
ceptual ED model, were the primary culprit in turning away ED bound ambulances
for nonsevere medical conditions.

An unsurprising result, Mondays enjoy a unique position in many business
sectors which reflect seasonality, calendar, and day-of-the-week effects, the stock
market being a common example. The Monday syndrome in emergency care is also
well documented. In the US, LWBS patients were found to occur 1.4 times more
frequently from Monday through Wednesday in a study where extensive wait times
and nonurgent LWBS were investigated [62]. The phenomenon is not unique to the
US. In the study of six EDs in Sweden, Monday was the busiest day and Saturday
the least busy [18]. Similar results have been reported in the UK, where both a
Monday effect and evening hours with longer wait times was found to increase the
probability of LWBS [6]. In another large UK study of over 15 million ED
attendances, of which 11.7 % were inappropriate or nonurgent, a Monday effect
was also found [6, 63]. We also found a Monday effect for recurrent ED atten-
dances. During the study period, 100,779 patients made 205,953 ED presentations
to the smaller of our suburban EDs. Over 70 % were repeat attendances. At our
larger suburban ED, over 65 % were repeat attendances out of 305,890 total
attendances by 164,172 patients. At our urban ED 50,070 patients made 121,431
attendances, with over 78 % recurrent attendances. Our recurrent attenders com-
prised 39, 35, and 46 % of all ED patients and accounted for 70, 65, and 78 % of
ED visits, respectively. Additionally, 47-58 % of our recurrent ED attendances
occurred on Mondays for our urban and suburban sites. Attendance frequency
details are listed in Table 1 and the Beta probability distribution (0.5 + 81 * Beta
(0.392, 20.2) of the corresponding attendance frequency versus count (x, y) is
shown is Fig. 1.

Based on our findings for Mondays, we further developed our classification tree
by reducing the input space and measuring the prediction results using the receiver

Table 1 Frequency of ED

attendances Attendances Suburban ED Urban Suburban ED
1 (%) ED (%) 2 (%)
>50 0.4 04 04
26-50 1.7 1.4 1.1
>25 2.1 1.8 1.5
7-25 18.2 25.5 14.8
2-6 50.1 50.7 48.8
1 29.6 22.0 349
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Fig. 1 ED attendance probability distribution—count versus attendance frequency (x,y)

operating characteristic (ROC) summary statistic [61]. An ROC curve is graphed as
the false alarm rate (1-specificity) on the abscissa, against sensitivity on the ordinate
axis for all possible thresholds of a binary classification task. The area under the
ROC curve, referred to as AUC or A_, represents the discrimination ability of test.
Perfect discrimination is represented by 1.0, while 0.5 denotes no discrimination or
randomness. A, was calculated for daily models of ambulance diversion prediction
by the hour. Our best classifiers, defined by A, > 0.85, achieved performances of
0.87, 0.88, and 0.97 for predicting ambulance diversion with the smallest subset of
variables—LOS, VIX, and LWBS. Figure 2 graphically displays a subset of the
average congestion variables for Mondays which led to ambulance diversion,
depicting a typical example of all variables relating to congestion. Included were:
hour of the day, inpatient hospital occupancy (referred to as house congestion), ICU
occupancy, ED census and admission rate, the elopement of patients who register
(check in) but do not wait for emergency service or “left without being seen”
(LWBS), the percentage of patients present with higher triage status (1-3), and
LWBS wait time. Our ED capacity is delineated by adult, children, trauma, and
surge (capacity for sudden excess demand), accomodating103 patients. From Fig. 2,
the notated red or largest sphere, indicating the largest LWBS count, occurred when
the ED census reached 62 patients. We will return to this characteristic of ED
crowding in our game theory models.

Our goal to preserve ED service quality and safety by targeting the most
explanatory variables for ambulance diversion, in the nascent context of population
health, motivated examining the LWBS population as an additional congestion
indicator. Although our VIX and LOS were equally important, our LWBS rate had
increased over the study period. While it is not surprising that both ambulance
diversion and elopements are interrelated signs of constrained resources, ED
elopements are also concerns in their own right. We analyzed our LWBS popu-
lation using a bootstrapped cumulative summation (CUSUM) or Change Point
Detection, a standard process control engineering technique to statistically char-
acterize the timing of elopements as the new marketing environment unfolded [64].
While Change Point Detection is typically used as a surveillance method for disease
outbreaks because it can detect subtle shifts from the process mean and provide
estimates of when the change occurred and its magnitude, it is also useful
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Fig. 2 Decision tree results as a graphic of congestion resulting in ambulance diversion

to characterize any rare event in time series data. When augmented with statistical
resampling or bootstrap methods, where random iterations of the original dataset
are generated, confidence levels are obtained for every change in the mean or
variation detected. In the interval studied, hospital EDs were starting to scale-up
competition for market share with other EDs, urgent care centers, and retail health
clinics, similar to market entry strategies in the commercial or industrial and
business sectors. In Fig. 3, statistically significant increases in elopements occurred
throughout 2012, while a steady rate was maintained in 2013.

Elopements were further characterized by payer status. As previously mentioned
regarding the newly insured through the provisions of the ACA healthcare reform,
an analysis by payer categories (self-pay, uninsured, commercial, Medicare, and
Medicaid) was of interest from various perspectives. At this juncture, we wanted to
understand whether any potential shifts in payer status over time were associated
with the LWBS congestion indicator. Although no significant changes in total payer
categories were noted, a LWBS increase (38.6 %) in the 2010-2013 timeframe
occurred for the Medicaid population. A large corpus of literature is testament to the
safety and quality issues associated with the LWBS population, with LWBS used as
a proxy indicator of ED performance and overcrowding, as a safety net concern,
and for its association with low-income and poorly insured patients [5, 9, 10, 65,
66]. To further characterize these elopements, we analyzed the population by ESI
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Fig. 3 Statistical change point detection of LWBS

to understand where their presentations occurred in the severity spectrum, with ESI
1 and 2 representing urgent conditions and 3-5 as nonlife threatening conditions.
The majority of our patients who did not wait for service had nonurgent severity
indices at ED registration.

Given the congestion which resulted in ambulance diversions, we assumed a
component of the LWBS phenomenon was dissatisfaction with the wait times. In
light of the new strategy by US hospitals to advertise ED wait times coincident with
increased LWBS, we decided on a figure—ground shift approach. Investigating the
social coordination background could elucidate a variety of congestion phenomena,
including how people decide to use an often congested ED for nonurgent condi-
tions, as well as decision making under uncertainty at the server—diverting
ambulances. Recent marketing of ED wait times might have contributed to the
changes we were experiencing [67—70]. Advertisements using various real- or near-
time venues such as text messaging, smartphone applications, Internet sites, and
billboards were introduced in our ED catchment area during 2011. In general, while
it seems appealing from the customer viewpoint to acquire wait information, it is
seldom clear whether it is measurably beneficial. Consider how people decide while
holding in a call center scenario with an estimate of the wait time—"“to balk or to
renege: that is the question.” Furthermore, a Canadian study found low awareness
of published online ED wait time data [20], complicating prediction. Similarly, little
is known about the benefits to the server regarding publicly posted queue infor-
mation in the healthcare sector. However, even the US government has launched an
app, ER Wait Watcher, based on data gathered by the Centers for Medicare and
Medicaid Services (CMS) in conjunction with Google. The CMS collects care
measures from US hospitals, who are financially incentivized to voluntarily provide
average wait times [71]. It pairs the data with Google real-time travel estimates
based on traffic conditions, in theory eliminating the need for guesswork regarding
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waiting. Still, there are conflicting opinions in the grab for market share. These span
positive outcomes for relieving ED congestion by more effectively distributing
patients across several servers, to negative consequences, such as discrepancies in
the definition of waiting time that individual hospitals report [72—74]. Additionally,
the Federal Communications Commission, which oversees the Lifeline program to
ensure that low-income Americans are provided with telephone service, expanded
the program to include smartphone upgrades during 2011-2012. In the context of
our Medicaid population’s increase in elopements, the likely expansion of this
population under the ACA, the 23 million who will remain uninsured, and the old
habits that die hard (people who prefer the ED to primary care), we find ourselves
on new turf. It seemed plausible that the confluence of enhanced flow of real-time
wait information, regardless of the payer status of the user of the data, as well as
previous wait experiences would provide an interesting backdrop to understand
how people decide to go to the ED for nonurgent care sans crowding. Fortunately,
the same kind of problem has been examined by economists, computer scientists,
and econophysicists, although not in an ED, but in a bar.

4 Game Theory Models

Game theory models cooperation and conflict between intelligent and rational
decision makers. A game is simply the description of strategic interactions, which
includes constraints on the players’ actions and interests. Nash equilibrium is a
central tenet of decentralized decision making. A Nash equilibrium is a solution in
which no player can improve her selfish objective by unilaterally changing her
strategy. In a Nash equilibrium, each player has chosen a strategy which is a best
response to other players’ choices. While equilibrium solutions are stable, they can
be less efficient than centralized optimal solutions which minimize the cost to the
entire system. For the problem we consider here—the ED self-referral system as a
population of agents who have coupled dynamics—the El Farol Bar Game, also
known as the Santa Fe Bar problem, provides an interesting and relevant game
theoretic framework. Additionally, extensions of the game allowed us to make
comparisons for our congestion problem. In the remainder of this section, we
develop the central tenets of the El Farol Bar Game, discuss its interpretation as a
congestion game, a Network Congestion game, and as an abstraction of the El Farol
Bar Game, the Minority Game. All modeling was done using the agent-based
modeling (ABM) platform, NetLogo [75-78]. In contrast with our previous discrete
event simulations, ABM is decentralized—there is no definition of global system
behavior. Rather, behavior is defined at the individual level (bottom-up modeling)
and the global system behavior emerges as a result of individuals following
behavior rules, interacting and communicating with and in their environment. The
NetLogo implementation facilitated modeling speed.
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4.1 The El Farol Bar Game

Introduced by Arthur [1] to investigate how to model bounded rationality in
economics, the game is used to model a system of agents who inductively adapt
their beliefs in the aggregate environment they create when they cannot explicitly
coordinate with each other directly or through some external mechanism. Inspired
by the El Farol bar in Santa Fe, New Mexico, which used to host Irish music every
Thursday night, the original problem was set-up as follows:

N people decide independently each week whether to go to a bar that offers entertainment
on a certain night. For correctness, let us set N at 100. Space is limited, and the evening is
enjoyable if things are not too crowded—specifically if fewer than 60 percent of the
possible 100 are present. There is no sure way to tell the numbers coming in advance;
therefore a person or an agent goes (deems it worth going) if he expects fewer than 60 to
show up or stays home if he expects more than 60 to go [1].

Arthur’s simulations showed that while the mean attendance was near the
capacity level of the resource at 60, the artificial agents did not effectively coor-
dinate because the variation around the capacity fluctuated widely. It is straight-
forward to make the connection to the ED and other common pool resources. The
bar’s capacity is a resource which is subject to congestion, therefore the El Farol
Bar Game is a stylized version of many problems in economics which examine
efficient exploitation of common public resources. As we noted earlier, the ED can
be cast in the framework of the Tragedy of the Commons—a decentralized system
where individual users compete to maximize their individual, local payoffs which
impact the system-wide objective, often causing performance degradation of the
global system. Depending on the problem domain, centralized systems can be
impractical or costly to implement. Therefore, solutions to the problems of
decentralized decision making—individuals minimizing their own costs of receiv-
ing service in the context of the centralized objective of minimizing the total cost of
providing service to everyone—are often sought.

We describe central tenets of the problem and refer the interested reader to the
extensive literature on the subject spanning a variety of perspectives [79-87]. In our
explanation, we closely follow the derivations for El Farol and its relative the
Minority Game, which are outlined with clarity in [8§3—86]. The words player and
agent are used interchangeably in our discussions.

4.1.1 The El Farol Stage Game

We introduce the one-shot or El Farol stage game, with the definition of the bar’s
threshold, 7, a nonzero integer, and a population of N people who are bar goers.
They decide independently to go to the bar. Going to the bar is worthwhile if it is
not too crowded, otherwise they prefer to stay home. Specifically, the bar is con-
sidered crowded when n (where n < N) people attend and the threshold is exceeded.
Likewise, it is enjoyable when the attendance is at or below the threshold. Given
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a set of actions, x = {0, 1}, where 1 denotes attending and 0 denotes staying home,
the general form of the payoff function is given by:

upifx=1land n<T
Ux,n) = wpif x=1landn>T (1)

u3if x =0

There are different payoffs depending on the results of each game round. The
conditional payoffs which occur according to the state of the bar are as follows: a
player receives the highest score, u;, when going to the bar and finding that it is not
crowded, while the lowest score, u,, or a penalty is awarded when attending the bar
and discovering it is crowded. Staying at home nets an unconditional payoff, u3, a
medium number of points. This is expressed in the payoff matrix in Table 2. For
ease of interpretation, we substitute high, medium, and low (H,M, L) for u;, us, us.
The payoffs are strictly ordered such that H > M > L.

There are three types of Nash equilibria of the El Farol stage game: pure
strategy, symmetric mixed strategy, and asymmetric mixed strategy. The number of
pure strategy Nash equilibria, where all players play a pure strategy, with N € N
players and a threshold capacity of T € N is:

(r) =rw=m 2

There is also a unique symmetric mixed strategy equilibrium, where all players
play the same mixed strategy defined by (p, [1—p]), where p is the probability of
going to the bar and [1—p] denotes the probability of staying home:

ﬁjf—i(ﬁ‘l)m—p}“m o)

Furthermore, the number of asymmetric mixed strategy equilibria, where some
players play a pure strategy and the remaining play a mixed strategy, is countable.

We conclude our discussion noting that the Nash criterion for an equilibrium in
many cases, as in the El Farol bar stage game, is a weak criterion—many strategy
combinations are admissible as equilibria, far beyond the number of “equilibria”
that actually realize in the data we see. Naturally, this is disadvantageous for
prediction purposes. It would be difficult to know which Nash equilibrium will
occur in the data when there are a countably infinite number possible. In order

Table 2 El Farol Bar Stage
. Attendance
Game payoff matrix
Action Crowded Uncrowded
Attend L H
Stay home M M
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to correct for the large number of Nash equilibria, which rises as N increases, a
different equilibrium criterion, usually a refinement of the Nash criterion but more
strict so as to reduce the number of possible equilibria is a remedy. Furthermore,
when a game of both coordination and differentiation is repeatedly played by many
players, clear predictions from game theory are not forthcoming. For this reason,
simulation models of the underlying game afford the next best approach to actual
experiments, so that different simulated agents can use different strategies as the
game is repeated. Allowing the players to use learning rules accomplishes this end.
Reinforcement learning, essentially trial and error learning based on interactions
with an environment, and Arthur’s inductive learning are two possibilities.

4.1.2 The El Farol Game

In the El Farol Bar problem, Arthur notes that psychologists agree on the tendency
for people to develop internal models, mental schemes, and behavior rules from
which to search for patterns in order to make decisions in complicated situations.
They are essentially creating forecasts. If their forecast predicts low attendance,
they will go. The converse holds true. The problem with these mental schemes and
hypotheses is that no forecast can be employed by everyone and simultaneously be
accurate [80, 86]. To see this, consider the case where a forecast based on past
attendances predicts high attendance for the coming week. Then all potential
attendees using the forecast will stay home. This response invalidates the forecast,
and exemplifies the problem that no deductive solution can be found. To model
bounded rationality, Arthur assumed individuals had a set of hypotheses or fore-
casting models to base their decisions on. Therefore in his simulations, agents
predict using deterministic inductive reasoning: if they predict attendance will be
less than 60, they go to the bar; if they predict it will be greater than 60, they will
stay home. The predictive heuristics used could be anything from moving or simple
averages, a mirror of the last week, a period two cycle detector, and so forth. They
were ranked according to their accuracy at the end of the week to use as a predictor
for the coming week.

Consider each agent, k, to have a set of predictors, s* which they score and rank
in a weekly period ¢, for their upcoming decision given the attendance history, #,
over the last d weeks where d (h_;) D and D is the set of all possible attendance
profiles for the last d weeks. Armed with the publicly posted actual attendance
number of the most recent week, a score is assigned to each model, U, (sk). It is
computed from the weighted average of the score of the same model in the previous
week and the absolute difference between the forecasting model’s last prediction,
s8(d(h._,)) and the current realized attendance y, in period ¢. Formally, the deri-
vation can be expressed based on [86, 87], where A is a number strictly between
zero and one:
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U(s*) =2 Ura (%) + (1= W)]s*(d(he-r)) = v1| (4)

For each week, the forecast which yields the highest score becomes the agent’s
predictor and she goes or stays accordingly. The actual attendance is publicly
available. The agents realize their payoffs, update the score for their forecast models,
and choose the predictor for the coming week’s decision to go to the bar or not.

4.2 El Farol as a Congestion Game

As a repeated simultaneous move game, the El Farol Bar problem describes
N players with identical preferences attempting to coordinate their actions so as to
maximize local payoffs subject to the crowding externality of a public common
resource. Without the ability to communicate, they must independently decide that
when going, they will receive a payoff greater than what they would have received
had they remained at home. Similarly, when choosing to stay, they would receive a
payoff greater than what they would have realized had they not stayed away.
Analogously, market entry games, interpreted as truncated two-stage games, depict
players in the first stage simultaneously choosing whether to enter or not [86]. The
entrants’ payoffs are determined from these actions in the second stage. We find the
market entry interpretation of El Farol intuitively appealing because of the market-
like dynamics of competing healthcare services in our current climate, where
consumers’ service provision and providers’ resource allocation behaviors suffer
conflict. Competing EDs with various express care configurations, retail and con-
venient care clinics, urgent care or “emergi-centers,” as well as consumers strate-
gizing how to individually utilize these resources for their nonsevere conditions,
resemble market operations. There is some dissimilarity with the market entry
interpretation to the El Farol bar problem, however, because the entrants’ payofts
are related to the bar attendance discontinuously, unlike markets where the payoffs
are negatively related to the number of entrants continuously. Notwithstanding, the
healthcare market’s uniqueness encompasses numerous other economic distortions
worthy of novel modeling approaches.

4.3 Congestion Games

Other research casts the El Farol bar problem as a congestion game. Congestion
games and selfish routing problems are advantageous frameworks for decentralized
systems and are often studied from a multidisciplinary setting of game theory,
computer science, operations research, transportation engineering, and communi-
cation network routing. Congestion games, as the name implies, model resource
competition where players simultaneously attempt to utilize a resource, with the
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payoff a function of the congestion level of the players allocating the common
resource. In this framework, when a player unilaterally switches strategy, the
change in her payoff or cost, such as a delay, is the same as the change in a global
objective. Congestion games were first introduced by Rosenthal [88] and have been
extensively studied [87-97]. They were later generalized to a class of games called
potential games, which incorporate information about Nash equilibria in a single
real-valued potential function over the strategy space [95]. Rosenthal’s original
congestion game applications, road networks and factory production, have since
been extended to many analogous problems in areas spanning engineering, biology,
and network routing design.

We overview congestion games as our perspective for recasting the El Farol bar
problem as the El Farol Network Congestion Game for ED crowding. For further
details regarding congestion game derivations, the reader is referred to [96] and the
references therein. Their work includes the mathematical relationship between
congestion games and potential games in an analogous decentralized problem of
spectrum sharing in a wireless communication system.

Congestion games are a class of games given by the tuple (N, R, (3))
ienis (8r),er)> Where N ={1,2,... N} denotes a set of users, R = {1,2,...R}
denotes a set of resources, and Y, C 2% is the strategy space of player i. The payoff
function associated with resource r is g, : N — Z. The payoft g, is a function of the
total number of users using resource r and is nonincreasing in the congestion.
A player tries to maximize (minimize) its total payoff (cost) which equals the sum
total of payoff over all resources involved by its strategy. The strategy profile is:
o = (01,02,...,0y), Where o; € >_,. Hence user i’s total payoff is given by:

g'(0) =2 &(n(0) (5)

reo;

where n,(0) is the total number of users for resource r under the strategy profile o.
Rosenthal’s potential function ¢ : ), x>, x--- x Y — Z is given by:

n,(c)

LGEDIIFAV (6)
N .

=3 & (ni(o) (7)

i=1 reo;

The second equality is the result of exchanging the two sums. The number of
players using resource r whose indices do not exceed i in the set {1,2,...,i} is
given by n‘ (o). When player i unilaterally moves from strategy o; to the profile a;
the potential changes by
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A(I)<a,- — aL) = Z gr(n.(o)+1)— Z gr(n(0))

rea:,,m?zri rea,u,rgaz
= &n(0) = e (n(0)) (8)
,,ea; reo;

A<I><ai — a;) :gi(a’i, o;) - gi(a’i, ai),

where, for resources that are used by both strategies, g; and a;, there is no change in
their total number of users, yielding the second equality. Here, ¢~/ denotes a vector
of strategies for all players other than player i, which is held fixed since we are only
considering a deviation in player i’s strategy. This result can be obtained by
exchanging the two sums in the potential definition (7) and by assuming the N-th
player is considered. An intuitive interpretation is presented in [97], conveying that
the gain (loss) as a result of any player’s unilateral move is exactly the same as the
gain (loss) in the potential. The potential can be viewed as a global objective
function. Because the potential of any strategy profile is finite, then every sequence
of improvement steps is also finite. Known as the finite improvement property
(FIP), the improvement steps converge to a pure strategy Nash Equilibrium, which
is a local maximum (minimum) point of the potential function @, defined as a
strategy profile where changing one coordinate cannot result in greater value of ®.
Therefore unilateral improvement steps, regardless of sequence, converge to a pure
strategy Nash equilibrium—a local optimum of the global objective function given
by ®( ), the exact potential function:

d(r0) sl =o(s ) 0 n) O

A congestion game is thus an exact potential game, and every potential game
may be converted into an equivalent congestion game [95].

In the introduction we conjectured how game theory could be used to highlight
how prospective ED customers might be optimizing their own behavior in
crowding situations, which in turn conflicts with the collective, social optimization
of our decentralized resource. By the FIP for congestion games, advanced through
its relationship with the potential function, an understanding of the stable state of a
system is within reach. Hence, the appeal of the congestion game framework is that
it provides a context to examine how individual and self-interested, local optimizing
behaviors collectively may result in a globally optimized solution for a complex
system in periods of common resource scarcity.
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4.4 El Farol Network Congestion Game

The interpretation of the El Farol bar problem as a congestion game, where each
player’s payoff depends on the number of other players vying to utilize the same
resource, has been investigated in the literature [77, 79, 80]. In one congestion game
framework, Arthur’s deterministic inductive reasoning in the original problem was
ported to a stochastic setting, and an adaptive learning algorithm was implemented.
The agents need not make explicit predictions about the bar based on the decisions
of others; rather, they use their own experiences [80]. This distinction, where the
authors used the Internet as example of a public resource which can become
congested due to overutilization, is interesting because it accounts for coordination
failure. The lack of coordination is due to the agents’ uncertainty regarding the
actions of other agents. Algorithmically, the adaptive strategy resembles habit
formation. This feature may be relevant for our problem domain, where ED utili-
zation patterns for nonurgent medical care have been ingrained in some popula-
tions, as mentioned in the introduction. Additionally, by using the stochastic
version of an adaptive learning rule, the authors observed that the characteristics of
the equilibria observed depend on the nature of information available to agents.
Limiting the information leads to successful coordination and a Pareto efficient
equilibrium, while providing more leads to an inefficient outcome. Recall our earlier
discussion regarding the current transition of hospitals to market entrants with
strategies for garnering share based on their quality, safety, and performance
metrics, specifically in the form of wait times. The adaptive El Farol congestion
game may shed some light on how much information is too much information.
Having developed the congestion game foundation for this distinctive interpretation
of the El Farol bar problem, we refer readers interested in more complete deriva-
tions to the original work [79, 80], highlighting the salient features of the game in
what follows.

Consider that over time, agents adapt their probability of attending the bar based
on a history of their own experiences—they cannot know ahead of time whether
they will be satisfied with the service level (the bar will not be too crowded)
because they cannot know the actions of everyone else. If an agent attends p percent
of the time, then the agent will go more often (increase p slightly) if the bar is not
too crowded. Alternatively, if the bar is crowded, the agent will decrease p. Fur-
thermore, consider M agents competing for the N spaces at the bar. Then the
probability the ith agent attends is p;. Let k be the iteration, N(k) the number of
agents attending at time k, and p the characteristic parameter which defines how
much each agent changes p; in response to new information, and p;(k) the
instantaneous value of p; at time k. Let

N(k) = in(k), (10)
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where the x;(k) are independent Bernoulli random variables which are one with
probability p;(k) and zero otherwise. The probabilities then follow in (11)

0. it pi(k) — p(N(K) — N (k) <O
pilk+1) =141, if pi(k) — u(N(k) = N)xi(k) > 1
pi(k) — p(N(k) — N)x;(k), otherwise

(11)

At each time k, the agent flips a biased coin, attending with probability p;(k) in
[0, 1]. When the agent attends, p;(k) is increased proportionally to N(k) — N if the
bar is uncrowded and conversely, decreasing proportionally to N(k) — N if the bar is
crowded. For not attending, we have x;(k) = 0 and p;(k + 1) = p;(k).

4.5 Minority Game

The Minority Game is a symmetric version of the El Farol Bar Game. Where Arthur
assumed patrons would enjoy the bar if 60 % or less attended, the Minority Game
simplifies the cutoff to 50 %. Introduced in the physics community by Challet and
Zhang [98-100], it is well documented in the econophysics literature to study
market entry and financial market interactions [101-114]. Similar to the El Farol
problem, it can be used to model agents with bounded rationality competing for
scarce resources and is a simple version of a congestion game. As a repeated game,
N agents must decide between two actions, such as in the El Farol bar problem, to
go to the bar or stay home, with N odd so as to identify the minority action.
Therefore, agents trying to distinguish themselves from the crowd must choose
between two alternatives (0 and 1) independently, and those who take the minority
action, receive one positive payoff unit. Denoting the ith player’s action at time ¢ by
a;(t) € {0, 1}, the total action of all players at time 7 is then computed as:

Ar) = Z {2ai(r) - 1} (12)

The winning group W(z) € {0, 1} at time t is then defined as:
W(r) = H[-A(1)] (13)

where H is the Heaviside function. For each player, their decision about the action
in the next round is based on the last m outcomes of the game, illustrated by:
{W(—m),...,W(t — 1)}. Based on the common knowledge of the past record, all
players can exploit the global information pu(z) € {0,...,2" — 1}, a decimal rep-
resentation of the binary vector of the last m rounds. Players who take the minority
decision gain one point at the end of each round, and vice versa. Players decide on
their actions by adopting strategies. A strategy is a map from all possible m -step
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histories onto the binary set, mapping u(z) to an action a(z). Each player is
equipped with a pool of S strategies which do not necessarily differ. Strategies
assigned to them at the beginning of the game are limited, corresponding to their
bounded rationality, and all players are initiated with a random global history—
their pool of strategies. The strategy s of player i is given by s;, where
sef{l,..,S}ie{l,...,N}. Assuming the players can remember the correct
minority decisions of the last m rounds, they can resolve 2" possible histories (z)
and therefore the strategy space comprises different strategies. Players decide
which of the S strategies to play in the next round by keeping track of the virtual
points that each of its own strategies would have gained if it had been used from the
beginning of the game forward. The points are only virtual because they record the
merit of a strategy regardless of whether or not it was used in the round. The virtual
score U;, of the strategy s of player i is updated by

Uis(t+1) = Us(t)—sign[ (2a;(r) — 1)A(r)] (14)

At every round, the player then selects the strategy with the highest virtual score.
When there is a tie among possible strategies, the player randomly selects one of
them. A diagram of the minority game concept with N = 103, depicting the dif-
ference between an efficient outcome, which has a smaller difference between the
majority and minority (51:52), versus an inefficient outcome or underutilized
resource (1:102) as well as an example of strategy table with m = 3 are shown in
Fig. 4 and Table 3.

Minority Game
N agents, e.g. N=103

Next Round
Best Result m
51:52 o ’
o
Worst Result 1
1:102 [ I
W

Minority wins

ER is uncrowded

Fig. 4 Minority game diagram—a smaller difference between the majority and minority groups is
a better result
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Table 3 Strategy example - —
form=3 History Prediction
{0,0,0} 1
{0,0,1} 0
{0,1,0} 0
{0,1,1} 1
{1,0,0} 1
{1,0,1} 0
{1,1,0} 1
{1,1,1) 0
5 Results

Three series of agent-based model were implemented in NetLogo. The NetLogo
agent-based modeling environment is an open source software tool with an easy to
use graphical user interface. All games used in this study are available in the library
of models, including the source code [75]. Standardized descriptions of ABM that
promote modeling protocols for social science simulations are provided in [115].
We followed the systems engineering approach for discrete event simulations in
[59], which similarly follows the perspective of overview, design concepts, and
details in [115]. Additional information regarding design protocol which we found
helpful can be found in the NetLogo implementation of EL Farol detailed in [116].
The ED studied has a capacity of 81 beds. Surge and trauma comprise an additional
22 beds for a total capacity of 103. A pseudocolor heat map representation was
graphed which depicts census or occupancy by color, with orange indicating the
most occupied and dark blue the least occupied. The Monday heat map of atten-
dances is shown in Fig. 5. Compared with all other days of the week, the rate of
ambulance diversion on Mondays was the greatest at 38 %. Additionally, the
LWRBS rate for nonurgent ESI care, triage 4 and 5 levels, coincided with peak
ambulance diversions, commencing at an ED census of 55 patients during the
interval of noon to midnight. The time interval of greatest congestion is represented
by the orange color and its variations.

We parameterized the game theory models based on these empirical insights
from our ED, given that the results of a decision tree learning algorithm can be
decomposed into a set of rules and parameters. For the El Farol Bar and the El Farol
Network Congestion games we set N = 81, our capacity without trauma and surge,
because the trauma patients have dedicated bays based on their severity and surge in
general reflects mass casualty scenarios.

For the completely deterministic El Farol Bar Game, where the agents choose
whether or not to attend based on their best current (active) predictor, Arthur’s
model is modified in the NetLogo implementation following the work defined in
[81]. In this interpretation, a prediction strategy is a list of weights determining how
each agent believes that each time period of past data will affect the attendance
prediction for the current week. In our simulations, each agent was assigned five
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Fig. 5 ED census heat map

prediction strategies and decided which to use by assessing which one would have
performed the best had it been used in the preceding weeks. We chose five
heuristically, based on our observations of repeated ED attendances. The potential
strategies are distributed randomly to the agents upon initialization, and at each time
step the agent utilizes only one strategy, based on its previous predictive power for
the attendance. The length of the attendance history that the agents can use to
evaluate a strategy (memory size) was varied from 1 to 5. The overcrowding
threshold was set at 55.

In the El Farol Network Congestion Game, the frequency update was varied from
1 to 7. It represents the value to update the attendance frequency based on a crowded
or uncrowded condition such that agents can utilize a different time span until their
next visit. This is called the phase in the algorithm derivation, meaning that agents
will have a different amount of time (1-7 days) until their next visit [80]. Each agent’s
phase value decreases as the model runs until it drops below 1 and the agent goes to
the bar. Once there, it changes the attendance frequency based on the equilibrium
value, set at 55. If the bar is crowded, the attendance frequency is increased by the
frequency update value, meaning that it will wait longer for a future visit. The
adaptive strategy also defines a dead zone below the point at which the bar becomes
crowded. In this transitional attendance zone between uncrowded and crowded, the
agents do not care. Thus it is an interval where agents neither increase or decrease
their attendance, avoiding the knife-edge scenario of requiring exactly 60 agents in
the zone where the bar is considered neither overcrowded or undercrowded, as in the
original problem. Our dead zone was set at seven agents, based on the observed
variance of our LWBS indicator of congestion. Therefore if the attendance falls below
the difference between the equilibrium value and the dead zone, in our case
55 — 7 =48, the bar is not too crowded and the agent will decrease the attendance
frequency by the frequency update value. When the attendance falls within the
interval of the dead zone, the agent does not change attendance frequency.
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For the generalized El Farol problem, the Minority Game, each agent uses a
finite set of strategies based on the past record, however in this case the record is not
an actual attendance count, but rather a record of which group, 0 or 1, was in the
minority. Each of the agents began with a score of 0, and both the standard ED
capacity and trauma/surge were modeled, using N = 81 and N = 103. The length of
history (memory) used by the agents for predictions as well as strategies per agent
were varied from 2 to 5.

Simulations were repeated for 10 runs using 10,000 iterations. Representative
examples of typical runs are shown as time series in Figs. 6, 7, and 8, where graphs,
consistent across all simulations, depict iterations 9,000—10,000 without the initial
transient behavior. We compare the variance of attendances as agents strategize in
the three games using process control charts, a standard framework in a hospital
performance setting, to visualize three standard deviations above and below the
mean (6 G).

As previous studies have shown, the El Farol Bar Game fluctuates around the
equilibrium, never settling down [80, 81, 82]. In the original simulations by Arthur,
the mean attendance oscillates around 60, but varied above 70 and below 50. In our
simulations, we duplicated these results with the parameter settings for our ED
instead of the bar. The attendance time series is shown in Fig. 6, with a mean of 58
attendees (57.503), and a standard deviation of 7.980. The 3 o upper and lower
control limits show that 99 % of the population can be expected to fall within the
range 33-81. The majority of our triage 4 and 5 elopements commence at an ED
census (attendance) of 55. As in any goods and service sector, variance is also a
critical performance measure in the hospital setting. Therefore, given the variance
of the standard El Farol Bar model, predictions regarding the behavior of
prospective ED nonurgent patients would be of limited utility for resolving our
congestion problem. While it may not be possible to satisfy all people all of the
time, we might end up satisfying only some people, some of the time.

In the El Farol Network Congestion Game model, the attendance time series
yielded a mean of 50 (50.694), and a standard deviation of 1.312, with 99 % of the
attendees between the upper control limit of 54.629 and lower control limit 46.759
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Fig. 7 El Farol Network El Farol Network Congestion Model
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as shown in Fig. 7. We note that our assignment for the dead zone value, 48, falls
within this interval and it correlates with the yellow portions in the heat map, Fig. 5.
In this interval, our ED nonurgent care operations are functioning at 60 % capacity
(48/81), not so crowded so as to cause diversion or elopements, and not that
uncrowded so as to waste resources. The prospects for anticipating that the pre-
dictive collective behavior of patrons will enable our system to self-organize into a
globally efficient state look more promising with this model.

The agents’ inductive learning dynamics in the Minority Game model yield
predictions of attendance in between the previous models. The time series atten-
dance in Fig. 8 shows a mean fluctuating around 47 (46.549) by a standard devi-
ation of 1.999. While we could expect that 99 % of our attendees will fall between
53 and 40, and the ED congestion problems at 55 would not be evident, we would
experience more idle capacity when the attendance falls to 40, operating at 49 %
capacity, compared to the network congestion model which is lower bounded at
58 % capacity (47/81). The Minority Game, however, has other interesting prop-
erties which we also examined.
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Given our predilection for controlling variation in health care, and our VIX
intrahouse transfer variable’s importance in our ambulance diversion model, the
variance of attendance in the Minority game under the influence of various system
parameters was of particular interest. With the minority rule of the game, the
number of winners is always smaller than the number of losers. Using “0” and “1”
for the actions, the attendance .A(¢) averaged over time is N/2, hence the variance
or volatility, is given by: o2 = (A?) — (A)* or 62/N. Thus the volatility is a
measure of global efficiency in terms of cooperation and global gain, with higher
variance leading to larger aggregate loss. It was previously observed that the ratio
given by oo =2M/N is the most important control parameter [112], and o*/N
depends only on this ratio. Figure 9 shows normalized volatility 5?/N as a function
of o on a log-log scale for different numbers of players with S =2. As a is
decreased, the minimum of &2 /N at intermediate o is found, and at small o the
volatility of the game is large: 6>/N > 1 as o — 0. This exemplifies a collective
behavior which is worse than random or a crowded regime. It can be seen that for
large o, 62/N = 1. This reflects the situation where the agents are making coin-
toss decisions, the random choice limit, and has been attributed primarily as due to
the collective motion of whole crowds of agents making the same decision and of
the corresponding anti-crowds [102, 106, 113]. When a increases, the volatility
starts to decrease up to a certain critical point, o,. This part of the game is a better
than random regime, and it is here that coordination among the players is improved.
The volatility achieves the minimum value for oo = o, which is smaller than the
coin-toss limit. At o, a transition between a symmetric and asymmetric phase of the
game occurs. In earlier work regarding this phenomenon, the authors concluded that
for o<, it is not possible to discern from the last m bits of the history whether
one of the two possible actions was more likely to win [112]. Because both actions
are equally probable, this is an unpredictable phase. Thus the symmetric phase has
high volatility and low predictability. They also found that for o > o, the prob-
ability of winning is not equal when analyzing the last m history bits. This
asymmetric phase is predictable with low volatility. This noteworthy feature is not
due to players exploiting previous outcomes of the game, as the players are selfishly
maximizing their own local objective and consequently approach global efficiency,
as shown in Fig. 9.
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6 Empirical Statistics and Simulation Results

In order to compare each model and analyze the statistical difference between the
models and our empirical observations, we fitted a series of ten probability distri-
butions to all the simulation results and computed their squared error. In addition to
the error for each distribution we also computed a series of nonparametric statistical
tests. All tests were done at the 0.05 level. The Kolmogorov—Smirnov or KS test
was used to compare the fitted distribution with a known distribution to determine
similarity, shape, and position. The Chi-square statistic tested the null hypothesis
that there was no significant difference between the expected and observed result.
The Kruskal-Wallis test of the null hypothesis that the true location parameters
(expected values and medians) were the same for each distribution was also
computed. The simulations were then compared to the hourly empirical distribu-
tions for all hours in the congestion interval of noon to midnight on Mondays using
the same statistical tests.

The EFBP results follow a triangular distribution, with 0.118 least squared error.
The error range for all fitted distributions was on [0.118, 0.156]. Both KS and
Chi-square were not significant at the 0.05 level (p = 0.781 and 0.055), indicating
that the EFBP distribution and the triangular distribution do not differ significantly.
Our hourly empirical data is Beta distributed, with 0.0134 least squared error for the
fitted distribution in the range of [0.0134, 0.0579]. Both KS and Chi-square were
not significant, showing no difference between the empirical and Beta distribution
(p = 0.0912, and 0.151). A comparison of the EFBP distribution to the empirical
distribution for each of the 12 hours on Mondays was further verified using the KS
and Kruskal-Wallis tests and was significant, confirming the distributions of the
two samples are different and a nonzero difference in the location parameters exists
(p =0.003 and 0.001). The MG results follow a beta distribution, with 0.0378 least
squared error. The error range for all fitted distributions was on [0.0378, 0.233].
The KS and Chi-square were not significant (p = 0.462 and 0.063), therefore the
MG distribution and the beta distribution do not differ significantly. The compar-
ison of the MG distribution to the empirical distribution using the KS and
Kruskal-Wallis tests was not significant, verifying that both follow the same dis-
tribution and the difference in the location parameters was not statistically signifi-
cant (p = 0.059 and 0.626). The EFNC results are also beta distributed, with 0.0184
least squared error. The error range for all fitted distributions was on [0.0184, 0.13].
Both KS and Chi-square were not significant (p = 0.767 and 0.134), indicating that
the EFNC distribution and the beta distribution do not statistically differ at the 0.05
level. The KS and Kruskal-Wallis tests were not significant, confirming that the
distributions of the EFNC simulations and our observations were not different and
the difference in the location parameters was insignificant (p = 0.287 and 0.414).
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7 Discussion and Future Directions

Based upon the lack of a significant difference between our observations and the
agent-based simulations of the MG and EFNC games, both games provide insights
for the ED congestion we originally sought to address. The novelty of the El Farol
Bar game as a complex systems approach facilitated by simulating a repeated game
primarily served as a developmental path to the EFNC and MG. Additional work
exploring machine learning techniques to model human induction, similar to work
of Fogel [81] with genetic algorithms, is an area we would like to explore for this
model. Similarly, the Kolkata Paise Restaurant Problem (KPR) is a variant of the
EFBP that promises insights for ongoing work in the catchment area of the hospital
ED modeled here [117, 118]. The KPR resource utilization problem swaps Santa Fe
for Kolkata and has a similarly interesting storyline. In Kolkata where paise is the
smallest Indian coin, these inexpensive and fixed rate restaurants, some ranked
better than others, were frequented by laborers. Walking to a restaurant and finding
it crowded meant missing lunch. Walking to the next restaurant meant reporting
back late from lunch. In both the KPR and EFBP the number of players is mac-
roscopically large, however, the number of choices is also macroscopically large in
the KPR problem compared with only two in the EFBP. The history of choices
made by different players for different restaurants is available to all players, as in the
EFBP. For the situation where choices for a single restaurant on any evening are
made by more than one player, one is randomly selected from them and served food
(payoff = 1), while the others lose (payoff = 0). Hence, while each player gains a
point (payoff) if her choice of the restaurant any evening is unique (not made by
other players on the same evening), the resource utilization is maximized when each
restaurant is chosen by at least one player. An extension of this context to include
ranks has been suggested by the authors [118]. In the ranked scenario, hospitals are
provided in every locality but their local patients may choose hospitals of better
rank in other localities. This sets up a competition with the local patients of the
perceived higher ranked hospitals. Consequences, such as the lack of timely
treatment or the underutilization of some hospitals similarly address the coordi-
nation and congestion attributes of the EFBP. In our setting, this model has the
potential to offer insights for the nonurgent care population who can choose
between our EDs, our competitors’ EDs, and the expanding network of walk-in
urgent care or ‘emergi-centers.” The rank analogy for our ED patients could be
described by their perceptions of rank derived from the annually determined US
News and World Report score, which is widely advertised, as well as the publicly
advertised wait times for service currently being marketed by competing EDs.
The network congestion model, with aspects of adaptive learning, dovetails with
our observations of patient characteristics in various population subgroups seeking
nonurgent emergency service. However, the value of wait time information in
complete or partial states will likely be addressed more fully using a mixed models
approach in a prospective study design, given that we have no direct evidence
regarding how prospective patients may or may not be using the publicly posted
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wait times to adaptively learn when the ED will be least crowded. While ambulance
diversions were our original motivation to characterize crowding, the nonurgent
medical conditions of the growing “left without being seen” population became a
clarion call for deciphering how people make decisions. For the former case, the
server (ED) makes the decision regarding congestion and reduces the queue via
diversions. For the latter, the customers choose. While the decision hierarchy of the
service provider would be interesting through the lens of game theory, we have
focused our initial inquiries on the customer’s perspective, captured in the “left
without being” seen variable. The provider as a market entrant is a secondary goal.
In the network model, the authors’ adaptive scheme was compared with habit
formation and reinforcement learning. Based on their Internet example, they real-
istically suggest that agents might observe the congestion level when they log on.
Even though people might prefer to access the Internet at a particular time, if they
develop a habit of logging on at the same time, they are signaling others to avoid
these times. This type of implicit coordination can act to smooth demand [80]. An
analogous situation might also occur in an ED setting. Smoothing patient flow has
in fact become the mantra of health care operations leaders and consultants,
although toolkits proffered are generally devoid of game theory approaches.
Similarly, health care’s new marketing strategy conundrum—how to navigate the
pros and cons quagmire of ED wait time advertisements—might be resolved from a
game theory vantage point. As an illustration of the effects of providing similar
information, the network congestion framework had the capability of using com-
plete or partial information regarding the resource. In the complete information
scenario, Arthur’s original information structure is maintained, such that agents can
update their attendance probabilities at every iteration, whether they attended or not.
The price was increased variance. Our network congestion simulations were run
choosing the partial information setting. In this scenario with less information,
agents coordinate their behavior so that the system achieves a Pareto efficient
outcome. Along these lines, simulations in transportation routing yield similar
system behavior. When agents pursue a strict best-response strategy which results
in a change of route, the simulations showed that system-wide performance deg-
radation occurred if more than 25 % of the drivers used traffic congestion infor-
mation [119]. Will this situation isomorphically map to our setting as ER Wait
Watcher is launched? It would be instructive to direct further inquiries along these
lines of heterogeneity versus homogeneity of information for our congestion
problem. Moreover, the strategies invoked by the provider and those invoked by the
consumer are really two sides of the same coin—congestion is likely best mitigated
when both adaptively learn to modify their behavior along some complementary
trajectory. We reserve these contemplations regarding the value of providing
advanced queuing information, the type of information, and the task of distin-
guishing balking and reneging in the “left without being seen” population for
ongoing work combining operations research and machine learning methods.
Exploring perspectives from a variety of analogous problem domains regarding the
value and impact of sharing lead time information will continue to motivate our
future work [120-128].
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The network theme within our large physical framework and network congestion
game insights lends itself to other extensions. There are other areas outside of
transportation and computer networks where the counterintuitive phenomenon of
adding more capacity for self-interested agents choosing the quickest route may
reduce efficiency. Wardrop’s User Equilibrium Principle states that all users trav-
eling between a given origin and destination incur the same cost, and it is not
greater than that which would be incurred by traversing any of the unused routes
[129]. The Braess Paradox shows that a Wardrop equilibrium is not minimizing the
congestion in a network, and depicts the consequences of self-centered users,
inefficiency, and paradoxical behavior that a network designer or service provider
must consider when designing or upgrading a network [129-133]. Our hospital
structure, in particular, is networked and bears similarities to other large-scale
networks like the Internet, transportation, electric grid, or social networks. Common
to all of them are highly heterogeneous users interacting in a decentralized envi-
ronment. Thus the complexity of agents interacting in a networked environment
raises congestion concerns for understanding optimal flows and system efficiency
whether agents are people, data packets, vehicles, or electrons. Analogous situa-
tions have been reported in the healthcare settings. An epidemic game of infection
was studied in [134], where each agent could choose either preemptive vaccination,
laissez-faire (the opposite strategy), or self-protection. Vaccination is expensive but
would provide 100 % immunity against infection. Laissez-faire does not have a
cost, but carries with it the greatest potential exposure to infection. Self-protection,
such as face masks, restricted travel, and increased hygiene carries a moderate cost.
The authors found that when the chance of self-protection succeeding was low,
most individuals either chose vaccination or laissez-fair, given the negligible benefit
of choosing self-protection. When the chance of self-protection succeeding was
high, almost everyone chose either self-protection or laissez-fair, given the minimal
benefit to pay for the expensive vaccine. In this scenario, the proportion of the
population that becomes infected declines. With moderately low levels of the
chance of self-protection succeeding, however, individuals begin to notice the
benefits of self-protection. Given its lower cost, it is more widely chosen, but its
inferior effectiveness produces the effect of reduced vaccinations. Therefore, the
number of infected people actually begins to increase with the increased effec-
tiveness of infection protection. Hence, increased disease prevention paradoxically
increases the population of infected people just as increasing roads or bridges can
increase congestion and delays. Another healthcare example of the Braess paradox
at work explored the conflicting objectives of maximum social and individual utility
related to the spread of disease in agent-driven contagion dynamics through
transportation networks [135]. While game theory shows that the best options for
individual users yield a Nash equilibrium, the lack of a social optimum due to
selfish behavior in decentralized networks has an efficiency measure referred to as
the price of anarchy—the ratio of the total cost of the Nash equilibrium to the total
cost of the social optimum. The price of anarchy was addressed in another
healthcare setting for the problem of allowing individuals to choose healthcare
providers, where choice in a system which copes with demand was found to have a
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negative effect [136]. We plan to extend our work to quantify efficiency along these
lines in future work.

Further testing of the predictive capabilities of the underlying games in an agent-
based simulation approach will continue in the next phase of our research. Con-
sidering extensions of the Minority Game and its prediction capabilities, it has been
shown that because the information common to all agents rather than the feedback
of their actions determines the game dynamics, a decoupling of strategies leads to
pockets of predictability [137]. Market predictability has been previously demon-
strated using agent-based modeling and the Minority game on both real financial
time series and simulated market data [138, 139]. We briefly introduced phase
transitions or volatility insights in our work to similarly set the stage for related
future directions. Markets can be described as operating in two phases. One relates
to an equilibrium market and the other to mismatched supply and demand or out-of-
equilibrium market. The market is unpredictable when there are no market
opportunities in the equilibrium phase. Market opportunities exist, however, when
there is excess demand, and in this nonequilibrium phase predictability becomes
possible. These ideas underpinned research in a fast moving consumer goods
market, where the Minority game was applied to predict the timing of promotional
actions for four distinct markets, and provided notable improvements over random
guessing in both single agent and multiagent realizations [140]. The results are
particularly impressive from a time interval perspective, having achieved a long-
term forecast of 6-8 weeks. Time series methods to predict volume or load, as in
patient visits to an ED, are less effective for long-term forecasts, a requirement often
desired in the healthcare setting for staffing schedules which are based on a 2-month
time horizon. We have developed computational models along these lines, and look
forward to comparing our previously developed wavelet methods with a similar
Minority game approach. Predictive success was also achieved by reverse engi-
neering real-world financial time series [141]. Using Minority game variants and
agent-based modeling with a genetic algorithm, the authors demonstrated through a
validation test set the applicability of the method for prediction of complex systems
with a multi agent structure.

In terms of learning schemes and wait time information characteristics, we
foresee a need to explore uncertainty from several perspectives in the decision
making process more rigorously. In the real-world setting of publicly available
congestion and wait time information, the role of human judgment in determining
risk, dealing with uncertainty, and understanding imprecision and ambiguity are
important considerations. As we consider model extensions which take these
concepts into account, we note the distinction between risk and uncertainty that was
formalized decades ago by the economist Frank Knight [142]. Interpretations of his
book Risk, Uncertainty, and Profit can be found in [143]. The authors clarify the
interesting evolution of his distinction between risk and uncertainty that was
interpreted over time from the view of subjective probabilities versus objective
probabilities to the more recent challenge of asymmetric information theory.
Following the traditional interpretation of Knight’s risk and uncertainty distinction,
risk applies to situations where the outcome is unknown, but the odds can be
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accurately measured. Uncertainty governs situations where all of the necessary
information cannot be known in order to accurately determine odds. Therefore, for
the person weighing the risk of congestion, risk is a single probability distribution
governing a single uncertain outcome. Given this interpretation, people would be
using a single probabilistic model of past ED attendances to forecast future atten-
dances. For the situation where Knight’s uncertainty regarding partial knowledge is
considered, the traditional interpretation that multiple probability distributions can
govern a single uncertain outcome can be adopted. Additionally, in the multiple
probability distributions interpretation, uncertainty can be distinguished in terms of
ambiguity and model uncertainty. Ambiguity entails multiple priors but no central,
focal model. Uncertainty about probability, subjective expected utility (SEU) as a
theory of choice, and its challenge in the Ellsberg thought experiment outlining
unambiguous versus ambiguous probability is outlined in [144]. Explaining that
ambiguity as uncertainty about probability stems from missing information that is
relevant and could be known, the authors distinguish both ambiguity over proba-
bility and ambiguity over outcomes, defining ambiguity averse or risk averse,
respectively. Research regarding the role of ambiguity in the decision-maker’s
choices has been investigated from a variety of perspectives that explore the lim-
itations of the SEU theory of decision making under uncertainty and extensions
which capture aspects of ambiguity. Ambiguity attitudes in relation to variational
preferences were studied in [145]. Biseparable preferences, which include the SEU
extensions Choquet expected utility (CEU) maximization (nonadditive probabili-
ties) and multiple priors preferences, also known as “maxmin” expected utility
(MEU) theory [146], were studied in [147]. The separation between ambiguity, as a
characteristic of a decision-maker’s subjective beliefs, and ambiguity attitude,
which characterizes the decision-maker’s tastes is modeled in [148]. While decision
theoretic extensions were beyond the scope of our initial investigations, ongoing
work that addresses reliable ambiguity measures would provide insights regarding
wait time information and decisions about congestion tolerance. A mixed models
approach using qualitative survey methods to underpin a quantitative model, such
as the KPR extension, is a possibility.

Alternatively, uncertainty can be addressed in terms of model uncertainty, which
considers multiple distributions that are centered on a particular model. It is derived
from robust control theory. For an in-depth discussion of robustness and control
theory the reader is referred to [149], where the authors clarify that when a decision
maker is trying to make optimal decisions when her model is correct, standard
control theory is used. Alternatively, robust control theory informs how to make
good enough decisions when her model only approximates the correct model. A
review of classical control theory with an emphasis on the role of feedback to
reduce the effects of uncertainty in various systems is also addressed in the
framework of model uncertainty and robustness in [150]. Future work aimed at
understanding model uncertainty, could entail simulations where agents do not
know which model correctly describes attendances and they would need to have the
capacity to develop a rudimentary approximation of the underlying data generating
process of congestion to consider perturbations of their model when making their
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decisions. Learning mechanisms which facilitate understanding model uncertainty
could be explored from this viewpoint.

While Bayesian statistical methods applied to problems where uncertainty and
information can be expressed by a probability distribution are the ideal way to
address randomness, uncertainty reflects more than randomness. Uncertainty can
take many forms: fuzziness or the lack of definite or sharp distinctions; discord or
disagreement in choosing among several alternatives; ambiguity or one-to-many
relationships; nonspecificity or two or more alternatives left unspecified [151].
Modeling subjective judgments made by decision makers coping with uncertainty
often has less to do with the stochastic nature of uncertainty than it does with
vagueness in human thought. We quote the work of Luce and Raiffa in Games and
Decisions, who in 1957 commented: “So the second change we propose in utility
theory is to admit we shall be dealing with fuzzy subjective probabilities, not sharp
objective ones” [152]. The mathematical formalism of “fuzzy,” however, did not
take on its distinction as a multi-valued logic complementary with two-valued
Boolean logic until 1965 when Lotfi A. Zadeh published his seminal work “Fuzzy
Sets” [153]. Zadeh’s fuzzy logic has a precise math definition; the fuzziness
describes real-world applications permeated with the many forms of uncertainty.
While fuzzy logic and probability are different, they are complementary ways of
expressing uncertainty and both can be used to represent subjective belief. As
discussed earlier regarding SEU, probability theory uses the concept of subjective
probability which answers the question: how probable do I think that a variable is in
a set? Fuzzy set theory uses the concept of set membership functions, and asks a
different question: how much or to what degree is a variable in a set? A possibility
measure is derived for this question, which is different from a probability measure.
Membership functions (or the values false and true) operate over the range of real
numbers [0.0, 1.0], and can handle partial truth by degree of membership in a fuzzy
set. Classical Boolean logic relies on one of only two values: 0 (nonmembership) or
1 (membership). The emergence of knowledge-based systems in Artificial Intelli-
gence created the impetus for handling a wider scope of uncertainty and fueled the
need to address the limitations of probability theory as a satisfactory model of
subjective uncertainty given empirical deviations of the SEU model. These limi-
tations are formulated in [154] and can be summarized as five main areas. The need
for a reference set of exhaustive and mutually exclusive elementary events which
mentally may change such that events are imprecisely perceived. The additive rule
is insufficiently flexible for the way humans handle grades of uncertainty. Proba-
bility theory cannot model weak states if knowledge regarding the uncertainty about
some event is only loosely related to the uncertainty about the contrary event. Total
ignorance (i.e., when the probabilities are unknown) cannot be expressed by a
probability measure. The uncertainty numbers people use are not reliable, but rather
are fuzzy probabilities. An in-depth discussion of these limitations can be found in
[155]. For an overview of modern methods for uncertainty modeling the interested
reader can find detailed treatments in [156—164]. Insights regarding the equivalence
of fuzzy sets to random sets or loci of two-point conditional probabilities can be
found in [165]. An engineering reliability motivation for investigating imprecise
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probabilities from the viewpoint of random sets and fuzzy sets as consonant random
sets is discussed in [166], as well as the coexistence of fuzzy and random sets for
modeling perception-based information gathering processes or coarsening schemes
in [167]. We plan to explore ambiguity and vagueness in several facets of the wait
time information, learning, and decision processing using possibility theory and
fuzzy logic in extensions of our work. Q-learning, a close contender to human
learning, has also been previously shown to converge to the Nash equilibrium in
Minority games of increasing difficulty [168]. It has previously been used in a
Minority game analog, a market selection game [169]. Fuzzy Q-learning has also
been explored in related research [170]. We also envision exploring social network
analysis (SNA) and its impact on learning to quantify negative ambulatory care
sentiment, specifically as it relates to patients of low SES, who prefer the ED over
various primary care options for routine care.

8 Conclusion

The Institute of Medicine’s Crossing the Quality Chasm set a foundation for the
goals of health care, indicating that it should be “safe, effective, patient-centered,
timely, efficient, and equitable” [171]. Our game theoretic approach is a different
tenor for health care, shedding new light on three of these tenets—safety, timeli-
ness, and efficiency. The literature on forward looking research on the science of
ED crowding calls for comparative effectiveness of ED interventions based on
modeling several waiting time, quality, and satisfaction measures [172]. Variance is
a critical measure in health care, because it is fundamental to understanding and
maintaining safety and quality service measures, particularly for the ED. Therefore,
we have examined the games emphasizing their variance and volatility measures in
relation to our real-world observations. Both the Minority and El Farol Network
Congestion games predict attendances which were shown to be a statistically sig-
nificant fit to our empirical attendances. Extensions of this developmental phase of
game theory models are planned, in line with a comparative effectiveness approach
which includes operations research, machine learning, and systems science
methods.

Ultimately, the ED is a CAS; therefore achieving predictability so as to avoid
congestion will likely receive continued priority in the evolving healthcare land-
scape. In order to “nudge” the system along a path toward efficient states, quan-
tifying characteristics of congestion with decentralized decision makers using game
theory and agent-based models has helped us pin down the possibilities for
improvements a little more tightly. We have tried to convey some well-vetted
analogs of systems, networks, and applications with common themes: repeated
scenarios of many agents (people), whose interactions (games) produce complex
adaptive feedbacks, while using memory and learning, to compete for a common
resource (Tragedy of the Commons). The direction for our future work is to expand
the armamentarium of approaches along these themes, and quantify the interplay
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between information and congestion in an ED. It is our hope that with the addition
of game theory models, predictions from a variety of approaches for a complex
system can be compared and applied where they are most appropriate. In conclu-
sion, we note that progress in science is often punctuated by thought experiments—
simple stories and toy models that capture a salient point which opens the mind to
new ways of thinking. To Newton’s apple, Schrodinger’s cat, and Archimedes’
bath, among others, we would add the El Farol Bar. New ways of thinking about
healthcare’s problems need to supplant often used conventional wisdom. Over-
crowding problems would be a good place to start. Congestions games and related
concepts, such as the counterintuitive notion that building our way of congestion
can make things worse, have fruitfully informed other analogous problem domains.
Adding ED beds would thus be of little utility if Yogi Berra’s nonsequitur begins to
take on new meaning in the medical commons: “Nobody goes there anymore. It’s
too crowded.” Therefore, we have found the bar to be a most instructive paradigm
to investigate crowding problems in health care and plan for the future.
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