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Preface 
 
MCEER was originally established by the National Science Foundation in 1986 at the 
University at Buffalo, The State University of New York, as the first National Center for 
Earthquake Engineering Research (NCEER). In 1998, it became known as the 
Multidisciplinary Center for Earthquake Engineering Research (MCEER), from which the 
current name, MCEER, evolved.  
 
Comprising a consortium of researchers and industry partners from numerous disciplines 
and institutions throughout the United States, MCEER’s mission expanded in the early 
2000s from its original focus on earthquake engineering to one which addresses the 
technical and socioeconomic impacts of a variety of hazards, both natural and man-made, 
on critical infrastructure, facilities, and society. 
 
Model-in-the-loop (MIL) simulation, often referred to as real-time hybrid simulation by 
earthquake engineers, involves physical testing of structures, systems, or components 
with the surrounding environment represented virtually using numerical models, and 
loading devices (actuators) controlled to simulate the effect of the virtual environment 
at the boundary of the test article. Designing actuator controls that enable accurate 
imitation of different virtual environments at the interface with the test article is key 
for executing MIL simulations. This report describes a novel approach for designing 
such actuator controls, namely, impedance matching control design for an example 
MIL configuration of 1D base-isolated equipment. Herein, a water-filled cylindrical 
vessel is the physical test article and a hydraulic shake table, driven by impedance-
based MIL controls, is used to simulate acceleration boundary conditions 
corresponding to different seismic isolation systems at the base of the vessel. Key 
challenges associated with the design and implementation of MIL controls are 
identified and practical solutions are proposed. The utility of the solutions is evaluated 
by extensive testing, and a framework is developed to systematically design such tests 
as well as identify limitations.   
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ABSTRACT 

Model-in-the-loop (MIL) simulations, commonly referred to as real-time hybrid simulations (RTHS) by 

earthquake engineers, involve physical testing of structures, systems, or components, with surrounding 

environment represented virtually using numerical models, and loading devices (actuators) controlled to 

simulate the effect of the virtual environment at the boundary of the test article. Such testing is appropriate 

only when the dynamics of the test article is significantly influenced by its interaction with the boundary 

environment and vice versa. Designing actuator controls that enable accurate imitation of different 

environments near the interface with the test article is key for executing MIL simulations. This report 

describes a novel approach for designing such actuator controls, namely, impedance-matching control 

design, which has been under development by Sivaselvan and his co-workers at the University at Buffalo 

over the past few years. A key feature of this approach is that actuators are not merely viewed as devices 

imposing prescribed boundary conditions on the test article but as dynamic systems that are controlled such 

that their force-motion behavior (impedance/admittance) near the interface with the test article matches 

closely that of the virtual environment it is representing: a fundamentally different viewpoint from the 

approaches traditionally used to implement MIL for earthquake-engineering applications.  

To date, the impedance-matching approach has been validated predominantly for applications involving 

force-controlled actuator operation. This report advances this new school of thought by extending it to 

motion (acceleration)-controlled MIL applications. Specifically, challenges associated with the design and 

implementation of the impedance-matching MIL controls are identified, solutions are proposed, the 

usefulness of these solutions is evaluated by extensive testing, and a framework is developed to identify 

limitations of such testing. These advancements are demonstrated for an example MIL configuration of 1D 

base-isolated equipment, from conceptualization, through design, implementation, and extensive 

validation: a cradle-to-grave demonstration.  

In this example configuration, a water-filled cylindrical vessel is the physical test article and a uniaxial 

hydraulic earthquake simulator (hereafter referred to as shake table), driven by impedance-based MIL 

controls, is used to impose acceleration boundary conditions corresponding to different seismic isolation 

systems at the base of the vessel. Experiments are performed for a diverse combination of virtual (isolators 

with different strength and stiffness properties) and physical systems (vessel with different water depths) 

to validate the MIL controls over a broad range of system parameters. Results show that the shake table 
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with the designed MIL controls is able to imitate different seismic isolation systems sufficiently accurately 

up to a frequency of 20 Hz, with reduced accuracy at higher frequencies.  

The presentation in this report help: (i) understand nuances of actuator (shake table) control, particularly 

identifies the key roles of differential pressure (ΔP) feedback and controller sampling frequency in 

designing robust controls, (ii) extend the techniques of the impedance-matching approach for shake-table 

testing of structural systems, which involves tracking of a prescribed ground acceleration history at the base 

of a test article; the controls are shown effective for ground-motion tracking even when the mass of the test 

article is approximately three times that of the shake table: an outcome that is difficult to achieve using 

conventional tuning of shake tables, (iii) simplify implementation of MIL by using commercial off-the-

shelf controller hardware, thereby making the technology readily deployable at many laboratories, and (iv) 

standardize (by-and-large) the process of control design, meaning that the controls can be designed and 

implemented, with few modifications, for a diverse combination of physical and virtual systems: adding 

significant value and scope to MIL testing.  
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SECTION 1  

PREVIEW OF THE REPORT: SCOPE, OBJECTIVES, AND 

CONTRIBUTIONS 

1.1 Section Prologue 

The central theme in this report revolves around designing robust controls for executing model-in-the-loop 

(MIL) simulations using a novel approach, namely, impedance-matching control design, which has been 

under development at the University at Buffalo over the past few years (Stefanaki (2017), Kote (2019), 

Verma and Sivaselvan (2019), and Parsi (2022)). This report advances the impedance-matching MIL theory 

and develops a standardized framework to design and implement the MIL controls. This section articulates 

key concepts of the impedance-matching approach, leading to the understanding that the essence of this 

approach is contained in a single equation, namely, Equation 1-5. The main contributions of this research 

that led to the successful implementation of this equation are introduced in this first section and are 

described in much greater detail in the subsequent sections of this report.  

Section 1.2 introduces the concept of MIL in a generic setting. Section 1.3 overviews the impedance-

matching approach to MIL control design and identifies the main contributions of this report. Section 1.4 

contrasts the impedance-matching approach with control algorithms that are traditionally used to implement 

MIL for earthquake-engineering applications, and highlights the fundamental differences and merits of this 

new approach. Sections 1.5 and 1.6 describe the scope and organization of the report, respectively. 

1.2 Model-in-the-loop simulations 

1.2.1 A generic setting 

Model-in-the-loop (MIL) simulations, also referred to as real-time hybrid simulations (RTHS) by 

earthquake engineers, involve physical testing of structures/components for boundary conditions 

corresponding to one or more of their likely environments simulated by actuators. The environment here 

broadly corresponds to those elements surrounding the test article (e.g., interconnecting equipment, 

systems, support structures) that would significantly influence its response under operational or/and 

accidental loadings (e.g., earthquake, wind, fire). In conventional testing, the test article and its environment 

are physically constructed, so the loading conditions at the boundary interface are intrinsic, as shown in 

Figure 1.1b. In the figure, the variable z  denotes the condition applied by the environment on the test 
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article, referred to as the controlled condition. The feedback condition applied by the test article is denoted 

by .w  External inputs to the environment and the test article are denoted by i  and i ,  respectively. 

Figure 1.1c is a conceptual illustration of a MIL simulation wherein the test article is physically constructed 

with the surrounding environment represented virtually using numerical models. Actuators are controlled 

to simulate loading conditions corresponding to the simulated environment (i.e., condition z ) at the 

boundary of the test article. The key for executing MIL experiments is designing actuator controls such that 

the it reproduces the effect of the simulated environment on the test article. 

 
 

a) concept: test article to be qualified for 

one or more of its likely environments 

b) interface conditions between the test article and its 

environment are intrinsic 

 

c) MIL testing; solid lines represent physical inputs and dashed lines represent electronic signals 

Figure 1.1. Conceptual illustration of model-in-the-loop testing 

Test article

Environment 

1

Environment 2

Environment

other boundary 

conditions

other boundary 

conditions

external inputs 

to environment

external inputs 

to test article

1α

1β

Test article

z

w
interface 

conditions

2β

2α

other boundary 

conditions

external inputs 

to test article

βTest article

z

w

interface 

conditions

sensor

αw

u

z

environment 

model

controlleractuator



 

3 

 

Presented below are the tasks that are typically concurrently executed in a MIL simulation: 

 The feedback condition, ,w  from the test article, is measured using sensors and input to the numerical 

model of the environment. This real-time feedback adds value to the experimentation only if the 

dynamics of the test article is significantly influenced by its environment and vice versa. 

 Using the feedback measurement, ,w  and other inputs, i ,  the numerical model of the environment 

calculates the controlled boundary condition, ,z  that needs to be applied on the test article. 

 A MIL controller uses the calculated z  to generate an appropriate control signal, ,u  to the actuator 

such that it applies the condition z  of the simulated environment on the test article. Put simply, the 

MIL controller commands the actuator to respond like the simulated environment. 

 The test article responds to the applied condition ;z  the feedback condition, ,w  is measured and input 

to the environment model. In the presentation of this report, sensor dynamics are assumed to be 

sufficiently fast so as not to affect the MIL simulation  

Typically, the boundary conditions, z  and ,w at the interface are taken as power-conjugate quantities, that 

is, Tz w  has units of power (roughly). For example, if a component of z  is force1, then the corresponding 

component of w  is velocity (or displacement/acceleration, and hence the use of word roughly above), and 

vice versa. Note that the notations (e.g., ,  ,  ,  and z w   ) identified in Figure 1.1c are used consistently 

throughout this report when referring to the respective interface variables and other inputs. 

1.2.2 Motivating examples for MIL testing 

Structural systems are often required to be qualified for multiple environments, specifically, when the 

surrounding environment is highly variable, and by extension, the boundary conditions on the test article 

are not well defined. The interest then is to qualify the test article not for a particular environment but for 

an envelope of conditions it is likely to encounter during its installation life. Model-in-the-loop testing is 

an efficient strategy in such cases because a test article can be qualified for multiple environments using 

one standardized setup by simply switching the properties (and type) of the environment in a computer 

model. Model-in-the-loop simulations are also beneficial (i) for conducting parametric studies aimed at 

                                                      

1 Whether the test article controls force or motion at the interface depends on its impedance relative to its environment. 

This is easy to appreciate in a static condition, where the stiffer object controls motion and the more flexible object 

controls force. 
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characterizing the dynamic interaction between a test article and its environment and (ii) when a test article 

exhibits complex dynamics that is/are difficult to capture in a numerical simulation and has to be physically 

tested. Since only parts or subsystems are physically constructed in a MIL simulation, it leads to reduced 

costs and efficient use of laboratory space and time. Figure 1.2 presents a few examples from various 

disciplines (e.g., aerospace, earthquake) where MIL testing is deemed beneficial. Table 1.1 presents an 

overview of how MIL can be conceptualized for these example cases. 

 

Docking of target and servicing satellites is a critical 

step for on-orbit servicing and needs to be thoroughly 

tested before deployment. It is challenging to 

physically reproduce the 6-DOF on-orbit dynamic 

motion of a satellite, importantly for the highly variable 

space conditions. In this MIL configuration, the 

satellite dynamics, including the microgravity 

condition, is represented virtually using a real-time 

model. The docking hardware is connected to the ends 

of the industrial robots which are maneuvered by the 

satellite model to physically simulate the docking 

process. The contact force and moment at the docking 

interface affecting the satellite dynamics are used as 

feedback to the satellite simulator in real time.  

a) Example 1: industrial robots simulating maneuvering of docking satellites (Ma et al., 2012) 

 

The response of disconnect switch assemblies (and 

many other substation equipment) is significantly 

influenced by the configuration and properties of the 

support structure. A utility company can have several 

identical switches from the same manufacturer but 

installed on different support structures. Conducting a 

series of shake-table tests with multiple support 

structures is both time consuming and economically 

unrealistic. Model-in-the-loop simulations can be an 

effective alternative because the shake table can be 

controlled to imitate different support structures 

(represented virtually) at the base of the equipment. 

Such configurations could be used for virtually 

iterating the design of the support structure until 

acceptable performance of the equipment is achieved, a 

process commonly referred to as virtual prototyping. 

b) Example 2: disconnect switch assemblies tested for multiple support structure configurations (Gunay 

et al., 2015) 

Figure 1.2. Examples of MIL testing 
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Large-scale laminar box testing of soil-foundation-
structure systems is often limited by the laboratory 
space and sometimes can be cost-prohibitive. Although 
geotechnical centrifuges can be employed for small-
scale testing, they are often challenging due to scaling 
and similitude requirements. Moreover, testing with 
different superstructures in a centrifuge would require 
fabricating a new model for every variant to be tested. 
By employing MIL, the superstructure is represented 
virtually, and its boundary conditions are simulated on 
the physical soil-foundation system using an active 
mass driver. This way, the effects of soil-structure 
interaction can be characterized for various 
superstructure models using a standardized setup. By 
virtually representing the superstructure, physical space 
requirements are reduced, and large foundation models 
can be tested. 

c) Example 3: characterizing the effects of soil-foundation-structure interaction (Stefanaki, 2017) 

 

This example is an application of MIL for real-time 
aerodynamic testing of flexible bridges. Here, the 
skeleton of the bridge, characterizing the structural 
dynamics (e.g., mass, damping, and stiffness of the 
bridge), is represented numerically, while its skin, 
characterizing the aerodynamic and aeroelastic 
properties, is physically modeled in a wind tunnel. This 
configuration is advantageous compared to the 
conventional fully coupled (aerodynamics and 
structural dynamics) simulations in a computational 
fluid dynamic (CFD) environment because a wind 
tunnel can simulate aerodynamics more accurately than 
a CFD model. Aerodynamic inputs (gusts) are applied 
directly on the skin in the wind tunnel, while 
aeroelastic inputs (motions) are applied using actuators 
representing the bridge skeleton.  

d) Example 4: real-time aerodynamic hybrid simulation for flexible bridges (Wu et al., 2019) 

Figure 1-2. Examples of MIL testing (cont’d) 
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Table 1.1. Overview of implementing MIL for the examples of Figure 1-2 

 

Example 1 

Figure 1-2a  

(Ma et al., 2012) 

Example 2 

Figure 1-2b  

(Gunay et al., 2015) 

Example 3 

Figure 1-2c  

(Stefanaki, 2017) 

Example 4 

Figure 1-2d 

(Wu et al., 2019) 

Problem 

description 

Dynamic 

maneuvering of 

two docking 

satellites  

Seismic testing of 

disconnect switch 

assemblies for multiple 

support structures  

Laminar box 

testing of soil-

foundation-

structure 

interaction  

Real-time 

aerodynamic 

hybrid simulation 

of flexible bridges 

Test article 

(physical) 

Docking 

hardware   

Disconnect switch 

assembly 

Soil-foundation 

system  

Skin of the bridge 

model  

Environment 

(virtual) 

Real-time 

satellite 

simulator 

Support structure Superstructure 
Skeleton of the 

bridge model  

Importance of 

interaction 

Interface forces 

and moments 

during docking 

are critical for 

satellite 

maneuvering 

Support structure 

dynamics affects the 

seismic performance of 

the disconnect switches 

Liquefaction 

potential in the 

vicinity of the piles 

depends on 

superstructure 

dynamics  

Structural 

dynamics affects 

aerodynamic 

forces 

(aeroelasticity) 

Actuator 

system 

Two 6DOF 

industrial robots 

simulating 

satellite 

maneuvering  

Multi-axis shake table 

simulating support 

structure dynamics 

Active mass driver 

(i.e., proof mass 

with hydraulic 

actuators) 

simulating 

superstructure 

dynamics 

Three 

electromagnetic 

actuators 

simulating 

aeroelastic inputs 

w  (feedback 

condition 

from the test 

article) 

Forces and 

moments at the 

docking 

interface 

Forces and moments at 

the base of the test 

article 

Acceleration of the 

foundation 

Wind-induced 

forces and 

moments 

z  (controlled 

condition on 

the test 

article) 

6DOF motion of 

the satellite 

Displacement of the 

support structure 

Force applied by 

the superstructure 

Displacement 

applied to the 

physical skin 

model 



 

7 

 

1.3 Overview of the impedance-matching pathway for MIL simulations 

1.3.1 Problem statement 

The central problem in MIL testing is designing the controller in Figure 1.1c such that (i) the ‘actuator + 

controller’ system has the same effect on the test article as the environment would, and (ii) the actuator-test 

article feedback system is stable. The problem statement can thus be formulated as follows: 

“What should the control input, ,u  to the actuator be, so that for the measured feedback condition ,w  

the z  applied by the actuator on the test article is equal to (or as close as possible to) that of the 

environment it is representing?” 

For Example 3 of Table 1.1, which is a force-controlled MIL configuration, the above problem statement 

would be written as: 

“What should the control input, ,u  to the actuator be, so that for the measured foundation acceleration, 

,w  the force, ,z  applied by the active mass driver on the soil-foundation system is equal to (or as close 

as possible to) that of the superstructure model?” 

and for Example 4 of Table 1.1, which is a displacement-controlled MIL configuration, would be: 

“What should the control input, ,u  to the shake table be, so that for the measured wind-induced forces, 

,w  the displacements, ,z  applied by the actuators on the skin of the bridge is equal to (or as close as 

possible to) that of the virtual skeleton of the bridge?” 

1.3.2 Impedance-matching solution 

The above problem statements directly motivate a solution based on ‘impedance matching’, that is, 

matching the force-motion behavior (impedance/admittance/immittance) of the actuator system at the 

interface with that of the simulated environment it is to represent. For ease of explaining the concept, the 

following two restrictions are considered: 

Restriction 1: The actuator system is idealized as a linear system with two inputs: (i) control input, ,u  

which is commanded by the user, and (ii) feedback input, ,w  which is physically applied by the test article. 

By linear superposition, the controlled condition, as ,z  applied by the actuator can be written as: 

 as as

as zu zwz H u H w   (1-1) 
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where as

zuH  and as

zwH  are the frequency-domain transfer functions of the actuator system relating the output 

z  with inputs u  and ,w  respectively.  The superscript ‘as’ in these transfer functions denotes actuator 

system. (The controlled and the feedback conditions at the test article-actuator interface can be multiaxial. 

Although the impedance-matching approach is presented in this report for the uniaxial case, the formulation 

holds for multiaxial cases too.)  

Restriction 2: The environment is modeled as a linear system. One input to the environment is the real-

time feedback measurement, ,w  from the test article. Additionally, the environment model may be 

subjected to other inputs,   (e.g., earthquake ground motion, wind induced force), which may be known a 

priori or computed in real time. The interface condition applied by the environment can be written as: 

 vs vs

vs z zwz H H w   (1-2) 

where vs

zαH  and vs

zwH  are the transfer functions of the environment relating the output z  with inputs   and 

,w  respectively. The superscript ‘vs’ in these transfer function denotes virtual system. Although the first 

restriction is retained throughout this report, the second restriction is relaxed when the environment exhibits 

nonlinear response in which case the implementation of MIL is slightly different, as will be discussed in 

Section 6. With the above two restrictions (i.e., linear actuator system and linear environment), the problem 

statement for MIL naturally presents a solution by equating Equations 1-1 and 1-2, as vs :z z  

 as as vs vs

zu zw z zwH u H w H H w    (1-3) 

From above, the control command to the actuator, ,u  can be calculated as: 

      
1 1

as vs as vs as  zu z zu zw zwu H H H H H w
 

    (1-4a) 

 
u uwu H H w   (1-4b) 

where  
1

as vs

zu zuH H H 



  and    
1

as vs as

zu zw zw .uwH H H H


  The above equation is referred to as MIL 

controller because it enables calculation of the required control input to the actuator that makes it apply the 

condition z  of the simulated environment on the test article. 

In the absence of the environmental input, ,  Equation 1-4a implies matching the impedance of the 

controlled actuator system, as as

zw zu uwH H H , with that of the simulated environment, vs

zwH , by suitable 

controls, hence the approach is termed as ‘impedance matching’. Note that neither here nor in subsequent 
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sections there is any restriction on the test article. The test article does not appear in the control equation 

and hence it can be of arbitrarily complex nature. Put differently, the MIL controller just utilizes the 

feedback measurement, ,w  from the test article and knowledge of the dynamics of the test article is not 

essential for control design – a prime distinction between the impedance-matching approach and the 

algorithms traditionally used to implement MIL for earthquake-engineering applications. 

Contribution #1: The efficacy of impedance matching control design has been demonstrated by physical 

testing in Stefanaki and Sivaselvan (2018a) and Verma et al. (2019) for the cases where environment 

controls force at the interface (i.e., w  is motion and z  is force). In this report, the impedance-matching 

approach is extended to perform robustly in a motion (acceleration)-controlled setting and is validated 

by extensive testing. This reverse situation, where the environment controls motion 

(displacement/velocity/acceleration) at the interface, is more challenging in terms of control design and 

implementation, for the reasons that come into light in the subsequent sections of the report. 

1.3.3 Significance of actuator system modeling 

Equation 1-4b is the essence of the impedance-matching approach. However, the usefulness and fidelity of 

this equation relies on accurate characterization of the actuator transfer functions, as

zuH  and as .zwH  The 

transfer function related to the control input, as ,zuH  is commonly used in control design and can be readily 

measured in the laboratory from the frequency-response measurements of the actuator system. However, 

the transfer function related to the feedback input, as ,zwH   is difficult to measure because w  is a physical 

quantity and requires driving the actuator with another, much larger actuator, which is often not feasible in 

a laboratory setting. This limitation necessitates development of a physics-based model of the actuator 

system to obtain analytical expressions for as

zuH  and as ,zwH  for subsequent use in MIL-related calculations.  

While it is well established that servo-hydraulic actuators exhibit nonlinear behavior, approximate linear 

models are preferred because (i) the nonlinear models typically include more parameters that are difficult 

to quantify and (ii) to simplify design and implementation of controls (e.g., Equation 1-4b). In this report, 

a robust mathematical model of a servo-controlled shake table (actuator system) is developed to obtain 

analytical expressions for as

zuH  and as .zwH  The seminal work of Merritt (1967) is extended herein with some 

important additions that have shown the linear shake-table model of this report to be simple, beneficial, and 

highly robust from a control standpoint. Contributions #2, #3, and #4, described below, introduces these 

key additions. More details are presented in Section 4. 
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Contribution #2: Servovalve dynamics, an important contributor to the overall response of a servo-

actuator system, is typically modeled as pure delay. This is both inaccurate when broad frequency ranges 

are considered and renders the use of classical transfer function tools inapplicable. Although researchers 

have developed physics-based servovalve models, their application is limited because manufacturers’ 

technical specifications often do not provide sufficient information on many of the valve parameters, as 

required by these mathematical models. In this report, servovalve dynamics is characterized using an 

empirical transfer function deduced directly from the valve specifications. This transfer function, when 

integrated into the actuator model of Merritt (1967), is shown to predict the response of the servo-

hydraulic shake table sufficiently accurately across a broad frequency range. Details are presented in 

Section 4.3.2. 

 

Contribution #3: A gain on the differential pressure, Δ ,P  feedback has long been recognized as a 

stabilizing measure in hydraulic control. However, its benefit in terms of suppressing (damping) the oil-

column resonance of the actuator, was not fully exploited. In contrast, it is demonstrated in this report 

that for a sufficiently large value of ΔP  gain, the consequences of nonlinear effects in the actuator system 

are significantly reduced, and the system exhibits a response close to linear. This then allows for a linear 

model to predict the actuator response with high fidelity across a broad frequency range, and enables its 

use in designing the MIL controller. The exact dynamic effects of the ΔP  feedback are analyzed 

theoretically in Section 4.4.3 and validated by experiments in Section 4.5.3. 

 

Contribution #4: It is shown in this report that the bandwidth over which the ΔP  gain is beneficial is 

severely limited by the controller sampling frequency, s ,f  even if it is 100 times the oil-column 

frequency. This outcome is counter-intuitive, but an important consideration when using digital 

controllers with lower sampling rates, less than 2000 Hz (most commercial shake tables in the Unites 

States fall in this category). The exact dynamic effects of controller sampling rate on the actuator 

response are analyzed theoretically in Section 4.4.4 and validated by experiments in Section 4.5.3. 

1.3.4 Need for approximations and consequent tradeoffs 

The MIL controller of Equation 1-4b cannot be implemented, as-is, in real time as a state-space system 

because: 
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 The  controller transfer functions, uH   and uwH  are often non causal, that is, the order of the numerator 

is greater than the order of the denominator, making their state-space realization inapplicable and 

necessitates approximations2.  

 The analytical transfer functions of the actuator system, as

zuH  and as

zwH  are characterized based on a 

linear model (approximation) of a nonlinear system. Often, such linear models poorly represent actuator 

dynamics at high frequencies, thereby decreasing the fidelity of the MIL controller at high frequencies.  

 Another reason for pursuing low controller response at high frequencies is because noise in the 

feedback measurement, ,w  is typically greater here. If  uwH w  is not sufficiently curtailed/reduced, 

noise in w  propagates through the feedback system resulting in highly oscillatory response of the 

actuator, which is not desirable. 

The above constraints are addressed in this report by approximating the MIL controller using lowpass 

filters, namely, filterH  and filter ,wH  as shown below:  

 
     

approx approx

1 1
filter as vs filter as vs as

approximation approximation

approximated controller approximated controller 

   

u

uw

u

u

w

H H

zu z w zu zw zw

H H

u H H H H H H H w





  
 

    

(1-5) 

In addition to the above constraints, stability of the actuator-test article feedback system is key for 

successful MIL simulations. In this report, stability of this coupled feedback system is assessed using the 

notion of passivity. A system is passive if it cannot generate more energy than what has been input to it. 

When two passive systems are interconnected, the feedback system is guaranteed to be stable (Brogliato et 

al., 2007). Typically, most test articles are passive because they cannot generate energy. Therefore, the MIL 

feedback system will be stable if the controlled actuator is passive: an important constraint for designing 

the filters filterH  and filter .wH  The advantage of enforcing passivity is that stability of the MIL feedback 

system can be ensured independent of knowledge of the dynamics of the test article – a key feature of the 

impedance-matching pathway to MIL. More details on passivity and how it impacts the filter design are 

presented in Section 9. 

                                                      

2 The relative degree (order of the denominator polynomial minus order of the numerator polynomial) of zuH  is 

greater in a motion-controlled setting, that is, when z  is motion and w  is force. The greater the relative degree, the 

more the controller needs to be approximated, thus making motion-controlled (e.g., acceleration-controlled as 

considered in this report) MIL more challenging than force-controlled. Details are presented Section 6. 
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Contribution #5: This report describes a rational procedure for designing the controller filters, filterH  

and filter ,wH  which is shown critical for successful implementation of the impedance-matching MIL. The 

process identifies explicitly that the filter design is a tradeoff between three design constraints, namely, 

(i) performance: accurate imitation of the VS impedance over a frequency range as broad as possible, 

(ii) desired control effort: low controller response at high frequencies, and (iii) stability: assessed using 

passivity of the controlled actuator system. The tradeoffs are made clearer in Section 6.4 (theoretically) 

and 9.4 (experimentally).  

1.3.5 Time discretization and state-space implementation of MIL controller 

After characterizing the actuator dynamics ( as

zuH  and as

zwH ), the VS dynamics ( vs

zH   and vs

zwH ), and designing  

the filter approximations ( filterH  and filter

wH ), the next step is to implement the MIL controller of Equation 

1-5 in real time as a state-space system. The controller transfer functions, approx

uH   and approx ,uwH  are 

discretized in time, and a state-space realization of this discretization is implemented as a simple 

mathematical code in a microcontroller (software driving the actuator). When the environment has 

nonlinear response, that is, when Restriction #2 (Equation 1-2) is relaxed, the implementation of MIL is 

slightly different, as will be discussed in Sections 6 and 7. 

Contribution #6: Model-in-the-loop experiments are typically configured with two distinct controllers, 

one for hydraulic control (i.e., issuing electrical command to the actuator servovalve) and the other for 

performing MIL-related calculations (e.g., solving VS equations, implementing Equation 1-5). Such 

controllers, and their supporting infrastructure, are generally specific to one laboratory. In the MIL 

experiments described in this report, a single piece of commercial off-the-shelf hardware is used for both 

hydraulic control and executing MIL code, thus (i) minimizing the controller hardware, (ii) streamlining 

implementation, and importantly (iii) making the technology readily deployable at many laboratories. 

Section 7 discusses the aspects related to the implementation of  MIL controller. 

1.3.6 Application of MIL controller for tracking a prescribed input motion 

In the above subsections, the MIL controller is formulated for the actuator to imitate loading conditions of 

the simulated environment near the test article. There are some special applications wherein the actuator is 

required to apply a prescribed input, ,  as-is, on the test article without any virtual system in the loop. As 

an example, in shake-table testing, actuators are controlled to directly impose a prescribed ground 
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acceleration motion at the base of the test article. The MIL controller of Equation 1-5 can be used for such 

applications by considering a virtual environment with zero impedance (i.e., infinite stiffness, meaning 

vs 1zH    and vs 0)zwH  . The controller equation can be rewritten as: 

    
approx approx

1 1
filter as filter as as

w zw

u w uw

zu zu

u H u H w

u H H H H H w

 






 

 

   
(1-6) 

The first component, ,u  is the control input required to drive the actuator to apply prescribed   in the 

absence of the test article. The second component, ,wu  compensates for the interaction between the test 

article and the actuator system, and ensures tracking of .  The heavier the test article, the greater the 

interaction, and the greater the required compensation, .wu  

Contribution #7: Equation 1-6 is a special case of MIL representing a zero-impedance environment, so 

that the techniques of the impedance-matching control (i.e., measuring the test article’s reaction and 

accordingly adjusting the control command to the actuator through the term wu ) can be applied for 

controlling shake tables. This way of shake-table control is particularly useful when the mass of the test 

article is comparable or greater than that of the shake table, as will be demonstrated in Section 8. 

1.4 Historical context of MIL in the field of earthquake engineering 

Within the field of earthquake engineering, model-in-the-loop testing originated as a substructuring 

strategy, that is, partitioning of structural systems into physical and numerical components. The physical 

substructure was viewed as an ‘experimental finite element’, meaning replacing one or more elements of a 

finite element model with physical elements. Control systems were therefore designed based on applying a 

target displacement on the test article with restoring force as the feedback, similar to how a finite element 

is implemented. Figure 1.3a illustrates a conceptual framework of how MIL is traditionally implemented 

in earthquake-engineering applications, and this has been the core of most studies in the literature. 

Principally, the ‘actuator + test article’ is viewed as a combined system that needs to be controlled to track 

a target displacement command of the environment. The emphasis was therefore on designing tracking 

controllers. However, actuators, like any other dynamic system, cannot track a reference command 

accurately across all frequencies. Inaccurate tracking, if not properly accounted for, can result in 

instabilities, particularly when the test article is lightly damped (e.g., Figure 1.2b). Often, compensators are 

used to address issues related to actuator dynamics, and by extension, compensate for inaccurate tracking. 
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a) conventional approach b) impedance-matching approach 

Figure 1.3. Contrasting conventional and the impedance-matching approach to MIL 

Another key challenge in MIL testing is the physical feedback between the test article and the actuator 

system, as indicated by the dashed black line. This physical feedback is inevitable and becomes significant 

when the inertia of the two systems (i.e., actuator and the test article) is comparable. In the conventional 

framework of Figure 1.3a, the actuator + test article is viewed as a coupled system. As a result, the 

force/displacement feedback applied by the test article appears in the path of the displacement/force 

tracking controller, thus making the knowledge of the dynamics of the test article (i.e., a model of the test 

article+actuator system) essential for control design. This feedback interaction between the test article and 

the tracking controller, commonly referred to as control-structure interaction in the literature, makes it 

difficult to implement MIL for complex test articles (e.g., Figure 1.2) because the dynamics of such systems 

is not well characterized, which is the very reason they are physically tested. Even if the dynamics of the 

test article is known a priori, the framework of Figure 1.3a warrant tuning the parameters (gains) of the 

tracking controller for every test article: major challenge in shake-table testing. Approaching MIL along 

the lines of tracking controllers, compensators, and specialized time-integration schemes has restricted its 

application to relatively simple configurations: by contrast, the impedance-matching approach (i) decouples 

the test article from the control design (see Equation 1-5), (ii) explicitly compensates for the feedback 

interaction between the test article and the actuator system through the term st ,uwH  and (iii) simplifies 

implementation of MIL by replacing the complex blocks of tracking controllers and compensators shown 

in Figure 1.3a with a few lines of mathematical code. 
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1.5 Scope of the report and key outcomes 

This report is a cradle-to-grave demonstration of the impedance-matching approach, in a motion-controlled 

setting for a 1D base-isolated equipment. In this demonstration, a fluid-filled cylindrical vessel is the test 

article and a seismic isolation system at the base, including the basemat, as enclosed by the dashed red lines 

in Figure 1.4a, constitutes the environment, referred to as virtual system. Herein, the external input, ,  to 

the VS is the unidirectional ground acceleration, denoted by ga  hereafter. In the MIL setup of Figure 1.4b, 

a uniaxial hydraulic shake table is controlled to imitate the target acceleration of the VS basemat, vs ,z  at 

the base of the test article. The reaction force, ,w  from the vessel is measured using load cells for 

subsequent use in MIL-related computations.  

  

a) actual system b) MIL system 

Figure 1.4. MIL conceptualization for 1D base-isolated equipment 

Three types of seismic isolation systems are considered in the VS: linear spring-damper (SD) system, and 

nonlinear lead-rubber (LR) and Friction Pendulum (FP) systems. For the linear SD systems, the 

implementation of the impedance-matching MIL is straightforward, as discussed in Section 1.3 For the 

nonlinear LR and FP systems, an alternate implementation is discussed in Section 5. In both cases, the goal 

is to design a controller by making the impedance of the shake table match, as closely as possible, with that 

of the isolation system it is to represent.  

basemat acceleration, vsz

vessel feedback force, w

ground acceleration, ga

shake table acceleration, stz

vessel feedback force, w

control input, u
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The MIL experiments described in this report utilizes a digital motion controller hardware from Delta 

Computer Systems, Model RMC75E (Delta, 2020a) for hydraulic control and execution of MIL programs. 

Figure 1.5 is an illustration of this feedback interaction loop in the MIL experiments. 

 

Figure 1.5. Feedback interaction in the MIL experiments 

The overarching goal of this report is to develop a standardized (by-and-large) MIL controller that could 

be used to execute MIL simulations for diverse combinations of virtual systems (bearings with different 

characteristic strength and stiffness), physical systems (vessel filled with different fluid heights), and input 

ground motions (acceleration histories with different amplitudes and spectral content), as shown in Figure 

1.6. The main contributions of this research, as outlined in Section 1.3, that led to successful execution of 

the MIL experiments and help achieve this overarching goal are expanded in the subsequent sections of this 

report in the context of the MIL setup of Figure 1.4b. 

Contribution #8: Results show that the shake table with the designed MIL controller is able to imitate 

acceleration conditions corresponding to different isolation systems sufficiently accurately up to 20 Hz, 

with reduced accuracy at higher frequencies. Importantly, a standardized controller,

     
g g

1 1
filter st vs filter st vs st

g ,a zu za w zu zw zwu H H H a H H H H w
 

   is used to implement MIL for a diverse 

combination of physical and virtual systems, thereby demonstrating the robustness and versatility of the 

impedance-matching controls developed herein. Figure 1.7 is a sneak peek of this outcome.  
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Figure 1.6. Validation of MIL controls for a family of physical and virtual systems 
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Figure 1.7. Sample test results; panels marked (a) present the acceleration response spectra at the base of 

the vessel, and panels marked (b) present the force-displacement response of the isolation system to the 

input motion; solid blue lines are the shake table responses, dashed red lines are the responses of the 

isolation system model, and the solid black lines are the acceleration spectra of the input ground motion.  

Imitates different 

isolation systems

(a) (a)

(a)

(a)(a)

(a)

(b) (b)

(b)(b)
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1.6 Organization of the report 

This report is organized into eleven sections and three appendices as described below: 

Section 2 Literature review on model-in-the-loop simulations 

 

This section reviews (i) control algorithms traditionally used to implement MIL for 

earthquake-engineering applications and (ii) some unique and challenging MIL 

configurations pursued at the University at Buffalo over the last two decades that were 

the building blocks for the impedance-matching approach. 

Section 3 MIL components for the 1D base-isolated fluid-filled vessel 

 

This section introduces the components used for executing MIL experiments for the 1D 

base-isolated setup shown in Figure 1.4. The setup includes a fluid-filled cylindrical 

vessel (test article), seismic isolation systems (environment represented virtually), a 

uniaxial hydraulic shake table (loading device), load cells (for feedback measurement), 

and an RMC75E controller (hydraulic control and implementing MIL code).  

Section 4 Mathematical modeling of the uniaxial servo-hydraulic shake table 

 

This section discusses mathematical modeling of the uniaxial shake table. A linear model 

for the shake table is developed by combining the working principles of servo-hydraulic 

systems and concepts of linear control theory. The linear model is validated through 

extensive testing of the bare table (without the test article) and of the table with vessel 

mounted at its top, making explicit Contributions #2, #3, and #4 listed in Section 1.3.3. 

Section 5 Mathematical modeling of the virtual systems 

 

This section discusses mathematical modeling of the three types of virtual systems 

considered in the MIL experiments: spring-damper, lead-rubber, and Friction Pendulum 

isolation systems. These mathematical models enable calculation of the target VS 

acceleration history that needs to be imitated by the shake table in real time. 

Section 6 Design of the MIL controller 

 

This section discusses the design of the MIL controller. The technical basis for Equation 

1-5 is presented and challenges associated with its implementation are identified. A 

rational procedure for designing the filters is presented, making explicit the tradeoff 

between stability and performance, addressing Contribution #5 listed in Section 1.3.4.  
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Section 7 Configuring the RMC75E controller and implementation of the MIL codes 

 

This section describes the configuration of the RMC75E controller hardware and software 

for the current MIL setup. The MIL controller of Section 6 is discretized in time and a 

state-space realization of this discretization is implemented as a mathematical code within 

the RMC controller, addressing Contribution #6 listed in Section 1.3.5.  

Section 8 Validation of the MIL controller for input-acceleration tracking experiments 

 

This section presents test results for the cases where the shake table is controlled to track 

a prescribed acceleration, g ,a  as-is, at the base of the test article like conventional shake-

table testing, addressing Contribution #7 listed in Section 1.3.6. 

Section 9 Validation of the MIL controller for imitating seismic isolation systems 

 

This section presents results of the model-in-the-loop experiments imitating different 

seismic isolation systems. The MIL controller is validated for a diverse combination of 

physical systems (cylindrical vessel filled with different water depths), virtual systems 

(seismic isolation systems of different types and properties), and input ground motions 

(acceleration histories with different peak intensities and spectral content), addressing 

Contribution #8 listed in Section 1.5: the overarching goal of this report. The section also 

presents a framework to identify the limitations of MIL testing.  

Section 10 Closing the loop 

 

This section summarizes the merits of the impedance-matching approach to MIL, revisits 

the key outcomes of this report identified in Section 1, makes some closing remarks on 

developments made thus far, notes questions that are yet to be answered, and identifies 

opportunities for future enhancement of the impedance-matching approach.   

Section 11 References 

 This section is a list of references used in the report. 

Appendix A Calibration of the feedback measuring load cells 

Appendix B Configuring RMC75E controller hardware and software with the MIL test system 

Appendix C Evaluation of goodness of MIL simulation for different sources of feedback measurement 
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SECTION 2  

LITERATURE REVIEW ON MODEL-IN-THE-LOOP SIMULATIONS 

2.1 Section Prologue 

This section reviews algorithms that are traditionally used to implement MIL for earthquake-engineering 

applications. Most researchers have developed control algorithms around three key components: tracking 

controllers, delay compensators, and specialized time-integration schemes. Algorithms within the 

framework of these three components are referred to as ‘conventional’ or ‘traditional’ in this report. 

Stefanaki (2017) presented a comprehensive literature review of MIL control algorithms (through 2016) 

with a focus on earthquake-engineering applications and identified the associated challenges, limitations, 

and opportunities.  

Section 2.1 of this report summarizes Stefanaki’s review and identifies developments since 2017. The goal 

herein is to articulate the key ideas utilized in the traditional MIL algorithms and help the reader contrast 

them with the impedance-matching approach. Section 2.2 discusses some unique and challenging MIL 

configurations pursued at the University at Buffalo over the last two decades that were the building blocks 

for the impedance-matching approach. 

2.2 Review of MIL algorithms in earthquake-engineering domain 

2.2.1 Historical context 

In earthquake engineering, MIL testing originated as a substructuring3 strategy, that is, partitioning of 

structural systems into experimental and numerical components. Such testing was seen as replacing one or 

more elements in a finite element model with physical components (e.g., Mahin et al. (1989) and Shing et 

al. (1996)) and actuator controls were therefore designed to apply a target displacement on the test article 

with reaction force as the feedback.  

The early stages of MIL (late 1980s and early 1990s) saw applications of pseudo-dynamic testing because 

the response of the physical elements, although complex and nonlinear, were expected to have no rate 

dependence. Testing was performed arbitrarily slowly (thus pseudo-dynamic), hence actuator and sensor 

                                                      

3Known as real-time hybrid simulation by earthquake engineers, but MIL is used herein for consistency with other 

sections of the report. Also note that the impedance-matching control design presented herein is broadly applicable 

to other disciplines. 
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dynamics were not an issue. The two major concerns at that time were measurement noise and external 

disturbances, which resulted in inaccurate tracking of the reference command, which could lead to 

instability if not properly compensated. The issue of inaccurate tracking was addressed using specialized 

time-integration schemes with dissipative characteristics, similar to how numerical round off and truncation 

errors are treated in a finite element simulation.  

As MIL evolved, rate-dependent behavior of physical systems was considered in the tests. Numerical 

simulation and physical experimentation were synchronized in time, and the test description transitioned to 

real-time pseudo-dynamic substructuring. Nakashima et al. (1992) was the first to execute pseudo-dynamic 

MIL simulations in real time. The next logical step was to extend MIL for real-time dynamic testing 

applications, wherein the physical system had both rate-dependent and inertial effects. Tracking errors were 

no longer due to measurement noise and disturbances alone; actuator dynamics had to be considered. 

Shao and Griffith (2013), McCrum and Williams (2016), Stefanaki and Sivaselvan (2018a), Nakashima 

(2020), and Tian et al. (2020), reviewed MIL control algorithms developed by researchers over the past 

three decades and identified challenges associated with their implementation. Dyke et al. (2020) assembled 

a collection of manuscripts summarizing contemporary tools and techniques used for executing MIL 

experiments. Most of these algorithms are based on designing accurate tracking controllers. Because the 

numerical simulation and physical experimentation are time-synchronized, delay in command generation 

from the numerical simulation will lead to undesired loading pause on the test article. Additionally, actuator 

dynamics introduces tracking delays, which are commonly addressed by combining tracking controllers 

with appropriate delay compensators and specialized time-integration schemes: components seen as the 

backbone of a successful MIL simulation. Each of these components is briefly discussed next. 

2.2.2 Key components for real-time dynamic substructuring 

2.2.2.1 Specialized time-integration schemes 

During a MIL test, the numerical substructure is solved synchronously with the loading of the test article, 

meaning, the boundary condition that needs to be imposed on the test article shall be computed and sent to 

the controller within one time step4. This process requires the use of efficient time-integration schemes to 

                                                      

4 This is typically equal to the loop time of the controller. Most operating commercial shake tables in the United 

States have a loop frequency (inverse of loop time) of less than 2000 Hz. 
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solve the equations of motion of the numerical substructure within the controller sampling time. 

Additionally, time-integration schemes with dissipative characteristics are preferred to attenuate tracking 

delays resulting from measurement errors and actuator dynamics. Over the past few decades, researchers 

have developed a number of specialized explicit and implicit time-integration schemes for MIL testing, as 

summarized below in Table 2.1 

Table 2.1. Literature on specialized integration schemes, including research post 2016 

Nakashima et al. (1990); 

Combescure and Pegon (1997); 

Wu et al. (2006) 

Operator-splitting time integration methods for pseudo-dynamic 

and real-time dynamic testing; explicit formulations for 

experimental substructure and implicit formulations for numerical 

substructure 

Nakashima et al. (1992); 

Nakashima and Masaoka (1999) 

Explicit time-step staggering approach; larger time step to solve 

equations of motion and smaller time step to generate actuator 

commands 

Gutierrez and Lopez Cela (1998) 

Modal truncation technique; considers low frequency modes where 

the system has dominant response and attenuates high frequency 

modes 

Zhang et al. (2005) 
Modified predictor-corrector numerical scheme using state-space 

formulation 

Wu et al. (2005) Explicit central difference method 

Chen and Ricles (2008); Chen et 

al. (2009); Gui et al. (2014) 

Unconditionally stable explicit schemes using techniques of 

discrete control theory 

Bursi et al. (2010); Mosqueda 

and Ahmadizadeh (2011) 
Linear and iterative implicit schemes 

Bursi et al. (2011) Rosenbrock-based algorithm 

Chen and Ricles (2012) Implicit HHT-  scheme  

Kolay and Ricles (2014); Kolay 

et al. (2015); Kolay and Ricles 

(2016); Kolay and Ricles (2019) 

A family of unconditionally stable explicit, parametrically 

dissipative, model-based algorithms  

Ou et al. (2015) Modified Runge-Kutta scheme 

Wu et al. (2020) 
Unconditionally stable, energy-consistent, time integration scheme 

for nonlinear systems 
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Implicit time-integration methods, although have desirable properties in terms of dissipative characteristics, 

are challenging to implement because they require iterations. When the numerical substructure is nonlinear 

with a large number of degrees of freedom, the number of (and time required for) iterations for the solution 

to converge is uncertain at each step, and may result in delayed command generation to the controller. On 

contrary, explicit integration schemes (e.g., central difference method, Newmark method) are most suited 

for MIL testing because the target boundary condition for the current time step depends entirely on 

responses in the previous time step. However, explicit time-integration schemes require smaller time steps. 

In the impedance-matching approach, actuator control is not viewed from a tracking perspective, and 

therefore specialized time-integration schemes (focused at attenuating tracking errors) are not required. 

A time-integration scheme may still be required for solving the equations of motion for nonlinear virtual 

systems, but that is of secondary concern. For the uniaxial base-isolated MIL case presented in this report, 

a third-order Runge-Kutta method is employed to solve the equations of motion of nonlinear seismic 

isolation systems (lead-rubber and Friction Pendulum systems), and the Tustin method is used for the 

time discretization of the MIL controller (i.e., Equation 1-5). Details are presented in Section 6. 

2.2.2.2 Delay compensators 

Tracking delays due to actuator dynamics and other factors need to be addressed because they have an 

effect similar to negative damping in the system and can lead to instability. Delay compensation schemes 

have been developed by researchers, which can be broadly classified as either polynomial function-based 

or model-based. The former rely on mathematical expressions, and the latter are based on models of 

actuator, and in some cases of combined actuator and test article. Table 2.2 summarizes key literature on 

developing delay compensators. 

In contrast with the strategies listed in Table 2.2, the impedance-matching approach explicitly 

characterizes actuator dynamics in the form of transfer functions (mostly model-based and partly 

experimentally measured), st

zuH  and st ,zwH  which relate the output condition, ,z  to the control input and 

the feedback input, respectively. Because the test article is decoupled from the control design, an 

approximate inverse of the actuator model alone is sufficient for implementing MIL, thus eliminating 

need for adaptive/inverse/polynomial compensation schemes. The approach also explicitly accounts for 

the actuator-test article interaction via the term st ,zwH  which is fundamentally different from the 

approaches listed in Table 2.2. 
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Table 2.2. Literature on delay compensation schemes, including research post 2016 

Nakashima et al. (1992); Nakashima 

and Masaoka (1999); Horiuchi et al. 

(1999); Wu et al. (2005); Zhang et al. 

(2005); Schellenberg et al. (2009); 

Zhu et al. (2014) 

Polynomial-based extrapolation compensation techniques for 

attenuating tracking delays  

Wagg and Stoten (2001) 
An adaptive delay compensation scheme based on the minimal 

control synthesis concept 

Darby et al. (2002)  A linear-lead compensation strategy  

Wallace et al. (2005) An adaptive polynomial-based forward prediction method  

Carrion and Spencer (2007); Lee et 

al. (2007); Narutoshi and Matthew 

(2014) 

Model-based inverse dynamics compensation 

Sivaselvan et al. (2008); Shao et al. 

(2011) 

Adopted the Smith predictor for delay compensation 

addressing modeling uncertainties and errors 

Chae et al. (2013) 
Adaptive time series compensation with actuator coefficients 

updated in real time using tracking error 

Chen and Tsai (2013) 
Dual compensation technique combining an adaptive scheme 

with a restoring force compensator  

Hayati and Song (2016) 
Discrete-time compensator based on an Auto-Regressive with 

Exogenous (ARX) model 

Fermandois and Spencer (2017); 

Galmez and Fermandois (2022)  
Adaptive model-based feedforward-feedback controller  

Zhou et al. (2019) 

Combined a Linear-Quadratic-Gaussian controller and a 

polynomial-based feedforward prediction algorithm to 

attenuate the effects inaccurate tracking 

Palacio-Betancur and Gutierrez Soto 

(2019) 

Conditional adaptive time series (CATS) compensation using 

the recursive least square (RLS) algorithm  

Wang et al. (2019) 
Adaptive two-stage compensation method combined with 

polynomial extrapolation and adaptive inverse strategy 

Ning et al. (2019) 

Dynamic compensation using: a mixed sensitivity-based H  

controller, a polynomial extrapolation compensation scheme, 

and an adaptive filter 
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Table 2-2. Literature on delay compensation schemes, including research post 2016 (cont’d) 

Gao and You (2019) 

Delay compensation by treating actuator dynamics phase lags 

and other communication delays similar to negative damping 

in the real-time hybrid system   

Xu et al. (2019) 

Adaptive windowed frequency-domain evaluation index 

(WFEI) method; time delay calculated on-line by frequency-

domain evaluation index integrated with inverse compensation 

method  

Ouyang et al. (2019) 

Back-stepping adaptive control to compensate for time-

varying lags in the physical setup; little prior knowledge 

needed about the test article 

Najafi and Spencer (2019); Najafi and 

Spencer (2020); Najafi and Spencer 

(2021) 

Adaptive model-based controller (aMBC) comprising 

feedforward and feedback links, a reference model, and an 

adaptation law 

Zhou and Li (2020) Model-based two-stage feedforward compensation method  

Tao and Mercan (2021) 

Adaptive discrete feedforward delay compensation; includes 

an outer loop controller to enhance tracking performance and 

stability 

2.2.2.3 Tracking controllers 

The early applications of MIL focused on tracking displacement or force at an interface with actuators 

typically operated in a closed-loop proportional-integral-derivative (PID) control mode. Occasionally, 

acceleration or force feedforward components were/are used. The PID control with displacement feedback 

is typically implemented as: v e i ddt ,u K e K e K e    where e  is the error between the commanded and 

the actual condition of the actuator, e i d,  ,  and K K K  are the proportional error, integral error, and derivative 

error gains, respectively, and vu  is the electrical signal to the actuator servovalve. The goal is to tune these 

control gains so that error, ,e  is minimized and the actuator tracks the reference command accurately in the 

presence of test article. Table 2.3 summarizes key literature on designing tracking controllers. 

The impedance-matching approach does not rely on tracking controllers because the actuator is not 

simply viewed as a tracking device but rather as a dynamic system that needs to be controlled such that 

it mimics the impedance of the desired virtual system near the interface with the test article. It will be 

demonstrated in Section 4 that although the shake table is operated in a closed-loop position control mode 
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in the MIL experiments, the control gains are not tuned for accurate tracking of the reference command 

but rather to obtain a robust mathematical model of the shake table across a broad frequency range. The 

key feature of the impedance-matching approach is that the reference command (i.e., control input) to 

the actuator need not be the desired boundary condition that needs to be controlled at the actuator-test 

article interface. For example, in the MIL experiments of this report, the control input, ,u  to the shake 

table is a displacement command but the condition controlled at the interface is acceleration.  

 

Table 2.3. Literature on specialized integration schemes, including research post 2016 

Dimig et al. (1999) 
Tracking controller with velocity feedforward component to decouple 

the test specimen from the actuator in a force-control application.  

Stoten and Benchoubane 

(1990); Neild et al. (2005) 

Adaptive substructure method using minimal control synthesis 

algorithm; does not require knowledge of dynamics of shake table and 

test specimen 

Seto et al. (2002) Tracking controller using Linear Quadratic with Integral (LQI) approach 

Sivaselvan et al. (2008); 

Shao et al. (2011) 

Similar to the Dimig et al. (1999) but using displacement feedforward 

component 

MTS (2010) A three variable control (TVC) method 

Carl and Sivaselvan (2011) 
A force feedforward approach to approximately decouple the test article 

from the actuator 

Nakata (2013) A loop shaping controller for force control 

Zhou and Wu (2013) 
Pressure difference ( ΔP ) feedback control for reducing the effects of 

oil-column nonlinearities 

Phillips et al. (2014) 
Model-based multi-metric control method using feedforward and 

feedback links 

Dertimanis et al. (2015) Acceleration-based adaptive inverse control  

Yang et al. (2015) Hierarchical control using sliding control technique  

Ryu and Reinhorn (2016) 
Nonlinear-tracking control based on feedback linearization method; 

Extended Kalman filter (EKF) accounted for modeling uncertainties 

Nakata et al. (2017) Mixed force and displacement control method 

Chen et al. (2017) 

Control framework incorporating a weighted command shaping 

controller; command shaping was model-based, thus fully capturing 

control-structure interaction  

Rajabi et al. (2018) 
Sliding mode trajectory tracking control based on online state estimation 

using Unscented Kalman filter (UKF) 

Peiris et al. (2020); Peiris et 

al. (2020) 
Passivity-based control with adaptive feed-forward filtering  
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2.3 Conceptualization and evolution of the impedance-matching approach 

2.3.1 Background 

The impedance-matching approach, as described in Section 1, has evolved through a sequence of unique 

and challenging MIL configurations pursued at the University at Buffalo over the last two decades. 

Strategies have been developed to meet the needs of these configurations, and a search for a theoretical 

support for these strategies revealed connections with some mature concepts in control systems theory, 

which are less widely known to civil and earthquake engineers. This section describes the beginnings of 

the impedance-matching approach and its evolution to the form described in Section 1, points out these 

connections to theory, and sets the stage for the three key criteria that come into light in Section 9. The 

narrative makes clear that the motivations behind this impedance-based thinking are intuitive and physical 

rather than abstract and mathematical, although a simple mathematical framework emerges naturally at the 

end. 

2.3.2 MIL configurations by Reinhorn et al. (2004) and Carl and Sivaselvan (2011) 

A distinguishing feature of the Network for Earthquake Engineering (NEES) facility at the University at 

Buffalo was to pursue versatile substructuring that combined the use of a shake table and wall-mounted 

actuators (Reinhorn et al., 2004) for MIL testing of a two-story frame structure. The first story was 

physically built on the shake table whereas the effect of the second story was simulated using wall-mounted 

actuators, as illustrated in Figure 2.1a, reproduced from Reinhorn et al. (2004).  

  

a) MIL setup – shake table and actuator b) small-scale demonstration of force control  

Figure 2.1. MIL testing of a two-story frame using shake table and actuators (Reinhorn et al., 2004) 
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The unique aspect of the MIL configuration of Figure 2.1a was that it required force-based substructuring, 

which was not common in early 2000s. The shake table induced inertia forces in the test article, and so the 

actuators were required to be operated in dynamic force control because either actuator force or 

displacement, but not both, can be controlled at a given interface. Beginning to develop such capability 

immediately revealed that the actuator needed to act softly and willingly to follow some of the shake-table 

motion and not fight it for control over the test article. Actuator softness was achieved by adding physical 

compliance between the actuator and the test article using a spring-based system (see Figure 2.1b) – an idea 

borrowed from series elastic actuators in robotics (Pratt et al., 2002). Actuator willingness was achieved by 

positive feedback of the test article displacement (later understood to what is termed as disturbance 

feedforward in control systems) – an idea borrowed from Dimig et al. (1999). This feedforward also has 

the effect of (approximately) cancelling actuator’s interaction with the test article (and the shake table) 

dynamics when thinking about control alone. This intuitive-based MIL implementation achieved 

remarkable accuracy (Reinhorn et al., 2004) for a complex configuration, which to this date has not been 

replicated by others, and may have settled the topic had the appropriate theoretical support been recognized. 

This support has taken almost two decades and a few other MIL configurations to recognize. This report 

constitutes a significant step towards establishing this theoretical support. 

Using feedforward to cancel actuator-test article interaction was seen as an attractive way of applying 

displacement control (Carl and Sivaselvan (2011; 2012)). In this case, the feedforward was the interaction 

force from a stiff test article (a beam) connected to a magnetorheological damper. The notion of actuator 

softness gradually connected thinking with the term impedance, and a high-level connection was made 

between feedforward approach and the seminal work on interaction of robots with their environments by 

Hogan (1985). The approach of Carl and Sivaselvan, although considering impedance, was still based on 

tracking a reference command, and conventional strategies were built around it. Carl and Sivaselvan (2011) 

only used the static (DC) part of what is referred to as st

zwH  in this report. The theoretical support was right 

there for the taking but missed. It is now recognized that MIL = impedance control. 

2.3.3 Impedance-matching MIL for force control (Stefanaki and Sivaselvan, 2018a)  

Stefanaki and Sivaselvan (2018a) pursued another unique MIL configuration that included a virtual 

superstructure on a physical soil-foundation system constructed in a geotechnical laminar box. This study 

was the first attempt at impedance-matching MIL control for civil engineering applications. A uniaxial 
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active mass driver (AMD)5, mounted atop the physical soil-foundation system, was controlled to emulate 

the effect of the superstructure, as illustrated in Figure 2.2. The AMD was operated in force control, that is, 

it utilized the acceleration motion prorogated through the soil-column as the feedback condition and applied 

an appropriate force representative of the virtual superstructure on the physical soil-foundation system. 

Initially, the problem was approached as one of tracking. However, the need to decouple the test article 

(soil-foundation system + laminar box) from the AMD controls became clear because it was impractical to 

use a model of this complex test article in control design. 

 

 

b) pile foundation installed in the laminar box 

 

a) experimental setup c) AMD mounted on piles 

Figure 2.2. MIL test configuration for a physical soil-foundation system with superstructure 

represented virtually using the AMD (Stefanaki, 2017) 

                                                      

5 The shake table used in this report. 
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Stefanaki and Sivaselvan explored an unrelated line of thinking by adjusting physical elements (e.g., 

resistors and capacitors) in the AMD controller so that its behavior closely resembled that of virtual 

superstructure without the need for a computational algorithm. These ideas together with prior experience 

of feedforward cancellation converged to conceptualization of Equation 1-4: a MIL controller based on 

impedance matching. Stefanaki and Sivaselvan (2018b) demonstrated that this equation could be 

implemented in real time (as a state-space system) to achieve meaningful MIL simulations, validated the 

concept of st

zwH , and showed that the MIL algorithm could be tested and implemented independently of any 

test article: fundamentally different from the traditional algorithms and approaches to MIL discussed in 

Section 2.2. In Stefanaki’s configuration, MIL was force-based, which is simpler in terms of 

implementation due to the smaller relative degree6 of st ,zuH  as compared to the motion-controlled MIL 

setting, tackled in this report. 

2.3.4 Impedance-matching MIL for motion control (Kote, 2019)  

Kote (2019) developed a unique MIL configuration to investigate the dynamic interaction of electrical 

substation equipment interconnected through flexible conductors for earthquake loading. Flexible 

conductors exhibit significant nonlinear dynamics (Fu, 2020) and therefore served as the test article. The 

boundary conditions corresponding to various pieces of substation equipment were represented by two 

custom-designed 2-DOF shakers shown in Figure 2.3. In this configuration, MIL was conceptualized as 

motion-control, that is, the 2-DOF shakers apply displacement at the terminal and the reaction forces and 

moments from the conductor are taken as feedback conditions.  

Although successful MIL simulations were demonstrated, a number of open questions remained, mainly in 

terms of understanding the tradeoffs between accurate performance (how closely the towers reproduce 

equipment dynamics) and stability (stability of the feedback system). The issues related to stability arise 

partly because of the use of an approximated MIL controller (refer to the discussion in Section 1.3.4) and 

partly because of significant controller response at high frequencies. This report, also utilizing a motion-

controlled MIL setup, develops the necessary theoretical framework to understand these tradeoffs (see 

Section 9.3). 

                                                      

6 The smaller the relative degree of 
st

zuH , less is the need for approximating the controller equation, and less are the 

compromises made on the MIL performance. See Section 6. 
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Figure 2.3. MIL test configuration for physical flexible bus conductors with interconnected equipment 

represented virtually using the 2DOF shakers (Kote, 2019) 

2.3.5 Optimization-based approaches to impedance-matching MIL control  

2.3.5.1 Linear matrix inequalities, Verma et al. (2019) 

Verma et al. (2019) approached Equation 1-4 from a different perspective. Instead of trying to achieve 

impedance equality, they posed the question as one of optimization, that is, how closely (and across how 

broad a frequency range) can the actuator system emulate the virtual-system impedance? Verma et al. 

(2019) formulated the optimization problem from an impedance perspective using linear matrix inequalities 

(LMI) and validated its application in a force-controlled MIL setting. (Optimization-based thinking was 

explored in Hauser and Sivaselvan (2009) but from a tracking perspective.)  

2.3.5.2 Frequency-domain linear programming, Verma et al., (forthcoming) 

Verma et al. (forthcoming) systematically approached Kote’s MIL configuration of Figure 2.3 from an 

optimization perspective. The optimization objective was to minimize the difference in the impedances of 

the controlled actuator system and of the desired virtual system subject to two constraints: (i) the control 

effort, and subsequently the actuator response, to be limited at high frequencies, and (ii) the controlled 
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actuator system must be passive. Colgate (1988) was the first to use passivity7 as a framework for assessing 

stable interaction of a robot with its environment. Verma et al. (forthcoming) solved the optimization 

problem using linear programming in the frequency-domain. The result of optimization was a MIL 

controller, ,uwH  in the form of a complex analytic function, which needed to be approximated for 

implementation, and sometimes led to violating passivity. 

2.3.6 Role of this report in advancing the impedance-matching approach 

In this report, the impedance-matching MIL is successfully implemented in a motion-controlled uniaxial 

setting: an intermediary position to the Stefanaki’s force-controlled configuration and the Kote’s multiaxial 

motion-controllerd configuration in terms of test-system complexity. A different approach to approximate 

the MIL controller (i.e., Equation 1-4) is considered and implemented, namely, using lowpass filters, as 

described in Section 1.3.4. This approach to controller approximation, although different from that of 

Stefanaki and Verma, has clarified and firmly reestablished the three design criteria for the MIL controller, 

namely, (i) close resemblance to the VS, (ii) low controller response at high frequencies, and (iii) passivity 

of the controlled actuator system. A theoretical framework for understanding the design tradeoffs with 

respect to these criteria is developed and presented Section 9. 

2.4 Closing remarks 

The traditional strategies for implementing MIL, as listed in Tables 2-1, 2-2, and 2-3, utilize the framework 

of Figure 1.3a, requiring specialized time-integration schemes, delay compensators, and tracking 

controllers. In contrast, the impedance-matching approach makes actuator control independent of these 

components, thus greatly simplifying implementation of MIL. The advantages of this new approach are: (i) 

controls are stable and easy to implement even for complex substructuring settings, (ii) the virtual-system 

impedance near the interface with the test article is reproduced accurately across a broad frequency range, 

(iii) the test article is decoupled from the control design, thus eliminating the challenges associated with 

control-structure interaction, (iv) controls can be validated using the actuator system alone, that is, the 

                                                      

7 Passivity means a system cannot generate more energy than what has been input to it. When two passive systems are 

in feedback with each other, the combined system is guaranteed to be stable. The test article typically is passive 

because it cannot generate energy on its own. Therefore, the coupled test article-actuator system will be stable if the 

controlled actuator system is passive. Thus, notion of passivity of the controlled actuator system is used in both 

Verma’s work and this report to assess stability. Details are presented in Section 9.3. 
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ability of an actuator system to reproduce the impedance of a virtual system can be evaluated independently 

of the test article, and (v) MIL procedures are standardized for qualification testing because they do not rely 

on tracking controllers, delay compensation schemes, and specialized time-integrations schemes. 

The collective effort by Sivaselvan his co-workers over the past decade has resulted in important 

contributions to the subject of impedance control. Electrical servomotors are most commonly used in 

robotics applications, for which electrical current directly maps to the motor torque. However, in civil 

engineering applications utilizing hydraulic actuators, valve opening drives the rate of change of differential 

pressure and the valve itself has dynamics (see Section 4). Put differently, unlike electric motors where 

manipulating the current directly affects the desired torque output, in hydraulic systems there are 

intermediate dynamics between the control variable and the desired actuator output. This makes impedance 

control more challenging with hydraulic systems, again having to do with the relative degree of st ,zuH  as 

briefly discussed in Section 1.3.4. In robotic impedance control, typically the impedances to be matched 

are relatively simple, most commonly using a spring-mass-dashpot system. For impedance-based MIL in 

civil and earthquake engineering applications, more complex virtual systems with nonlinear behavior are 

possible. 
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SECTION 3  

MIL COMPONENTS FOR THE 1D BASE-ISOLATED SYSTEM 

3.1 Section Prologue 

This section introduces the components used for executing model-in-the-loop (MIL) experiments for the 

1D base-isolated fluid-filled vessel. Figure 3.1 is a photograph of the MIL test setup, assembled in the 

Structural and Earthquake Engineering Simulation Laboratory at the University at Buffalo. The setup 

includes: (i) a fluid-filled cylindrical vessel as the physical test article, (ii) three different seismic isolation 

systems, represented virtually using mathematical models, (iii) a uniaxial hydraulic shake table for 

imposing prescribed boundary condition of the virtual isolation systems at the base of the vessel, (iv) 

reaction load cells for measuring feedback force from the test article, and (v) controller hardware and 

software for performing actuator control and MIL-related calculations. Section 3.2 describes the 

geometrical properties of the vessel. Section 3.3 presents details of the isolation systems considered in the 

VS. Section 3.4 describes the uniaxial hydraulic shake-table and its instrumentation. Section 3.5 describes 

the reaction load cells. Section 3.6 describes the hardware and software of the RMC controller. 

 

Figure 3.1. MIL test setup for the 1D base-isolated fluid-filled cylindrical vessel 

host PC with 

RMCTools and VS 

numerical models

RMC75E controller

hardware

fluid-filled vessel

uniaxial 

shake table

load cells

actuator 



 

36 

 

3.2 Physical system: Fluid-filled cylindrical vessel 

The cylindrical vessel used in the MIL experiments is 48 inches tall, with a wall thickness of 3/16 inch, and 

an outer diameter of 48 inches. A 2-inch wide and 0.5-inch thick flange is welded at the top of the vessel 

to support a 51-inch long and 0.25-inch thick head plate. The bottom of the vessel is welded to a 51 51

0.75 inches base plate. (All components are constructed of carbon steel.) The load cells are connected to 

the shake table platform using ½-inch connecting plates, as shown in Figure 3.2a. The total weight of the 

specimen including the vessel, flange, head, and the base plate is approximately 1.25 kip. The depth of 

water in the MIL experiments is 36 inches. The total weight of the test article, including the water, is 

approximately 3.6 kip. 

  

a) elevation view b) plan view of the base plate 

Figure 3.2. Elevation and plan views of the test article 

3.3 Virtual system: Seismic isolation bearings 

Three types of seismic isolation systems are represented virtually in the experiments: linear spring-damper 

(SD) and nonlinear lead-rubber (LR) and Friction Pendulum (FP) systems. Figure 3.3a is a photograph of 

a spring-damper isolator unit: a product of the GERB vibration control. The assembly of springs provides 

horizontal (and vertical) flexibility and the viscous dashpot device accounts for energy dissipation. Figure 

3.3b presents a sectional view of an LR bearing. The bearing consists of vertically stacked, alternating 

layers of bonded rubber and steel shims with top and bottom end plates, and a cylindrical, central lead core. 

The rubber layers provide horizontal flexibility to the bearing, and the hysteretic yielding of the lead core 
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provides strength and accounts for energy dissipation. Figure 3.3c is a photograph of a single concave FP 

bearing. The unit consists of a spherical sliding surface, a housing plate, and a slider coated with low-

friction, high-load composite, typically a polytetrafluorethylene (PTFE) type composite. The pendulum 

action of the slider along the spherical surface provides horizontal flexibility, and the coefficient of friction 

at the PTFE-stainless steel interface governs the strength of the bearing.  

Section 5 presents mathematical models for the three virtual systems. These mathematical models enable 

calculation of the target VS acceleration history, vs ,z  that needs to be imitated by the uniaxial hydraulic 

shake table at the base of the test article. 

  

a) spring-damper system (courtesy of GERB) b) lead-rubber system (courtesy of DIS) 

 

c) Friction Pendulum system (Lal et al., 2021) 

Figure 3.3. Seismic isolation systems considered in the VS 

3.4 Loading system: Uniaxial servo-hydraulic shake table 

Figure 3.4 is a photograph of the uniaxial hydraulic shake-table used in the MIL experiments. The testbed 

was originally assembled by Stefanaki and Sivaselvan (2018a) for application in MIL testing of a soil-

foundation-structure system (see Figure 2.2). Details on the design and construction of this testbed are 

presented in Stefanaki (2017) and only relevant information is presented here. The shake table consists of 

a 2-inch thick steel platform that is 48 inches long and 36 inches wide, which is elevated using four W6
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20 columns, each 13 inches tall (see Figure 3.4a). The columns are supported on low-friction recirculating 

ball bearings (IKOLFHTG30) that slide on rail guides to enable horizontal movement of the shake table. 

The rails are bolted to a 1.5-inch thick base plate connected to a strong floor. An MTS hydraulic actuator, 

Model 244.12 (MTS, 2017), is installed beneath the shake-table platform along the 48-inch direction, as 

shown in Figure 3.4b. 

 

a) isometric view 

 

b) side view 

  

c) MTS 244.12 actuator (MTS, 2017) d) MOOG 760F264A servovalve (MOOG, 2007) 

Figure 3.4. Uniaxial servo-hydraulic shake table (Stefanaki and Sivaselvan, 2018a) 
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The actuator has a nominal force rating of 5.5 kips and an end-to-end dynamic stroke of 6.4 in ( 3.2 in). 

The body of the actuator is bolted to the base plate using brackets. The actuator is installed with a MOOG 

servovalve (MOOG, 2007), Model 760F264A, which is a 4-way 2-stage type valve, with a rated full flow 

capacity of 15 gallons per minute (57.75 in3/s) at a load pressure of 1000 psi. 

3.5 Feedback measuring system: Reaction load cells 

The feedback force at the shake table-vessel interface is measured using five-channel reaction load cells 

(LCs). Four load cells, numbered LC-03, LC-06, LC-08, and LC-14, are selected from the UB SEESL 

inventory. These load cells are fabricated using a 0.25-inch-thick cylindrical steel tube with squares plates 

bolted at the top and bottom (Bracci et al., 1992). Figure 3.5 presents a photograph and a schematic of the 

load cells. Because the current MIL experiments are focused in 1D, the load cells are calibrated only in the 

unidirectional shear per the procedure described in Appendix A. The calibration factor is set to 0.2 kip/V 

(i.e., each load cell reads a maximum shear force of 2 kip). 

 

a) load cell unit, LC-03 

        

b) schematic of plan view 

 

 c) schematic of elevation view 

Figure 3.5. Reaction load cells for measuring the feedback force (Bracci et al., 1992) 
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3.6 Controller system: RMC75E digital controller 

3.6.1 Introduction to RMC 

Typically, MIL experiments are configured with two distinct controller hardware, one for performing 

hydraulic control (i.e., driving the servovalve in a closed-loop control mode) and the other for performing 

MIL-related calculations (e.g., implementing Equation 1-5 in real time as a discrete state-space system). 

Herein, an RMC controller, Model 75E, from Delta Computer Systems (Delta, 2020a) is used to perform 

both operations. The RMC75E is a deterministic (or digital) controller meaning it reads inputs, performs 

control actions, and updates outputs at a specific interval called the controller loop time. When the controller 

finishes calculations for one loop, it waits until the next loop time before performing its calculations again. 

All commercially available deterministic controllers are structured to operate this way. Section 4.3.4 

emphasizes the key role of controller loop time (or frequency) in shake-table control. 

3.6.2 Hardware and software of RMC75E 

3.6.2.1 RMC hardware 

Figure 3.6 is a photograph of the RMC75E controller hardware comprising several individual units referred 

to as modules. The RMC user manual (Delta, 2021b) lists the different types of modules supported by the 

RMC75E controller. Only the modules used in the current MIL setup are discussed herein, including a CPU 

module, an axis module, four expansion modules, and a VC2124 unit. 

 

Figure 3.6. RMC controller hardware 
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1. CPU Module: The leftmost unit in Figure 3.6 is the CPU module, which is the processing unit of the 

controller. This module contains an Ethernet port for communications, a USB/monitor port to interact with 

the RMC software on the host computer, and a power supply port. The RMC75E CPU module offers control 

processing at five different loop times [frequencies]: 250 μs [4000 Hz], 500 μs [2000 Hz], 1000 μs [1000 

Hz],  2000 μs [500 Hz], and 4000 s  [250 Hz]. A loop time of 500 μs (loop frequency of 2000 Hz) is used 

in the MIL experiments.  

2. Axis module: An axis module is installed next to the CPU module and is responsible for driving the 

servo-actuator system. This module is provided with an input slot for receiving transducer feedback 

(typically displacement) used for closed-loop hydraulic control. The control output slot generates an 

electrical command to the servovalve, which is a  10V signal, and hereafter referred to as the valve 

command, v .u  The CPU module together with the axis module constitute a complete motion controller 

called the base module. 

3. Expansion modules: These are optional modules that are added to the right of the base module. The 

expansion modules are added for additional functionality when the actuator control requires interfacing 

with more than one transducer input, such as for performing position-pressure or position-force control, or 

for MIL-related applications as considered in this report. The current setup utilizes four expansion modules 

(one of type AP2 and three of type A2).   

4. VC2124: The VC2124 (Delta, 2020b) is an integral part of the RMC75E setup. It receives the valve 

command, v ,u  generated by the axis module and drives an appropriate current, i ,u  through the servovalve 

coils. The magnitude (and polarity) of this valve current controls the actuator motion. The mathematical 

relationship between the valve current, i ,u  and the table acceleration, st ,z  is derived in Section 4.3. The 

VC2124 hardware is provided with a knob to adjust conversion scale from voltage, v ,u  to current, i .u  

Ideally, the knob should be positioned at the rated full-flow current of the servovalve. For the MOOG 

760F264A servovalve, i,max 25u   mA. Because the settings on VC2124 are available only in the increments 

of 10 mA, the knob is set to 30 mA in the MIL experiments. This implies that for a maximum valve 

command of 10 V, the VC2124 drives a current of 30 mA through the servovalve coils. This voltage-to-

current conversion gain, v 3 mA V,K   is another key parameter for shake-table control and is revisited 

in Section 4. 
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3.6.2.2 RMC software 

The RMC controller includes a software component, namely, RMCTools (Delta, 2021a), which is a 

Windows-based application designed for the user to interact with the physical hardware (i.e., modules) and 

control all features of the controller such as to configure, troubleshoot, program, plot inputs in real-time 

etc. The software has several pre-programmed commands to perform actions ranging from simple moves 

to complex system control. It allows creation of user programs and user functions to execute sequences of 

commands and perform basic mathematical operations. The user programming feature of the RMCTools 

enables performing MIL-related computations without requiring intervention from another external logic 

controller. Section 7 presents details on (i) configuring the RMC75E hardware and software with the MIL 

test system and (ii) user programs for implementing MIL controller. 
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SECTION 4  

MATHEMATICAL MODELING OF THE UNIAXIAL SERVO-

HYDRAULIC SHAKE TABLE 

4.1 Section Prologue 

The uniaxial shake table in the MIL experiments has two inputs: (i) control input, ,u  which is a reference 

displacement command issued by the user, and (ii) reaction force input, ,w  which is physically applied by 

the test article. As conceptualized in Section 1.3.2, the control input to the shake table is calculated using 

the equation:      
g

1 1
st vs st vs st

g ,zu za zu zw zwu H H a H H H
 

    derived by making the impedance of the shake 

table match that of the virtual isolation system it is intended to represent. The fidelity of such a MIL 

controller depends on accurate characterization of the shake-table dynamics in the form of transfer 

functions, st

zuH  and st .zwH  The transfer function st

zuH  is commonly used in actuator control and can be readily 

measured from frequency-response experiments performed by setting the control input as a multisine (or 

whitenoise) broadband signal. The transfer function with respect to the force input, st ,zwH  is not commonly 

reported/utilized in the literature but is key to the impedance-matching MIL implementation, as will be 

demonstrated in Sections 8 and 9. However, w  being a physical input, experimental measurement of st

zwH  

requires driving the shake table with another, much larger actuator, and this is generally not feasible in a 

laboratory setting. This challenge necessitates development of a robust mathematical model for the servo-

actuator shake table system to aid derivation of analytical expressions for st

zuH  and st ,zwH  which can then be 

subsequently used for the design and implementation of the MIL controller. 

Section 4.2 reviews the working principles of a generic servo-hydraulic actuator system and illustrates key 

concepts involved in their modeling. A linear mathematical model of the uniaxial shake table is presented 

in Section 4.3, and analytical expressions for st

zuH  and st

zwH  are derived as a function of physical, 

mechanical, and control parameters of the table. Because st

zuH  and st

zwH  are derived from a linear model, the 

effects of nonlinearities in the servo-actuator system will have to be significantly curtailed for the linear 

model to predict the table response accurately. Sections 4.4 and 4.5 discuss heuristics8 of shake-table control 

that would enable this outcome, and wherein lies some of the key contributions of this research. The 

                                                      

8 Much of the presentation in Sections 4.2 and 4.3 is well established in literature, but is presented here to support 

the heuristics of shake-table control discussed in Sections 4.4 and 4.5. 
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presentation in these last two sections emphasize the key role of two control parameters: (i) ΔP  

(differential pressure in the actuator chambers) feedback in the hydraulic control and how a sufficiently 

large value of this gain is highly forgiving of modeling uncertainties and significantly reduces the effects 

of hydraulic-related nonlinearities in the system, and (ii) the sampling (i.e., loop) frequency of the 

controller, s ,f  and its effect on the fidelity of the shake-table model. The exact dynamic effects of the ΔP  

gain and the controller sampling frequency are analyzed theoretically in Section 4.4 and experimentally in 

Section 4.5. 

4.2 Working principles of a generic servo-hydraulic actuator system 

The servovalve is the core of a servo-hydraulic actuator system. It responds to an input current, i ,u  and 

regulates the flow of hydraulic fluid in-and-out of the actuator chambers. The description below, on the 

working principles of a servo-hydraulic actuator system, is based on details presented in Merritt (1967) and 

Kim and Tsao (2000). Figure 4.1 presents a schematic of a double-acting hydraulic actuator installed with 

a two-stage servovalve. The first stage, referred to as the pilot stage, consists of a motor-driven flapper, a 

symmetrical double-nozzle, and a feedback spring device for controlling the spool position. The second 

stage, referred to as the spool stage, consists of a four-way control spool9 assembly.  

At the null position (i.e., when the valve current i 0u  ), the armature in the pilot stage remains horizontal 

between the yokes, and the flapper is centered between the two nozzles, as shown in Figure 4.1a. In this 

configuration, hydraulic fluid continuously flows from the supply ports (operated at a pressure SP ) through 

the fixed inlet orifices (flows AQ  and BQ ), past the variable nozzles into the flapper chamber (flows CQ  

and DQ ), through the drain orifice (flow EQ ), to the return pressure port (operated at a pressure RP ). In a 

symmetrical servovalve, when the flapper is centered between the nozzles, the flows CQ  and DQ  are equal, 

resulting in equilibrium for the spool ( A BP P ). During operation, a hydraulic controller (e.g., RMC75E) 

generates a valve command, v .u  This command is passed to a current driver module (e.g., VC2124), which 

then drives an appropriate amount of current, i ,u  through the servovalve coils. The resulting magnetic force 

on the armature rotates the flexural sleeve support, as shown in Figure 4.1b. The rotated flapper assembly 

partially closes one of the nozzles, increasing the pressure, *

A ,P  at that end of the spool, and decreasing the 

                                                      

9 The descriptions of the pilot and spool stages herein are consistent with the MOOG 760F264A servovalve used in 

this work. Three-stage servovalves, commonly employed in larger shake tables (e.g., 6-DOF shake tables at the 

University at Buffalo), have a slightly different working mechanism. 
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pressure, *

B ,P  at the other end. This differential pressure across the ends of the spool displaces it by a 

distance s ,u  thus allowing the hydraulic fluid to flow from the supply pressure port to one of the actuator 

ports (flow 1Q ) and from the other actuator port to the return port (flow 2Q ).  

 

a) at null position: i 0u   

 

b) valve responding to iu  

Figure 4.1. Working principles of a servo-hydraulic actuator system 
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The spool moves until the resulting torque from the feedback spring equals the torque produced by the input 

current. The differential pressure in the actuator chambers, 1 2Δ ,P P P   drives the load mass, st ,m  which 

herein corresponds to the moving mass of the shake table. In this 1D configuration, the actuator force and 

the reaction force from the test article contributes to the equilibrium of the shake table.  

In most control applications, the valve command, v ,u  and by extension the valve current i ,u  are not 

commanded directly. The servo-actuator system is rather operated in a closed-loop control mode with 

motion (e.g., displacement, acceleration) or force feedback. For the MIL experiments in this report, closed-

loop position control is adopted wherein the user command is a reference position to the table. The valve 

command, v ,u  is accordingly calculated by implementing the feedback: v e d i ,u K e K e K edt     where 

the error ste u x   is the difference between the commanded, ,u  and the measured table position, st ,x  and 

e ,K  iK  and dK  are the proportional; error, integral error, and derivative error gains. Some applications 

also include ΔP  measurement and velocity and acceleration feedforward schemes (Conte and Trombetti, 

2000) in the hydraulic feedback. The dynamic response of an actuator system can be controlled by tuning 

these control gains, which is an important aspect of the impedance-matching approach (and actuator control 

in general). The next subsection presents a linear mathematical model for the uniaxial shake table, which 

takes u  and w  as the inputs and produces the table acceleration, st ,z  as the output. 

4.3 Mathematical modeling of the servo-hydraulic shake table 

4.3.1 Overview 

The early work on modeling servo-hydraulic actuators dates to mid-1950s. Much credit is attributed to 

Thayer (1958) and Merritt (1967) for their seminal work in developing the underlying theory. In later 

studies, researchers (e.g., Rea et al. (1977); Hwang et al. (1987); Blondet and Esparza (1988); Rinawi and 

Clough (1991); Muhlenkamp et al. (1997); Conte and Trombetti (2000); Kim and Tsao (2000); Stefanaki 

(2017)) built on Merritt’s work and developed mathematical models for servo-hydraulic shake tables for 

use in earthquake-engineering applications. 

It is well documented that servo-hydraulic actuator systems exhibit nonlinear behavior (Merritt, 1967). The 

nonlinearities arise from several sources, including electrical hysteresis of the torque motor, fluid flow 

through the orifices and nozzles, leakage through the ports, and sliding friction of the spool. By carefully 

tuning the control gains (e.g., e i d p,  ,  ,  K K K K ), the effects of these nonlinearities can be significantly 

curtailed so that a linear model of the table can be used for predicting its response with high fidelity.  
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The linear shake-table model presented in this report builds on the work of Merritt (1967) and Stefanaki 

(2017). The Stefanaki model is improved herein by addressing issues related to modeling of servovalve 

dynamics, tuning of control gains ( eK  and pK ), and including the effect of controller sampling frequency. 

The improved model is shown to predict the response of the shake table with high accuracy in the frequency 

range of 0.25 Hz and 80 Hz (in the impedance-matching approach, the accuracy of the linear model is 

sought over a frequency range as broad as possible due to some fundamental constraints related to the 

implementation of the MIL controller, as described in Section 6.3).  

The linear model is developed in three phases. The servovalve dynamics (i.e., relationship between valve 

current, i ,u  and spool displacement, su ) is modeled in the first phase. The second phase involves modeling 

of the actuator-table dynamics (i.e., relationship between spool displacement, s ,u  and table acceleration, 

stz ; and between feedback force, ,w  and stz ), which overlaps with the presentation in Stefanaki (2017), 

but is reproduced here for completeness. The third phase includes modeling of hydraulic control (i.e., 

relationship between from control input, ,u  and valve current, iu ). 

4.3.2 Phase I: Modeling of servovalve dynamics 

Merritt (1967), Watton (1989),  Lin and Akers (1989), Kim and Tsao (2000), and Liu and Jiang (2014) 

developed physics-based servovalve models with different degrees of complexity. These models are 

generally expressed in the form of frequency-domain transfer functions between input valve current, i ,u  

and output spool displacement, s .u  Figure 4.2 illustrates the block diagram of a two-stage servovalve model 

proposed by Merritt (1967). The model incorporates the dynamics of the torque motor, of the armature-

flapper assembly, and of the spool valve, and also accounts for their internal force/pressure feedback loops. 

 

Figure 4.2. Block diagram for a two-stage servovalve model (Merritt, 1967) 

valve 

current

spool 

displacement
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The block diagram in Figure 4.2 can be reduced to a third-order transfer function of the form: 

  

 
s 1

3 2

i 1 2 3

u s a

u s s b s b s b


  
 (4-1) 

where the coefficients ia  and ib  are functions of the mechanical and geometrical parameters of the valve, 

and the properties of the hydraulic fluid. The downside to using physics-based servovalve models is that 

the manufacturers’ technical specifications often do not provide sufficient information on many valve 

parameters, therefore making it difficult to estimate the model coefficients ia  and .ib  For example, 

Merritt’s model of Figure 4.2 requires information on more than 30 valve parameters. The higher-order 

models (Kim and Tsao (2000); Liu and Jiang (2014)) require even more, thus limiting the application of 

physics-based models for representing servovalves.  

In some past applications, researchers approximated servovalve dynamics using a constant gain factor (Rea 

et al. (1977); Blondet and Esparza (1988); Rinawi and Clough (1991)), whereas a few others have modeled 

it as a pure time-delay system (Conte and Trombetti, 2000). These approximations are deemed insufficient 

when table response is to be predicted over a broad frequency range (> 10 Hz).   

In such cases, a practical approach is to measure the response of the servovalve across a broad frequency 

range and empirically fit the measured response with an approximate transfer function. If experimental 

valve measurements are not available, manufacturer data (amplitude and phase performance charts) can 

be used instead, as adopted in this report.  

Figure 4.3a presents the performance curves for the MTS 252 Series servovalves (MTS, 2003), wherein the 

flow to the actuator ports, commonly referred to as the control flow, ,Q  is the ordinate and the excitation 

frequency of the valve current is the abscissa. In Figure 4.3b, the specification curve 252.25 corresponding 

to the MOOG 760F264A servovalve is approximated (see the dashed red line in the figure) using a second-

order rational transfer function with two real poles10 and no zeroes. The two poles are determined by curve-

fitting as 1 2 70    rad/s and 2 2 110    rad/s. The second-order empirical model is seen to predict 

the valve frequency response with sufficient accuracy up to 100 Hz, much greater than the frequency range 

                                                      

10 For a transfer function in the s-domain, ( ) ( ) ( ) ,H s n s d s  ‘poles’ are the roots of the denominator polynomial, 

( ) 0,d s   and ‘zeros’ are the roots of the numerator polynomial, ( ) 0.n s    
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of interest in the current MIL experiments (the oil-column resonance frequency of the shake table is 

observed around 30 Hz, and seismic isolation systems considered in the VS have dominant response in the 

low-frequency range < 2 Hz). 

 
 

a) specification curve b) empirical fitting  

Figure 4.3. Modeling of servovalve dynamics using MTS specification curve (MTS, 2003) 

For the same shake table, Stefanaki (2017) approximated servovalve dynamics using a first-order transfer 

function with a cutoff frequency at 2 30  rad/s (see the dashed black line in Figure 4.3b). The first-order 

model under predicts the valve response after frequencies greater than 10 Hz. In the MIL experiments 

presented in this report, the need for an accurate servovalve model over a broader frequency range relative 

to Stefanaki (2017) is noteworthy and necessitated by the greater relative degree of st

zuH  in motion-

controlled MIL as opposed to the force-controlled MIL in Stefanaki (2017). The control flow to the actuator 

ports, ,Q  and the spool displacement are linearly related as s s ,Q K u  where sK  is the spool flow gain 

(in3/in). The valve transfer function is therefore written as: 

  

  
r

i s 1 2

1

( )

KQ s

u s K s s 


 
 (4-2) 

Equation 4-3 presents state-space model of the servovalve with the valve current, i ,u  as the input variable 

and the spool displacement, s ,u  as one of the state variables: 

  
s s

i

1 2 1 2s s r 1 2 s

0 1 0u u
u

v v K K     

      
       

        
 (4-3) 
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where sv  is the spool velocity, 1  and 2  are the poles of the rational transfer function obtained by curve-

fitting, and rK  is the servovalve static flow gain (i.e., ratio of the rated flow, max ,Q  to the rated current, 

i, maxu ). For the MOOG 760F264A servovalve, 
r max i, maxK Q u  57 / 25 2.3   in3/sec/mA (MTS, 2003). 

4.3.3 Phase II: Modeling of actuator-table dynamics 

The hydraulic flow through an actuator port depends on the pressure difference across the port and the area 

of the port opening. Merritt (1967) derived the following flow function using Bernoulli’s principle: 

 

d o

2ΔP
Q C A


  (4-4) 

where dC  is the discharge coefficient of the port,   is the density of the hydraulic fluid, oA  is the area of 

the port opening, and ΔP  is the differential pressure across the port. If the spool is perfectly aligned with 

the port dimensions, the port area, o ,A  assumes an ideal profile as shown in Figure 4.4a (i.e., o 0A   when 

s 0u  ) with no leakage of flow when the spool is centered. However, manufacturing tolerances involve 

mechanical deadband (i.e., clearance between the spool landings and port ends), which results in a finite 

flow when the spool is centered, referred to as the null flow. A realistic profile for the port area is shown in 

Figure 4.4b with nonlinear transition near the null region and a gradual transition to saturation at the full 

port opening. Thus, oA  can be mathematically expressed as o s ,A Gu  where the area gradient (i.e., flow 

area/spool displacement), ,G  is a function of the spool displacement. 

 

a) ideal orifice with abrupt opening and 

saturation 

b) real orifice with null flow and gradual 

saturation 

Figure 4.4. Qualitative description of the area of port opening (Stefanaki, 2017) 

For the displaced spool position, s ,u  flow through the actuator ports are given by: 
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 S 1

1 d1 s

2 P P
Q C Gu




  (4-5a) 

  2 R

2 d2 s

2 P P
Q C Gu




  (4-5b) 

where SP  is the supply pressure ( = 3000 psi herein), RP  is the return pressure ( 0 psi), 1P  and 2P  are the 

pressures in the two actuator chambers, and d1C  and d2C  are the discharge coefficients of the actuator ports. 

The uniaxial shake table utilizes a double-acting actuator with a symmetrical servovalve. The discharge 

coefficients, d1C  and d2C , are equal, and denoted by d .C  The rate of fluid flow through the ports must 

compensate for (i) the change in the volume of the hydraulic fluid in each actuator chamber resulting from 

the piston displacement and (ii) compressibility of the oil. The flow continuity equations are therefore 

written as (Merritt, 1967): 

 
 S 1

1 d s p a

a1

2 P P
P C Gu A v

V





 
  
 
 

 (4-6a) 

  2 R

2 p a s

a2

2 P P
P A v Gu

V





 
  
 
 

 (4-6b) 

where a1V  and a2V  are the volumes of hydraulic fluid in the actuator chambers, pA  is the area of actuator 

piston,   is the bulk modulus of the hydraulic fluid, av  is the velocity of the actuator piston, and other 

terms were defined previously. If the displacement of the piston from its mid-stroke position, m ,x  is 

denoted by ax , the chamber volumes can be calculated as  a1 p m aV A x x   and  a2 p m a .V A x x   

Manufacturing imperfections result in the leakage of flow between the actuator chambers across the piston. 

The leakage flow is modeled as  1 2 ,L lQ K P P  where lK  is the leakage coefficient, also known as, 

flow-pressure coefficient (Blondet and Esparza, 1988). In the presence of a test article, force equilibrium 

for the shake table results in the following equations of motion: 

 

 

st st

st st p 1 2

actuator force

x v

m z w A P P



  
 

(4-7a) 

 
(4-7b) 
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where stm  is the moving mass of the shake table that is assumed to be rigid. Hence, a st ,x x  and a st .v v  

Friction forces near the rail guides and within the actuator seals are assumed to be negligible compared to 

the actuator force, and hence are ignored in the modeling. The implications of ignoring friction are discussed 

in Sections 8 and 9. Combining Equations 4-6 and 4-7, the system of equations for the combined actuator 

and table system can be written as: 

 

st stx v  (4-8a) 

  p 1 2

st

st st

A P P w
v

m m


   (4-8b) 

 

 

 
 S 1

1 d s p st 1 2

p m st

2
   l

P P
P C Gu A v K P P

A x x





 
    
 
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 (4-8c) 

 

 

 
 2 R

2 d s p st 1 2

p m st

2
l

P P
P C Gu A v K P P

A x x





 
     
 
 

 (4-8d) 

where st st 1 2,  ,  ,  and x v P P  are the state variables, and su  and w  are the inputs to the system. From above, 

the state equations 4-8c and 4-8d are nonlinear. These equations are linearized with respect to an 

equilibrium state derived for the input conditions: su  0 and 0.w   At equilibrium, the position and 

velocity of the shake table are zero and the sum of the pressures in the actuator chambers is 

1 2 S R .P P P P    The equilibrium states are therefore calculated as 
st,e 0,x   

st,e 0,v   and 

a1,e a2,e S0.5 .P P P   The linearized state-space system is then reduced11 to three states by representing the 

differential pressure in the actuator chambers ( 1 2ΔP P P  ) as a single state variable. The reduced state 

equations of the linear shake-table model are: 

s

st a

st p st a s st

m l p m d 0 S p m

0 1 0 0 0

0 0 0 1

0 2 2 02 u

x

A m v u m w

P x K A x P C G P A x

x

v

   

        
        

          
                  

 (4-9) 

The eigenvalues of the above state matrix are calculated as 1 0,   and 2

2,3 oil oil oil oil1 .         The 

complex conjugate pair of the eigenvalues, 
2,3 ,  corresponds to what is commonly referred to as oil-column 

                                                      

11 Transitioning from a four-state model in Equation 4-8 to three-state model in Equation 4-9 is based on some 

observability/controllability arguments (see Chapter 3 of Stefanaki (2017) for details). 
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resonance in the literature. The oil-column frequency, oil ,  is representative of the shake-table mass stm  

connected to two linear springs (oil in the actuator chambers) of stiffness p m ,A x  and is given by Equation 

4-10a, and  oil  corresponds to the damping in the oil-column and is given by Equation 4-10b. (Other 

flexibilities and damping related to spool, piston, actuator body, and platform are ignored in the modeling.)  

 
p

oil

st m

2A

m x


   (4-10a) 

 
st

oil 3

p m

m

2
lK

A x


   (4-10b) 

Combining Equations 4-3, 4-9, and 4-10, the linear state-space model of the combined servovalve-actuator-

table system can be written as: 

 
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 (4-11) 

where 1 2,  ,x x  and 3x  are the actuator states, 4x  and 5x  are the servovalve states, and d  is a model 

constant given by 

 
s

S r
d u 0

p m s

2 P K
d C G

A x K




  (4-12) 

4.3.4 Phase III. Hydraulic control of shake table 

In Equation 4-11, the inputs to the system are the valve current, i ,u  and the feedback force, .w  However, 

in the MIL experiments, the valve current is not commanded directly. Rather, the shake table is operated in 

a closed-loop control mode wherein the control input, ,u  is a reference position command issued by the 

user, and the valve command, v ,u  is computed by implementing the hydraulic control loop with position 

and differential pressure feedback: v e p ,u K e K P    where ste u x   is the error between the 

commanded and the measured displacement of the table, eK  is the proportional error gain, and pK  is the 

ΔP  gain. (The integral error and derivative error gains are set to zero.) Note that the AA1 axis module of 



 

54 

 

the RMC75E implements this hydraulic loop, outputs the calculated vu  to the VC2124 unit which then 

drives a proportional valve current of magnitude i v v .u K u  

The hydraulic control equation above assumes that the valve command is generated in continuous-time. 

However, a digital controller, like the RMC75E, implements this equation and issues valve command at 

discrete time intervals equal to the sampling time, s  (or frequency, sf ) of the controller. Such digital 

control utilizes the feedback measurements saved from the previous loop time, 1 s( )x t   and 3 s( ),x t   

for computations:  v e 1 s p 3 s( ) ( ) ( ) ( )u t K u t x t K x t      , indicating that the feedback is delayed by one 

loop time12. The longer the loop time, the greater the delay, and more apparent are the consequences (see 

Section 4.4.4) of using a digital controller. The Laplace-domain representation of the hydraulic control 

equation is:  s s

v e 1 p 3( ) ( ) ( ) .
s s

u s K u s e x s K e x
  

    Considering a first-order Taylor series approximation 

for the delay term, s

s1
s

e s
 
   for s 1,s   v ( )u s  can be rewritten as 

v e e s 1 p s 3( ) ( ) (1 ) ( ) (1 ) ( ),u s K u s K s x s K s x s      whose time-domain representation is: 

 
   2 st

v e e 1 s e p oil p 2 p s 3 s p 41 .u K u K x K K m A x K x K dx            (4-13) 

Combining Equations 4-11 and 4-13, the linear state-space model of the shake table is given by Equation 

4-14a (for a digital controller with a finite loop time, s ) and 4-14b (for an analog controller, s 0  ). The 

analytical transfer functions of the shake table are derived from the linear model and are presented in 

Equations 4-15a through 4-15f. 

Another key difference between the current model and that described in Stefanaki (2017) is the explicit 

modeling of delay in hydraulic feedback to account for the effect of controller sampling ( s  or sf ). The 

experiments in Stefanaki (2017) utilized an analog controller and hence there was no sampling ( s 0)  . 

It will be shown in Section 4.5.3 that the frequency response of the table is significantly affected by s ,  

particularly when large values of pK  are used. 

                                                      

12 Loop time is the pre-selected time interval at which the digital controller reads inputs, runs user programs, processes 

motion commands, performs hydraulic control action, and updates outputs. When the controller completes its 

calculations for a particular loop time, it waits until the next loop time (the control action is zero in this period) to 

repeat its calculations. On the other hand, the sampling time of an analog controller is the interval at which the outputs 

are written to a data acquisition system, but the control action is continuous-time.  
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            where 1 2 1 2 oil oil,  = ,  =2 .           
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* e p v sd,   ,   , anK K K   are control parameters of the shake table, and are highlighted in red to distinguish from other parameters. These parameters 

can be carefully tuned to alter the frequency response of the shake table. In Section 4.4, the above analytical transfer functions are used to assess the 

dynamic characteristics of the shake table for different combinations of control parameters to identify their optimal values for MIL experiments. 
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4.3.5 Model parameters 

The analytical shake-table transfer functions presented in Equation 4-15 are derived as a function of: (i) 

four control parameters: e ,K  p ,K  v ,K and s ,  which are to be defined by the user, (ii) three specification 

parameters: m ,x  p ,A  and st ,m  which are determined from the manufacturer’s specifications, and (iii) five 

system parameters: ,d  1 ,  2 , oil ,  and oil ,  which are determined from the frequency-response 

measurements of the shake table. Table 4.1 reports the values of these parameters used in the MIL 

experiments. 

Table 4.1. Model parameters used for the MIL experiments 

Parameter Symbol Value Unit Comment 

Proportional gain eK  5 V/in 

Tuned for a robust and 

accurate mathematical 

model (see Section 4.4)  

ΔP  gain pK  0.001 V/psi 

Controller loop time s  500 s  

Voltage-to-current gain vK  3 mA/V 

Piston area pA  2.1 in2 

Specification manual Mid-stroke position mx  3.2 in 

Table mass stm  4.14 lb-s/in2 

Model constant d  3 105 lb-mA/in5/V 

Determined empirically 

 

Servovalve poles 1 2,     2π70, 2π110 rad/sec 

Oil-column damping oil  0.09 - 

Oil-column frequency oil  2π27 rad/sec 

Control gains eK  and p :K   In the traditional approaches to MIL reviewed in Section 2.1, the control gains 

are typically tuned for accurate tracking of the reference command (i.e., minimize the difference between 

the commanded and the actual displacement), hence such controllers are referred to as ‘tracking 

controllers’. In the MIL experiments of this report, although the shake table is operated in closed-loop 

position control mode, the goal is not to track the reference position command. Rather, the control gains 

are tuned so that analytical st

zuH  and st

zwH  closely matches the measured frequency response of the table (see 

Figures 4-16 and 4-18), thus enabling the use of these transfer functions for design and implementation of 

the MIL controller. The gain values that enabled this outcome are e 5K   V/in and p 0.001K   V/psi (see 
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Sections 4.4.2 and 4.4.3). As noted previously in Section 2.1, the key feature of the impedance-matching 

approach is that the reference command (i.e., control input) need not be the desired boundary condition that 

needs to be controlled at the actuator-test article interface. Herein, the control input, ,u  is the reference 

position command but the boundary condition controlled at the interface is the table acceleration 

Controller loop time, s :  The feedback terms stx  and ΔP  in the hydraulic control loop are delayed by the 

controller loop time. For an analog controller, s 0.   Digital controllers with smaller loop times are 

preferred for the reasons to be discussed in Section 4.4.4. A controller loop time of 500 s  (sampling 

frequency of 2000 Hz) is used in the MIL experiments.  

Voltage-to-current gain, v :K  This VC2124 setting determines the amount of current driven through the 

servovalve for the calculated valve command, v .u  Ideally, when  vu  assumes its maximum value of 10 V, 

the valve must be operated at full-flow condition (i.e., actuator port area is fully open, 
o,maxA  and the control 

flow is maxQ ). In the MIL experiments, the dial on VC2124 is set to 30 mA, close to the rated full-flow 

current of the MOOG servovalve (
i,maxu 25 mA). Thus, vK  is computed to be 30 mA/10 V = 3 mA/V.  

Mid-stroke position, :mx  This information is provided by the manufacturer. The end-to-end dynamic stroke 

of the MTS 244.12 actuator is 6.4 inches (MTS, 2017). Therefore, mx  is 3.2 inches. 

Piston area, p :A  This information is provided by the manufacturer. For the MTS 244.12 actuator, pA   

2.1 in2 (MTS, 2017).  

Table mass, st :m  This corresponds to the total moving mass of the shake table including the platform, 

posts, connecting blocks, and stiffeners. It is measured directly using a scale as 4.14 lb-s/in2 (1600 lb). 

Model constant, :d  The model constant (see Equation 4-12) depends on other system parameters. It is 

difficult to accurately quantify some of these parameters (e.g., d ,C  
su 0 ,G   sK ), hence d  is determined 

empirically from the frequency response measurements of the shake-table as 510  lb-mA/in5/V. 

Servovalve poles, 1 2,  :   The servovalve poles are determined are deduced from the valve specification 

curve by curve-fitting (see Figure 4.3b): 1  = 2π70 rad/s and 2  = 2π110 rad/s.  

Oil-column frequency, oil :  For pA  = 2.1 in2, mx  = 3.2 in, stm  = 4.14 lb-s2/in, and assuming  = 105 

lb/in2 (Merritt, 1967), the oil-column frequency of the uniaxial shake table is calculated using Equation 4-

10a as 178 rad/s or 28.3 Hz. However, the bulk modulus, ,  is a function of fluid type and temperature. 



 

59 

 

The frequency-response experiments of Section 4.5 revealed the oil-column frequency to be 27 Hz, within 

5% of the value calculated theoretically for  = 105 lb/in2.   

Oil-column damping ratio, oil :  Equation 4-10b indicates that oil-column damping is associated with the 

leakage coefficient, l ,K  which is difficult to quantify theoretically. The value for oil 0.09   is determined 

by comparing the frequency responses of the model and the table measurements (see Section 4.5.3). 

4.4 Tuning the shake-table control parameters 

4.4.1 Overview 

This subsection describes a rational procedure for tuning the shake-table control parameters ( e ,K
p ,K  s ,  

and vK ) to meet the dual objectives of: (i) acceptable responsiveness of the system to the control input at 

low frequencies; this is a qualitative measure and is essential for negating the effects of friction13, and is 

achieved by tuning the proportional error gain, eK and (ii) damping the table response near the oil-column 

resonance frequencies to the extent possible; this is to curtail the effects of nonlinearities in the servovalve-

actuator system, which are largely associated with the oil column resonance, and is achieved by carefully 

tuning the P  gain.  

The analytical transfer functions of Equation 4-15 are used to investigate the effect of these control 

parameters on the dynamics response of the shake table by: (i) gradually increasing  the value of eK  when 

p 0K   and s 0,   (ii) by setting eK  to the acceptable value determined in step (i) and gradually increasing 

the value of p ,K  and (iii) by setting eK  and pK  to the values determined in steps (i) and (ii), respectively, 

and varying s  per the loop times available in the RMC75E controller. The fourth control parameter v ,K

namely, the voltage-to-current conversion gain of VC2124, is set constant at 3 mA/V for all the cases. Bode 

diagrams14 and root locus15 plots (Ogata, 2010) are used to assess the dynamic characteristics and shake 

table for different combinations of the control parameters. 

                                                      

13  In the MIL experiments, the shake table is predominantly operated in the low-frequency range (< 2 Hz) 

corresponding to the seismic isolation systems. Therefore, a sufficiently large proportional gain is needed to reduce 

the effects of friction, which are significant at low frequencies, for accurate MIL control.  

14 Bode diagrams present the frequency response of a dynamic system, ( ).H s  The magnitude plot is the locus of the 

absolute values of the transfer function, evaluated as ( ) ,H j  frequency by frequency, and j  is the imaginary unit. 

Phase charts are plotted as     1tan Im ( ) Re ( )H j H j   versus frequency.  

15 Root locus is a powerful tool for investigating the stability of a closed-loop control system. It is a graphical 

representation of the poles of the system as the feedback gain (or any system parameter) is varied from 0 to .  

https://en.wikipedia.org/wiki/Bode_plot
https://en.wikipedia.org/wiki/Bode_plot
https://en.wikipedia.org/wiki/Root_locus
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4.4.2 Tuning the proportional gain, Ke 

Figure 4.5 presents Bode plots of the shake-table transfer functions, st ,zuH  st ,xuH  st ,zwH  and st ,xwH  for the 

cases where p 0,K   s 0   (i.e., analog controller), and eK  is increased from 1 to 5 V/in, in increments of 

1 V/in. Other model parameters are taken per Table 4.1. The following key observations are made from the 

Bode plots, which are well recognized in the literature (e.g., Conte and Trombetti, 2000).) 

 In the magnitude charts of Figure 4.5a and Figure 4.5c, the sharp peaks observed near 27 Hz correspond 

to the oil-column resonance in the shake-table. As the gain eK  is increased, the system becomes more 

responsive, and therefore the magnitude of this peak increases with no appreciable change in the 

associated frequency. 

 For smaller values of eK  (< 2 V/in), the shake table exhibits a sluggish (i.e., poor tracking of the 

reference u ) response in the low frequency range (< 3 Hz), as indicated by the blue and orange lines 

for st

xuH  in Figure 4.5b. The performance of sluggish system is more prone to the effects of friction and 

is not desirable because the linear model does not account for such effects. 

 Increasing the proportional gain sufficiently increases system’s responsiveness, and consequently, 

improves tracking performance at low frequencies (see the blue and green lines in Figure 4.5b), but the 

trade-off is seen in terms of significant amplification of the response near the oil-column frequencies, 

that is, in the range of 20 to 40 Hz. 

 The traditional approaches to MIL reviewed in Section 2.1 focus on tuning the control gains for accurate 

tracking of the reference displacement command ,u  that is, st

xuH  should ideally be 1  and st

xu( )H  

 0º, over a broad frequency range. However, like any other dynamic system, the shake table cannot 

track the reference command accurately across all frequencies. 

The dynamic characteristics of the shake table are assessed by plotting the root locus of st

zuH  (i.e., loci of 

the roots of its denominator:          5 4 2 3 2 2 2

oil oil oil e p st 0.s δ ε s ω δε γ s δω γε s γω s γdK A m         

) for increasing values of e .K  A pole in the left half of the complex s-plane is associated with a frequency 

and damping ratio (see Figure 4.6). For e 0K   V/in, p 0K   V/psi, and s 0 s  , st

zuH  has three real poles 

and one pair of complex-conjugate poles: pole 1 0,p   is associated with the table mass moving as a rigid 

body, the poles 2,3 2 70, 2 110,p      are associated with the servovalve dynamics, and the complex-

conjugate pair of poles, 4,5 15.3 169,p i    are associated with the oil-column resonance. 
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a) control input to acceleration, 
st

zuH  b) control input to displacement, 
st

xuH  

  

c) force input to acceleration, 
st

zwH  d) force input to displacement, 
st

xwH  

Figure 4.5. Sensitivity of the analytical transfer functions of the shake table to proportional gain; Kp = 0 

V/psi and τs = 0 μs 

e 1 V/inK  e 2 V/inK  e 3 V/inK  e 4 V/inK  e 5 V/inK 

amplification 

of response

3 Hz

0.3

poor 

tracking

amplification 

of response
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A pole in the left-half of the complex s-plane can 

be written in the form 21 .p i       The 

magnitude of the pole 2p f    informs the 

contributing frequency. The angle made with the 

negative real axis is a measure of the associated 

damping ratio,  1( ) cos .p  A pole on the 

negative real-axis implies 1   (i.e., critically 

damped), and a pole on the imaginary axis implies 

a marginally stable pole (i.e., 0  ). For stability, 

all poles of a system must lie in the left-half of the 

complex s-plane. 

Figure 4.6. Dynamic characteristics of a pole in the complex s-plane 

Figure 4.7 plots loci of the poles of st

zuH  as eK  is varied from zero to infinity. The corresponding pole data 

(  and  ) is reported in Table 4.2. As eK  is increased from 0 to 5 V/in, the damping ratio of the oil-

column poles, 
4,5 ,p  is reduced from 9% to 3%, explaining the amplification of the shake-table response 

near oil-column frequencies in Figure 4.5. For e 6.7K   V/in, the poles 
4,5p  cross the imaginary axis 

(negative damping) indicating an unstable system. From the above results, the tracking performance of st

xuH  

is considered acceptable for eK  in the range of 4 to 6 V/in; a value of 5 V/in is used in the experiments. 

The amplification of the oil-column peak caused by increasing the proportional gain is compensated by 

tuning the ΔP  gain, as discussed next. 

Table 4.2. Dynamic characteristics of the roots of for different values of Ke; Kp = 0 V/psi and τs = 0 μs 

Pole:  Ke  = 0 V/in Ke  = 2 V/in Ke  = 5 V/in Ke  = 6.7 V/in Ke  = 39.3 V/in 

1p  ,  f   - [2 Hz; 1] [5 Hz; 1] [6.5 Hz; 1] [45 Hz; 0.99↓] 

2p  ,  f   [70 Hz; 1] [69 Hz; 1] [68 Hz; 1] [67 Hz; 0] [45 Hz; 0.99↓] 

3p  ,  f   [110 Hz; 1] [110 Hz; 1] [110 Hz; 1] [111 Hz; 1] [112 Hz; 1] 

4p  ,  f   [27 Hz; 0.09] [26 Hz; 0.07↓] [26 Hz; 0.03↓] 
marginally stable unstable 

5p  ,  f   [27 Hz; 0.09] [26 Hz; 0.07↓] [26 Hz; 0.03↓] 
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Figure 4.7. Root locus of the shake-table poles for increasing values of Ke; Kp = 0 V/psi and τs = 0 μs 

As eK is increased from zero to infinity: (i) poles 1p  and 2p  remain as real poles and move towards each other up to e 39.3K   V/in, referred to 

as the breakaway point. Beyond this value, the real poles break into a pair of complex conjugate poles as indicated by the paths of the red and the 

blue lines, (ii) pole 3p  moves along the negative real-axis and converges to -  as eK   (see the path of the green line), and (iii) poles 4p  and 

5p , which initially lie in the left half of the complex s-plane for e 0,K   cross the imaginary axis for eK  6.7 V/in, indicating an unstable system. 

See the paths of the cyan and magenta lines. 

poles p1 and p2 break into 
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for Ke = 39.3 V/in
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4.4.3 Tuning of the differential pressure gain, Kp 

Figure 4.8 presents Bode plots of the analytical transfer functions for the cases where e 5K   V/in, s 0,   

and pK  is gradually increased: 0.0001, 0.0005, 0.001, 0.002, 0.003 V/psi. As pK  is increased from 0.0001 

to 0.001 V/psi, the magnitude of the oil-column peak decreases and the frequency associated with the peak 

increases (see Figure 4.8a and 4-8c), consistent with the observations of Conte and Trombetti (2000).  

 For p 0.001K  , the damping ratio of the oil-column poles, 
4,5 ,p  is increased to 0.26 (see Table 4.3), 

which is approximately nine times greater than that achieved without the ΔP  feedback; 0.03   

for p 0.K   The ΔP  feedback is thus viewed as a stabilizing measure in hydraulic control because 

it has the effect of increasing (digitally) damping of the oil-column resonance. 

 However, beyond a threshold value of pK  (herein > 0.001 V/psi, when e 5K  V/in and s 0   μs) , 

the ΔP  feedback starts to act negatively on the system and amplifies the table response near the oil-

column frequencies, as indicated by the solid green line in Figure 4.8a. The threshold value of pK  

up to which the ΔP  feedback is beneficial depends on the values of  eK  and s .  Using extremely 

large values of pK  (> 0.0035 V/psi) results in an unstable system. 

 

Table 4.3. Dynamic characteristics of the roots of for different values of Kp; Ke = 5 V/in and τs = 0 μs 

Pole:  Kp  = 0 Kp  = 0.0001 Kp  = 0.0002 Kp  = 0.001 Kp  = 0.003 

1p  ,  f   [5 Hz; 1] [5 Hz; 1] [5 Hz; 1] [7.3 Hz; 0.8↓] [4.4 Hz; 0.5↓] 

2p  ,  f   [68 Hz; 1] [57 Hz; 1] [47 Hz; 1] [7.3 Hz; 0.8↓] [4.4 Hz; 0.5↓] 

3p  ,  f   [110 Hz; 1] [117 Hz; 1] [122 Hz; 1] [144 Hz; 1] [113 Hz; 1] 

4p  ,  f   [25 Hz; 0.03] [27 Hz; 0.11↑] [28 Hz; 0.20↑] [55 Hz; 0.26↑] [85 Hz; 0.05↓] 

5p  ,  f   [25 Hz; 0.03] [27 Hz; 0.11↑] [28 Hz; 0.20↑] [55 Hz; 0.26↑] [85 Hz; 0.05↓] 

The root locus plots presented in Figure 4.9 show that for p 0.001:K  (i) the magnitude (i.e.,  ) of the 

complex oscillatory poles (see the cyan and the red lines) increases, explaining the shift in the peak 

frequency, and (ii) the angle made with the negative real-axis (i.e.,  1cos  ) increases, implying a 

decreased ,  explaining the amplification of the shifted peak. Therefore, for p 0.001K   V/psi, the oil-

column damping is maximum (approximately), and is considered optimal for the MIL experiments. Note 

that the optimal pK  maximizing the oil-column damping changes if a different value of eK  used. 
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a) control input to acceleration, st

zuH  b) control input to displacement, st

xuH  

  

c) force input to acceleration, st

zwH  d) force input to displacement, st

xwH  

Figure 4.8. Sensitivity of the analytical transfer functions of the shake table to differential pressure 

gain; Ke = 5 V/in, τs = 0 μs 

p 0.0001 V/psiK  p 0.0005 V/psiK  p 0.001 V/psiK 

p 0.002 V/psiK  p 0.003 V/psiK 

shift in peak frequency

reduction in 

magnitude

reduction in 

magnitude
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Figure 4.9. Root locus of shake-table poles for increasing values of Kp; Ke = 5 V/in and τs = 0 μs 

For e 5K   V/in, and as pK  is increased from zero to infinity: (i) poles 1p  and 2p  break into a pair of complex-conjugate poles for p 0.0006K   V/psi, as 

indicated by the paths of the magenta and the green lines, which eventually converge at the origin, (ii) pole 3p  moves along the negative real-axis and converges 

to   as pK   (see the path of the blue line), and (iii) the damping in the poles 4p  and 5p  increases up to p 0.001K   V/psi and decreases thereafter (as 

indicated by the path of the red and the cyan lines), and the poles eventually cross the imaginary axis for p 0.0035K  V/psi, indicating instability. 
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4.4.4 Effect of the controller sampling (loop) time 

Figure 4.10 evaluates the effect of the controller loop time, s ,  on the shake-table response. Bode plots are 

presented for two values of p 0.0003K   V/psi and 0.001 V/psi, as s  is varied from 0 s (analog 

controller) per the increment of loop times available in the RMC75E: 250 s  (4000 Hz), 500 s (2000 

Hz) and 1000 s  (1000 Hz).  

The plots show that: (i) larger loop times result in amplification of the shake-table response near the oil-

column frequencies, thereby counteracting the benefits achieved by the ΔP  stabilization, and (ii) the 

influence of s  is more pronounced for larger values of pK  (see the difference between the peaks in 

Figure 4.10a and Figure 4.10b). This influence of s  is counterintuitive because the loop frequencies 

(inverse of s ) considered herein are at least 30 times greater than the oil-column frequency and are 

generally thought of not to affect the table response in this frequency range. 

 

 

  

a) st

zu ,H p 0.0003K   V/psi b) st

zu ,H p 0.001K   V/psi 

Figure 4.10. Sensitivity of the analytical transfer functions of the shake table to controller loop time; Ke 

= 5 V/psi 

Figure 4.11 plots the loci of one of the oil-column poles, 4 ,p  for different loop times. For the same value 

of p 0.001K   V/psi, the damping ratio of the oil column pole is: 26% when s 0;   23% when s 250   

s 0 τ μs s 250 τ μs s 500 τ μs s 1000 τ μs

no appreciable 

change when Kp 

is small
significant 

amplification 

when Kp is large



 

68 

 

;s  19% when s 500   ;s  and 12% when s 1000   .s  The larger the loop time, the smaller the 

damping, and the less beneficial is the ΔP  feedback. Therefore, analog controllers, or digital controllers 

with smaller loop times are needed to best utilize the benefits of  ΔP  feedback in terms of maximizing oil-

column damping. The minimum loop time available in the RMC75E controller is 250 s  (i.e., a maximum 

sampling rate of 4000 Hz). However, this loop time does not support time-critical applications involving 

large computations16. The next smallest loop time of 500 s  is used in the MIL experiments. 

 

Plotted in this figure are the root loci of one of the oil-

column oscillatory poles as a function of 
pK  for 

different loop times. As seen in the figure, for the 

same value of 
p 0.001K   V/psi, the amount of 

damping in the oil-column poles is severely limited 

by the controller loop time. Larger loop times result 

in smaller damping values, explaining the 

amplification of response near the oil-column 

frequencies in Figure 4-10b. As s  increases, the 

oscillatory pole gets closer to the imaginary axis, 

thereby decreasing the stability margin. 

Figure 4.11. Root locus of one of the oil-column poles for increasing values of Kp; Ke = 5 V/in and 

different loop times 

4.5 Experimental evaluation of the analytical transfer functions 

4.5.1 Overview 

This subsection presents results of the frequency-response experiments performed to evaluate the accuracy 

of the shake-table transfer functions. Experiments are performed on (i) bare shake table (without the vessel) 

and (ii) shake table mounted with the vessel. In both configurations, the control input, ,u  is the broadband 

multisine time series described in Section 4.5.2. Test results for the bare shake table are used to evaluate 

the analytical transfer functions corresponding to the control input (see Section 4.5.3) and test results for 

                                                      

16 The MIL code is implemented in the RMC as user programs (see Section 7). The RMC CPU allocates a fixed 

amount of memory and time for processing these user programs. The time required for processing the MIL user 

programs exceeds the allocated their time when s  is set to 250 ,s  and hence cannot be used. 

4p
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the combined table-vessel configuration are used to evaluate (indirectly) the transfer functions 

corresponding to the reaction force input (see Section 4.5.4). 

4.5.2 Multisine timeseries 

The multisine time series used in the frequency-response experiments is a periodic broadband signal 

obtained by summing sinusoidal signals of constant amplitude and different frequencies. The phases of the 

sinusoids are selected so that the ‘crest factor’ is minimal, that is, the ratio of maximum peak to minimum 

peak in the signal is close to one (Schoukens et al., 2012). This maximizes the signal-noise ratio in the 

output at all frequencies. Figure 4.12a presents the multisine series sampled at 2000 Hz. The signal is 

periodic in three windows. Each window is 4.096-sec long and composed of 8192 sample points.  The Fast 

Fourier Transform (FFT) of the signal, presented in Figure 4.12b, show that a total of 512 distinct 

frequencies of equal amplitude are excited in the frequency range of 0.25 to 125 Hz. The frequency 

resolution of the signal, calculated as the ratio of the sampling frequency (2000 Hz) to the number of FFT 

points in each window (8192), is approximately 0.25 Hz.  

 

a) time series 

  

b) FFT c) zoomed FFT 

Figure 4.12. Multisine input for the frequency-response experiments 

1st window 2nd window 3rd window

125 Hz

≈ 0.25 Hz
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4.5.3 Experimental evaluation of the bare shake table 

The analytical transfer functions corresponding to the control input, st ,zuH  st ,xuH  and st

Δ ,PuH  are directly 

evaluated using the acceleration, displacement, and ΔP  measurements of the shake table, respectively. 

Frequency response functions (FRFs) are generated from the multisine control input to the measured st ,z  

st ,x  and Δ ,P  and are compared with the responses of the analytical transfer functions. Herein, experiments 

are performed for different combinations of e ,K  p ,K  and s  to evaluate the accuracy and robustness of the 

analytical transfer functions over a broad range of system parameters, and identify optimal values resulting 

in a high-fidelity shake-table model. Only st

zuH  is evaluated herein. 

4.5.3.1 Evaluation of the bare table for different values of Kp 

Figure 4.13a through 4-13f present the test results for constant e 5K   V/in and s 500 ,s   and for 

increasing values of pK : 0 V/psi, 0.0001 V/psi, 0.0003 V/psi, 0.0006 V/psi, 0.0009 V/psi, and 0.0012 

V/psi. The solid blue lines are the measured frequency responses of the table, the dashed red lines are the 

Bode diagrams of the analytical st

zuH  (Equation 4-15a), and the dotted green lines are the model responses 

assuming an analog controller (i.e., Equation 4-15a substituted with s 0  ). The key takeaways from the 

figures are: 

 As seen in Figures 4-13a and 4-13b, the measured and the model responses are in poor agreement for 

smaller values of pK    0.0001 V/psi. In the absence of the ΔP  feedback, the shake table is highly 

sensitive to (or affected by) modeling uncertainties17 and other nonlinear effects and therefore the 

difference between the response of the linear model and the table measurement is quite significant, 

particularly near the oil-column frequencies .  

 The accuracy of the linear model is improved as pK  is increased (see Figures 4-13c through 4-13e), 

supporting the hypothesis of Section 1 that a sufficiently large value of the gain pK  is forgiving of 

modeling errors, uncertainties, and other approximations, and enables a linear model to predict table 

response with high fidelity. This is further clarified in Figure 4-16. 

                                                      

17 Some of these uncertainties include: (i) consequences of modeling assumptions, such as ignoring friction, ignoring 

structural damping associated with the spool, actuator, and table mass, and (ii) uncertainty in the estimation of the 

empirically-determined model parameters; for example, the oil-column properties, oilζ and oilω , are functions of the 

oil-column compressibility and are sensitive to the fluctuations in the oil temperature and type of the hydraulic fluid.  
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 The accuracy of the linear model without feedback delay (dotted green line) deteriorates for pK   

0.0003 V/psi. This is attributed to the influence of the controller sampling time, s ,  when large values 

of the ΔP  gain are used, resulting in increased deviation between the dotted green and the solid blue 

lines. The first-order approximation of the feedback delay of Section 4.3.4 is shown to capture the 

effects of s  sufficiently well, as indicated by the excellent agreement between the red and the blue 

lines for p0.0003 0.0012.K   

 As pK  is increased beyond a threshold value (> 0.0012 V/psi), the ΔP  feedback acts negatively on the 

system by amplifying the table response near the oil-column frequencies (see Figure 4.13f). For these 

large values of pK  neither of the two models (with and without sampling delay) are accurate.  

 The linear model with sampling delay is shown to accurately predict the shake-table response in the 

frequency range of 0.25 Hz to 80 Hz for pK  between 0.0006 V/psi and 0.0012 V/psi. The small peak 

around 100 Hz observed in the measured response is not captured by the model and is attributed to the 

unmodeled dynamics of the actuator system. 

 

  

a) Kp = 0 V/psi b) Kp = 0.0001 V/psi 

Figure 4.13. Experimental evaluation of the bare shake table for different values of Kp; Ke = 5 V/in and 

τs = 500 μs [2000 Hz] 

Measured response of the bare table

Linear model with first-order approximation of the sampling delay

Linear model without sampling delay  s 0τ 
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c) Kp = 0.0003 V/psi d) Kp = 0.0006 V/psi 

  

e) Kp = 0.0009 V/psi f) Kp = 0.0012 V/psi 

Figure 4-13. Experimental evaluation of the bare shake table for different values of Kp; Ke = 5 V/in and 

τs = 500 μs [2000 Hz] (cont’d) 

Measured response of the bare table

Linear model with first-order approximation of the sampling delay

Linear model without sampling delay  s 0τ 
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4.5.3.2 Evaluation of the bare shake table for different values of Ke 

Figure 4.14a through 4-14d enable comparison of the measured and the model responses for increasing 

values of eK  and for constant pK  and s .  Herein, eK  is increased from 3.75 V/in to 7.5 V/in in the 

increments of 1.25 V/in. The values of pK  and s  are set constant to 0.0009 V/psi and 500 ,s  

respectively. The results show that the linear model without feedback delay (green lines) under predicts the 

shake-table response near the oil-column frequencies, whereas the first-order approximation of the feedback 

delay is seen to capture the effect of s  sufficiently accurately for the range of eK  values considered herein. 

4.5.3.3 Evaluation of the bare shake table for different controller loop times 

Figure 4.15 presents test results for constant values of e 5K   V/in and p 0.0009K   V/psi, and varying 

controller loop times (frequencies): 250 s  (4000 Hz), 500 s  (2000 Hz), and 1000 s  (1000 Hz). For 

s 250 ,s   the responses of the green and the red lines are similar, and close to the measured response 

(see Figure 4.15a). The effectiveness of the linear model with feedback delay, in terms of improved 

accuracy, is evident for s 500 ,s  where the model (red line) and measured (blue) responses are in 

excellent agreement. However, for s  1000 ,s  the analytical transfer functions are not reliable because 

the first-order Taylor series approximation of the sampling delay, s

s1 ,
s

e s
 
  as considered in Section 

4.3.4, becomes inaccurate. 

From the above results, the analytical transfer function, st

zu ,H  predicts the shake-table response with 

sufficient accuracy for the envelope combinations of eK  in the range of 3 V/in to 7 V/in, pK  in the range 

0.0006 V/psi to 0.0012 V/psi, and controller loop times less than or equal to 500 .s  Values eK  5 

V/in, pK  0.001 V/psi, and s  500 μs [2000 Hz] are used in the MIL experiments. 
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a) Ke = 3.75 V/in b) Ke = 5 V/in 

  

c) Ke = 6.25 V/in d) Ke = 7.5 V/in 

Figure 4.14. Experimental evaluation of the bare shake table for different values of Ke; Kp = 0.0009 V/p

si and τs = 500 μs. 

Measured response of the bare table

Linear model with first-order approximation of the sampling delay

Linear model without sampling delay  s 0τ 
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a) loop  250 s  b) loop  500 s  

 

c) loop  1000 s  

Figure 4.15. Experimental evaluation of the bare shake table for different values of τs; Ke = 5 V/in and 

Kp = 0.0009 V/psi. 

Measured response of the bare table

Linear model with first-order approximation of the sampling delay

Linear model without sampling delay  s 0τ 
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4.5.4 Experimental evaluation of the combined table and vessel system 

The transfer functions corresponding to the reaction force input are not commonly reported/utilized in the 

literature because the feedback force is often rejected as external disturbance in control design. By contrast, 

the impedance-matching approach embraces this physical feedback by viewing it as an external input to the 

MIL controller. Therefore, accurate characterization of st

zwH  and measurement of w  is key to the successful 

implementation of the impedance-matching approach. Experimental measurement of st

zw ,H  st

xw ,H  and 

st

ΔPwH  requires driving the shake table with another much larger actuator, which is often challenging in a 

laboratory setting. Therefore, these transfer functions are evaluated indirectly using the measured frequency 

response of the combined table-vessel system for different gain combinations, as described below. 

 The control input, ,u  is set to multisine time series; the table responses ( expz , exp ,x  and expΔ )P , and the 

feedback force, ,w  at the interface are measured.  

 For the known control input, ,u  and the measured feedback force, ,w  the model predictions are 

calculated as: st st

model zu zwz H u H w  , st st

model xu xwx H u H w  , and st st

model Δ ΔΔ .Pu PwP H u H w   

 The frequency response functions (FRFs) of the model predictions and the measured outputs are 

compared to evaluate (indirectly)18 the accuracy of st ,zwH  st ,xwH  and st

ΔPwH .  

Figure 4.16 enables comparison of the model (including sampling delay) and the measured table responses 

for eK  5 V/in, s   500 ,s  and for increasing values of p .K  Figures 4-17 and 4-18 present results for 

the table displacement and the differential pressure, ΔP , respectively, for the same control gains. For 

p 0.0002K   V/psi, the model fidelity is poor in the frequency range of 10 Hz to 50 Hz (see Figure 4.16a). 

Similar to the observations in Section 4.5.3, the accuracy (magnitude and phase response) of the linear 

model is marginally improved for pK = 0.0006 V/psi, is substantially better for pK  0.001 V/psi, and 

deteriorates for p 0.0014K   V/psi.  

From the results presented herein and from those in Section 4.5.3, the linear shake-table model predicts the 

table response with high fidelity for the control parameters e 5K   V/in, p 0.001K   V/psi, and 

s 500 ,s   and these values are used in the MIL experiments. 

                                                      

18 It is noteworthy to mention that an inherent problem with this evaluation approach is that the inputs, u  and w  to 

the table are not uncorrelated because of vessel-table interaction. However, the approach, at the least, gives a sense 

for the accuracy/validity of the analytical transfer functions corresponding to the reaction force input. 
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a) Kp = 0.0002 V/psi b) Kp = 0.0006 V/psi 

  

c) Kp = 0.001 V/psi d) Kp = 0.0014 V/psi 

Figure 4.16. Experimental evaluation of the combined table and vessel system, acceleration responses, 

different values of Kp, water depth of 36 inches, Ke = 5 V/in, and τs = 500 μs 

 

Measured response of the combined table and vessel system

Linear model with first-order approximation of sampling delay
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a) Kp = 0.0002 V/psi b) Kp = 0.0006 V/psi 

  

c) Kp = 0.001 V/psi d) Kp = 0.0014 V/psi 

Figure 4.17. Experimental evaluation of the combined table and vessel system, displacement responses,

 different values of Kp, water depth of 36 inches, Ke = 5 V/in, and τs = 500 μs 

 

Measured response of the combined table and vessel system

Linear model with first-order approximation of sampling delay
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a) Kp = 0.0002 V/psi b) Kp = 0.0006 V/psi 

  

c) Kp = 0.001 V/psi d) Kp = 0.0014 V/psi 

Figure 4.18. Experimental evaluation of the combined table and vessel system, differential pressure res

ponses, different values of Kp, water depth of 36 inches, Ke = 5 V/in, and τs = 500 μs 

Measured response of the combined table and vessel system

Linear model with first-order approximation of sampling delay
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SECTION 5  

MATHEMATICAL MODELING OF THE VIRTUAL SYSTEMS 

5.1 Section prologue 

This section discusses mathematical models for the three types of virtual systems, introduced previously in 

Section 3.3: linear spring-damper (SD), and nonlinear lead-rubber (LR) and Friction Pendulum (FP) 

isolation systems. These mathematical models enable calculation of the target VS acceleration history, 
vs ,z  

that needs to be imitated by the shake table at the base of the test article. The impedance-matching MIL 

procedure, as outlined in Section 1, is directly applicable for the linear SD systems because 
vsz  can be 

expressed as 
g

vs vs

vs g .za zwz H a H w   The  LR and FP isolation systems exhibit nonlinear hysteretic behavior, 

rendering the above linear representation of vsz  inapplicable. This section presents an alternate strategy to 

implement MIL for such nonlinear systems. Section 5.2 lists some general assumptions considered in the 

VS modeling. Sections 5.3, 5.4, and 5.5 present the mathematical models (and derivation of the VS transfer 

functions) for the SD, LR, and FP systems, respectively. 

5.2 Modeling assumptions 

It is well documented that LR and FP isolators exhibit coupled nonlinear response between the two 

horizontal and between the horizontal and the vertical directions (e.g., Koh and Kelly (1987); Warn and 

Whittaker (2006); Constantinou et al. (2007); Kalpakidis  and Constantinou (2008)). Because the scope of 

the current MIL setup is limited to 1D (uniaxial shake table), only unidirectional horizontal shear behavior 

of these isolators is considered in the VS modeling. The limitation of the test setup to 1D does not affect 

the outcomes of this research, because the focus herein is to advance the impedance-matching MIL theory 

and validate the approach by physical testing, and not to test the fluid-filled vessel for the effects of seismic 

isolation. Hence, similitude and scaling requirements are neither addressed for the test article (including 

fluid) nor for the seismic isolators modeled in the VS.  

If the current MIL framework is to be extended for studying the dynamic response of the test article, such 

as characterizing the effects of seismic isolation on sloshing response of the fluid similar to Mir et al. (2020) 

and Yu et al. (2021) studies: (i) the VS should be represented using advanced mathematical models (Kumar 

et al., (2019a; 2019b)) for the LR and FP isolators that can capture the horizontal coupling, horizontal-and-

vertical coupling, and other important effects such as heating in the isolators, (ii) the impedance-matching 

framework outlined in Section 1 will have to be extended to 3D so that a multi-axis shake table can be used 
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to simulate the VS impedance in all three directions, and (iii) the isolators, the test article, and the fluid 

inside should comply with similitude and scaling requirements, which is beyond the scope of this report. 

5.3 Mathematical modeling of the linear spring-damper virtual system 

The linear spring-damper virtual system includes a basemat of mass, vs .m  Assuming the basemat to be 

rigid, the shear force in (and stiffness of) the isolation system can be calculated as the sum of the shear 

force in (and stiffness of) the individual bearings. (The assumption is valid for the LR and FP systems too.) 

The horizontal shear response of the SD system is idealized as a linear spring of stiffness, s ,k  and a linear 

viscous dashpot with a damping coefficient, ,c  as illustrated in Figure 5.1a. The corresponding idealized 

horizontal shear force-displacement loop is presented in Figure 5.1b. For this uniaxial configuration, the 

virtual system has two inputs: (i) ground acceleration, ga , and (ii) feedback force from the test article, .w  

The output acceleration of the basemat, vs ,z is the target boundary condition of the VS that needs to be 

simulated at the base of the test article. From force equilibrium, the governing differential equation of the 

VS is written as: vs s vs g ,m x cx k x w m a     where x  is the displacement of the basemat relative to the 

ground.  

  

a) mathematical idealization b) idealized horizontal shear-force displacement loop 

Figure 5.1. Linear spring-damper virtual system 

The state-space representation of the linear SD system is: 

 1 1

g

vs s vs vs2 2

0 1 00
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x x
a w

c m k m mx x

        
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         
 

(5-1a) 

(5-1b) 

where the state variables 1x  and 2x  are the displacement and velocity of the basemat relative to the ground, 

respectively. The properties c  and sk  in the above equations correspond to the isolation system, calculated 
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as the sum of the individual bearing properties. The transfer functions for the linear SD system, 
g

sd

zaH  and 

sd ,zwH  are derived from the above state-space model and presented in Equations 5-2a and 5-2b, respectively. 

The superscript ‘sd’ denotes spring-damper system.  

 
g

sd s
za 2

vs s

 + 
 = 

 +  + 

cs k
H

m s cs k
 (5-2a) 

 
  

2
sd

zw 2

vs s

 =    
 +  + 

s
H

m s cs k
 (5-2b) 

5.4 Mathematical modeling of the nonlinear lead-rubber virtual system 

Similar to the linear SD system, the lead-rubber (LR) virtual system also includes a rigid basemat of mass 

vs .m  An LR isolator constitute vertically stacked, alternating layers of bonded rubber and steel shims with 

top and bottom end plates, and a cylindrical, central lead core (see Figure 3.3b). The 1D horizontal shear 

response of LR isolator is modeled as a combination of viscoelastic behavior of the rubber (idealized using 

linear spring and linear dashpot) and hysteretic behavior of the lead core, as shown in Figure 5.2a. The 

hysteretic element is based on the Bouc-Wen model (Bouc (1967); Wen (1976)), which was extended by 

Park et al. (1986) and Nagarajaiah et al. (1989) for the analysis of seismic isolation systems.  

 
 

a) mathematical idealization b) idealized horizontal shear force-displacement loop 

Figure 5.2. Nonlinear lead-rubber virtual system 

Figure 5.2b is an idealized shear force-horizontal displacement loop for the LR bearing, where dq  is the 

characteristic strength (calculated as the product of the effective yield stress of the lead core, L ,  and its 

cross-sectional area, LA ), yf  is the yield strength, ik  and sk  are the initial and the post-yield stiffnesses, 

and yu  is the yield displacement. (Note: ik  herein corresponds to the initial stiffness of the isolator 

calculated as the sum of the initial stiffness of the hysteretic component, o ,k  and rubber stiffness, sk ). 

vsm

spring dashpot Bouc-Wen

sk c h

vsm
feedback force, 
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dq
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The shear force in the LR isolation system is given by: 

 i d

hystereticviscoelastic

   F k x cx q h    
(5-3) 

where   is the ratio of the post-yield stiffness to the initial stiffness, c  is the damping coefficient of the 

viscoelastic rubber layers, x  is the relative horizontal displacement of the isolation system, x  is the relative 

horizontal velocity, and h  is the Bouc-Wen hysteretic evolution parameter given by: 

      y1 1 0.5 1 sign
n

h u h xh x     (5-4) 

where n  is a smoothing parameter, yu  is the yield displacement given by y d i y i(1 ) ,u q k f k    and 

‘sign’ represents the signum function. From above, the governing differential equations for the LR virtual 

system are written as: 

 

 

     

1 2

2 i 1 2 d 3 vs g

n

3 d i 3 2 3 2(1 ) 1 0.5 1

x x

x w k x cx q x m a

x q k x sign x x x







    

    

 

(5-5a) 

 (5-5b) 

 (5-5c) 

where the state variables 1 ,x  2 ,x  and 3x  are given by ,x  . ,x . and ,h  respectively. (The strength and 

stiffness properties in the above equations correspond to the isolation system, calculated as the sum of the 

individual isolator properties.)  The LR system of Equation 5-5 is nonlinear. However, the nonlinearity is 

confined only to the third state equation, 3x  (i.e., Equation 5-5c), for which the linear and nonlinear terms 

can be separated as: 

       
n

3 d i 2 3 2 3 2

linear nonlinear

(1 ) 0.5 1x q k x x sign x x x     
(5-6) 

This structured nonlinearity (i.e., clear separation of linear and nonlinear terms) of the LR system is 

exploited and an alternate strategy for implementing MIL is proposed. If the nonlinear component in 

Equation 5-6,     
n

h 3 2 3 20.5 1 ,f x sign x x x   is viewed as an external input to the VS, the system of 

equations for the LR virtual system can be rewritten in the state-space form as: 



 

85 

 

 

1 1

vs

i vs vs d2 2 vs h

i d3 3

0 1 0 0 0 0

 1  + 1   + 0

0 1 0 0 0 1

g

x x

k m c m q mx x m w a f

k qx x





          
                        
                     

 

(5-7a) 

(5-7b) 

(5-7c) 

The above linear system has three state variables and three input variables. The first input ga  is known a 

prior, the second input w  is measured by the reaction load cells in real time. The third input, h ,f  is 

calculated in real time by solving the VS differential equations (i.e., the state variables, 2x  and 3 ,x obtained 

at each time step are used to compute     
n

h 3 2 3 20.5 1f x sign x x x  ). This alternate strategy is illustrated 

using the block diagram of Figure 5.3a. In simple terms, the nonlinear system is represented as a linear 

system with the nonlinear component/s considered as an external input/s to (and in constant feedback with) 

the linear parts of the system. Similar approach has been adopted by Verma et al. (2019).  

 

a) without heating effects (used in this report) 

 

b) with heating effects 

Figure 5.3. Modeling strategy for the LR system: linear system representation with nonlinear compone

nts viewed as external inputs in feedback 
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The strategy of Figure 5.3 also accommodates VS complexities, for example, heating effects of the lead 

core. Kalpakidis and Constantinou (2009) characterized the nonlinear dependency of the effective yield 

stress of lead (and by extension of dq ) on the instantaneous temperature of the lead core, L ,  which is 

further expressed as a nonlinear state variable evolving as a nonlinear function of geometric properties of 

the lead core, speed of motion, loading time, and confinement provided by the rubber and the steel shims. 

If such heating effects were to be included in the VS modeling, both Equation 5-5b and 5-5c will be 

nonlinear. The block diagram of Figure 5.3a transitions to Figure 5.3b, wherein the linear system then 

constitute two state variables and three input variables. The third input, *

h ,f  is calculated by evaluating 

multiple nonlinear blocks, which are in feedback with the linear system.  

From the linear system representation of Figure 5.3a, the target basemat acceleration for the LR system can 

be written as 
g h

lr lr lr lr

vs za g zw zf h ,z H a H w H f    where the transfer functions 
g

lr ,zaH  vs ,zwH  and 
h

lr

zfH  are given 

by Equations 5-8a through 5-8c. The MIL controller can then be designed per the procedure outlined in 

Section 1 by equating the VS and the shake-table accelerations: 
g h

st st lr lr lr

zu zw za g zw zf h .H u H H a H w H f     The 

controller equation then includes three terms:        
g h

1 1 1
st lr st lr st st lr

zu za g zu zw zw zu zf h .u H H a H H H w H H f
  

      

 

g

lr i

2

vs i

 + 
 = 

 +  + 
za

cs k
H

m s cs k
 (5-8a) 

 2
lr

2

vs i

 = 
 +  + 

zw

s
H

m s cs k
 (5-8b) 

 
h

lr

2

vs i

 = 
 +  + 

zf

s
H

m s cs k
 (5-8c) 

5.5 Mathematical modeling of the nonlinear Friction Pendulum virtual system 

A single concave FP bearing (see Figure 3.3c) consists of a spherical sliding surface made of stainless steel, 

a housing plate, and a slider coated with low-friction, high-load composite, typically a 

polytetrafluorethylene (PTFE) type composite. The pendulum action of the slider along the spherical 

surface provides horizontal flexibility to the isolator, and the coefficient of friction at the PTFE-stainless 

steel interface governs its strength. Similar to LR isolator, the shear force in an FP isolator can be 

decomposed into linear elastic and nonlinear hysteretic components, as illustrated in Figure 5.4a. Figure 

5.4b is an idealized shear force-horizontal displacement loop for the FP bearing. 
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a) mathematical idealization b) idealized horizontal shear force-displacement loop 

Figure 5.4. Nonlinear single concave Friction Pendulum VS 

The yield strength, yield ,q  and the sliding stiffness, s ,k  of the isolation system are given by: 

 
yieldq W  (5-9a) 

 
s effk W R  (5-9b) 

where W  is the instantaneous axial load,   is the coefficient of sliding friction, effR  is the effective radius 

of curvature of the sliding surface, ik  is the initial stiffness, and yu  is the yield displacement (typically < 1 

mm). At a given instant of time, the coefficient of sliding friction, ,  depends on the instantaneous sliding 

velocity, instantaneous axial pressure, and the instantaneous temperature at the sliding interface (Kumar et 

al., 2019b). In the MIL experiments of this report: (i) the axial pressure is constant because vertical 

excitation of the test article is not considered, (ii) the heating effects in the isolator are small at the scale the 

experiments are performed, hence not considered, and (iii)  the dependency of   on the sliding velocity is 

modeled using the following expression proposed by Mokha et al. (1988): 

    max min max1 1 a vv e          (5-10) 

where v  is the instantaneous sliding velocity, a  is a rate parameter, and max  and min  are the coefficients 

of friction at fast and slow velocities, respectively. The system of equations for the FP system are: 

 

  

     

1 2

vs

2 s 1 2 3 g

n

3 y 3 2 3 21 1 0.5 1

x x

x w k x x Wx m a

x u x sign x x x





   

   

 

(5-11a) 

 (5-11b) 

 (5-11c) 

vsm

spring

sk

hysteretic

hf
vsm

feedback force, 

ground acceleration, ga

w

Force

Displacement

yieldq

ik
sk

yu



 

88 

 

In the above equations,   is a nonlinear function of the state variable 2x , which makes both Equations 5-

11b and 5-11c nonlinear. The alternate strategy of Figure 5.3 is extended for the FP system with two 

nonlinear blocks in feedback: one to calculate the hysteretic evolution parameter and the other to evaluate 

the dependency of friction on the instantaneous sliding velocity, as illustrated in Figure 5.5. The linear FP 

system has two state variables and three external inputs. The third input, h 2 3( )f x Wx  is computed by 

evaluating the two nonlinear blocks in real time. 

 

Figure 5.5. Modeling strategy for the FP system: linear system representation with nonlinear componen

ts viewed as external inputs in feedback 

The linear state-space representation of the FP virtual system model is: 
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(5-12a) 

(5-12b) 

The VS basemat acceleration can be expressed as: 
g h

fp fp fp

vs g h ,za zw zfz H a H w H f    where the transfer 

functions 
g

fp ,zaH  fp ,zwH  and 
h

fp

zfH  are given by: 
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SECTION 6  

DESIGN OF THE MIL CONTROLLER 

6.1 Section prologue 

As discussed in Section 1.3.4, the MIL controller, namely,      
1 1

st vs st vs st ,
gzu za zu zw zwu H H H H H w

 

    

cannot be implemented directly in real time (as a state-space system) because the inverse transfer function 

term  
1

st

zuH


 often results in improper (non-causal) controller terms, making their state-space 

implementation impractical. Additionally, noise in the measurement of the feedback force and low fidelity 

of the shake-table model ( st

zuH  and st

zwH ) at high frequencies make it necessary to limit the controller 

response at high frequencies. These constrains requires approximations to the controller equation prior to 

its state-space implementation.  

A particular form of controller approximation is considered in this report, namely using lowpass filters, 

g

filter

aH  and filter ,wH  which are implemented as:      
1 1

filter as vs filter as vs as

zu z zu zw zw ,wu H H H H H H H w 
 

    

However, limiting the controller response at higher frequencies penalizes MIL performance at lower 

frequencies, which can sometimes lead to instability. Therefore, understanding the tradeoffs associated with 

the filters is central to the successful implementation of the impedance-matching approach to MIL and is 

the focus of this section.  

The fundamental basis for the MIL controller is derived in Section 6.2. Section 6.3 discusses challenges 

associated with the implementation of MIL controller and demonstrates the need for approximations. 

Section 6.4 describes a rational procedure to design the lowpass filters. The process makes explicit that the 

filter design is a tradeoff between performance (how closely the controlled shake table mimics the VS 

impedance), desired control effort (to minimize the controller response at high frequencies to curtail the 

effects of measurement noise), and stability (assessed herein using the notion of passivity). The 

approximated MIL controller is then discretized in time and a state-space realization of this discretization 

is implemented as a mathematical code, as described in Section 6.5. 

6.2 Fundamental basis for the MIL controller 

As discussed in Section 4.5, for carefully tuned control parameters, e ,K  p ,K  and loop , the shake table 

response is linear (approximately), which can be predicted with high fidelity using the analytical transfer 

functions, st

zuH  and st .zwH  This outcome enables writing the shake-table acceleration, st ,z  in the linear form: 
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st st

st zu zwz H u H w   (6-1) 

where st

zuH  and st

zwH  are given by Equations 4-15a and 4-15d, respectively. For the cases where the shake 

table is to represent a linear system (e.g., spring-damper isolation system), the target basemat acceleration 

of the VS, vs ,z  can be written as: 

 
g

vs vs

vs g .za zwz H a H w   (6-2) 

where ga  is the ground acceleration (external input to the VS). The transfer functions 
g

vs

zaH  and vs

zwH  for 

the linear SD system are given by Equations 5-2a and 5-2b. For simulating a linear SD system, the MIL 

controller is designed by posing the question:  

What should the control input, ,u  to the actuator be so that for the measured feedback force, ,w  from 

the test article, the acceleration applied by the shake table, st ,z  at the base of the test article is equal to 

the vsz  computed by the isolation-system model? 

The problem statement naturally presents a solution by equating the shake-table and VS accelerations, 

st vs ,z z  that is, 
g

st st vs vs

g .zu zw za zwH u H w H a H w    The control input, ,u  to the actuator is calculated as: 

      
g

1 1
st vs st vs st

gzu za zu zw zwu H H a H H H w
 

    (6-3) 

The MIL controller of Equation 6-3 is identical to Equation 1-4, conceptualized in Section 1 for a generic 

setting. In the absence of g ,a  the force-motion behavior of the VS is given by: 

 vs

vs zwz H w  (6-4) 

where vs

zwH  is a measure of the VS impedance/admittance/resistance. Similarly, from Equations 6-1 and 6-

3, the force-motion relationship of the controlled shake table can be written as: 

  st st

st zu uw zwz H H H w   (6-5) 

where    
1

st vs st

uw zu zw zwH H H H


  . Equations 6-4 and 6-5 imply matching the impedance of the shake table 

with that of the VS using suitable controls, hence the approach is termed as ‘impedance matching’.  
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The above formulation, however, is valid for only those virtual systems for which vsz  can be expressed in 

the linear form: 
g

vs vs

vs g .za zwz H a H w   An alternate strategy19 to implement MIL for the nonlinear VS such 

as the LR and FP isolation systems was presented in Section 5.3. This alternate strategy enables writing the 

basemat acceleration in the linear form, but with three inputs:
g h

vs vs vs

vs g h ,za zw zfz H a H w H f    where the third 

input hf  accounts for the nonlinear component of the VS. The MIL controller then takes the form: 

 
       

g h

1 1 1
st vs st vs st st vs

g hzu za zu zw zw zu zfu H H a H H H w H H f
  

     (6-6) 

The MIL controllers of Equations 6-3 and 6-6 includes the VS transfer function terms, 
g

vs ,zaH  vs ,zwH  and 

h

vs ,zfH meaning that the controller terms,  
g g

1
st vs ,ua zu zaH H H



     
1

st vs st ,uw zu zw zwH H H H


  and 

 
h h

1
st vs ,uf zu zfH H H



  will be unique to each VS based on its type and properties. As an example, the external 

input hf  and its corresponding transfer function, 
h

vs ,zfH  for the LR system (Equation 5-8c) is different from 

that of the FP system (Equation 5-13c). Moreover, the controller form shown in Equations 6-3 and 6-6, 

although promising, may not work in all cases particularly if the VS exhibits complex nonlinear behavior 

making the alternate strategy of Figure 5.3 inapplicable. For such cases, an alternate form of the MIL 

controller can be considered by directly equating st st

vs st :zu zwz z H u H w     

     
1 1

st st st

vszu zu zwu H z H H w
 

   (6-7) 

The fundamental assumption of the above form of MIL controller is that no compromises (in terms of 

performance) need to be made in representing the VS. The controller has two inputs: (i) the feedback force, 

,w  measured by the reaction load cells, and (ii) the target VS acceleration, vs ,z  which is computed in real 

time by solving the VS differential equations (e.g., Equations 5-11a through 5-11c for the FP system) for 

known ga  and measured .w   

A key feature of Equation 6-7 is that the controller terms  
1

st

uz zuH H


  and   
1

st st ,uw zu zwH H H


  depend 

only on the shake-table parameters. This representation enables the use of a standardized MIL controller 

to represent different linear and nonlinear virtual systems, without (or with only few) modifications. 

                                                      

19 The Bouc-Wen hysteresis model enabled separation of the linear and nonlinear terms in the differential equations, 

where the nonlinear terms are viewed as external inputs to (and acting in feedback) with the linear system, as illustrated 

by the block diagrams of Figures 5-3 and 5-5). 
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Table 6.1contrasts some of the key differences between Equations 6-6 (6-3) and 6-7. The goal of this table 

is to inform the experimentalist of the advantages and limitations of each approach, but not identifying a 

preference. The choice of the MIL controller should be made based on the test system configuration and 

the goals of the experiment. Equation 6-7 is adopted in this rpeort because it enables the use of a 

standardized controller equation that can be implemented to represent all three virtual systems (SD, LR, 

and FP), independent of their dynamic behavior. 

Table 6.1. Impedance-matching MIL controller 

Equation 6-6 (6-3) Equation 6-7 

Controller transfer functions depend on both the 

VS and the shake-table dynamics 

Controller transfer functions depend only on the 

shake-table dynamics 

Can represent linear and only some nonlinear 

virtual systems 

Can represent all linear and nonlinear virtual 

systems 

Virtual system dynamics must be explicitly 

characterized in the form of transfer functions 
Explicit VS transfer functions are not required 

Time-integration schemes are required to evaluate 

the nonlinear blocks of Figures 5-3 and 5-5 and 

compute hf  

Time-integration schemes are required to solve VS 

differential equations enabling calculation of vsz  

Implementation is simpler when the VS is linear 

Implementation is computationally challenging 

when the VS includes several degrees of freedom; 

finite element software may need to be employed 

Controller equation is VS dependent (function of 

the VS dynamics, nonlinearity, and properties) 

Controller equation is largely standardized; 

depends only on the shake-table transfer functions 

Allows for making direct compromises on the VS 

representation, that is, the VS transfer functions can 

be approximated to tradeoff performance in the 

frequency range where the VS dynamics need not 

be represented accurately 

Compromises on the VS behavior are possible but 

may have to be indirect, for example, the basemat 

acceleration needs to be calculated using 

approximate models for the VS 

6.3 Need for approximations to the MIL controller 

The MIL controller presented in Equation 6-7 (and those in Equations 6-6 and 6-3) cannot be implemented 

directly in real time as state-space system because of the following constraints: 
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1. Causality of uzH  and :uwH In Section 4,  the transfer function st

zuH  is derived as the ratio of a second-

order polynomial to a fifth-order polynomial (see Equation 4-15a), and st

zwH  includes fifth-order 

polynomials both in the numerator and the denominator (see Equation 4-15d). For the shake-table 

parameters of Table 4.1, the controller terms,  
1

st

uz zuH H


  and  
1

st st

uw zu zw ,H H H


  are given by: 

12 5 9 4 6 3 4 2 2

2

4.32 10 5.02 10 1.39 10 5.75 10 3.73 10 1
uz

s s s s s
H

s

             
  (6-8a) 

12 3 9 2 7 41.04 10 1.21 10 3.06 10 1.04 10uwH s s s           (6-8b) 

The above transfer functions are non-causal (i.e., order of the numerator polynomial greater than the order 

of its denominator polynomial) by a relative degree of 3. State-space implementation of such systems is 

physically not realizable and necessitates suitable approximations to modify uzH  and uwH  for causality, 

that is, to make the order of the denominator equal (or greater) than the order of the numerator20.  

2. Noise in the measurement of :w  Figure 6.1 presents Bode plots of uzH  and uwH  (Equations 6-8a and 

6-8b), respectively. It can be seen from the magnitude charts that these transfer functions exhibit infinitely 

growing response at high frequencies, due to the number of zeros being greater than the number of poles. 

Such response is not desirable, particularly for ,uwH  because the controller then becomes sensitive to (and 

amplifies) noise in the measurement of ,w  which then propagates through the entire feedback system:  

noise in the measurement of w  
input to the  controlleruwH

  control input command to the shake table  table 

acceleration 
physically applied to the test article   measurement of w  with amplified high-frequency content 21 

input to the  controlleruwH
  …. and the cycle repeats. The result is large-amplitude high-frequency oscillations 

of the table, which eventually makes the feedback system unstable. For stability, uzH z  and uwH w  must 

be kept small at high frequencies where there is greater noise. Another reason for limiting the controller 

response is because of the poor fidelity of the shake-table model at high frequencies. It is for this reason an 

accurate shake-table model is sought across a frequency range as broad as possible. The broader the 

frequency range of accuracy, the less the need to make controller approximations. 

                                                      

20 If Equation 6-6 is to be used, approximations for fixing causality will be specific to the VS type and its nonlinearity, 

unlike the case with Equation 6-7. 

21 The dominant horizontal frequencies of the fluid-filled vessel considered herein are greater than 60 Hz. It will be 

seen in Sections 8 and 9 that if the controller response is not sufficiently curtailed at high frequencies, the test article 

responds to (and further amplifies) the propagated noise in the system, making the feedback system unstable. 
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a) uzH  b) uwH  

Figure 6.1. Bode plots of the controller transfer functions; properties per Table 4-1 

6.4 Controller approximation using lowpass filters and consequent tradeoffs 

The above constraints to the implementation of the MIL controller are addressed in this report by 

approximating the controller using lowpass filters filter

zH  and filter ,wH  respectively. The MIL controller of 

Equation 6-7, after including the filter terms, can be rewritten as: 

  filter filter

vsz uz w uwu H H z H H w   (6-9) 

Because uzH  and uwH  are non-causal by a relative degree of 3, a third-order (or higher order) filter is 

required, leaving the cut-off frequency, c ,f  as the only design parameter. Design criteria for cf  are 

determined based on: (i) performance: the magnitude and phase response of the approximated controller is 

minimally affected in the frequency range of interest for the MIL experiments, (ii) desired control effort: 

filter

z uzH H  and 
filter

w uwH H  are sufficiently curtailed at high frequencies, and (iii) stability: ensured herein 

using notion of passivity, which comes to light in Section 9.3. Criterion (i) is made possible by using 

lowpass filters with an order as small as possible and a cut-off frequency, c ,f  as large as possible. Figure 

6.2 presents Bode plots of the controller transfer functions approximated using third-order Butterworth 

lowpass filters with cut-off frequencies: 40 Hz, 80 Hz, 120 Hz, 160 Hz, and 200 Hz. These third-order 

filters, although ensures causality of filter

z uzH H  and filter

w uwH H , significantly penalize the controller response 

at lower frequencies, as indicated by the blue and the orange lines in Figures 6-2b and 6-2c.  

Infinitely growing 

response

Infinitely growing 

response



 

95 

 

 

 

a) Bode plots of third-order lowpass Butterworth filters 

  

b) filter

z uzH H  c) filter

w uwH H  

Figure 6.2. Bode plots of the approximated controller transfer functions; different cut-off frequencies; 

shake-table properties per Table 4-1; 

The smaller the cut-off frequency, c ,f  of the filter, the more the controller performance is penalized at low 

frequencies, as seen in the phase charts of Figures 6-2b and 6-2c. Conversely, if the cut-off frequency is 

c 40 Hzf  c 80 Hzf  c 120 Hzf  c 160 Hzf  c 200 Hzf 

Qualitatively, fc=80 Hz is 

considered sufficient for 

curtailing the controller response 

near high frequencies

The trade-off is seen in terms of 

deviation in the phase response at 

frequencies much lower than  fc,

which affects MIL performance 
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high, say 120cf   Hz, the controller response is not sufficiently curtailed at high frequencies making it 

sensitive (responsive) to the effects of measurement noise in w  and model inaccuracies: the constraints 

determining stability. The cut-off frequency of the filters is therefore determined as a tradeoff between 

performance and stability. For the MIL experiments of Section 9, both 
filter

zH  and 
filter

wH  are represented 

using third-order Butterworth lowpass filters with a cut-off frequency of 80 Hz22. The continuous-time 

representation of this filter is: 

  8
filter

3 3 2 5 8

1.27 10

1.01 10 5.05 10 1.27 10
H

s s s




     
 (6-10) 

The approximated controller transfer functions are: 

4 5 1 4 2 3 4 2 6 8
filter

5 3 4 5 3 8 2

5.5 10 6.4 10 1.8 10 7.3 10 4.7 10 1.3 10

1 10 5.1 10 1.3 10
z uz

s s s s s
H H

s s s s

           


     
 (6-11a) 

4 3 1 2 1 4
filter

3 3 2 5 8

1.33 10 1.54 10 3.9 10 1.3 10

1.01 10 5.05 10 1.27 10
w uw

s s s
H H

s s s

       


     
 (6-11b) 

6.5 Time-discretization and state-space implementation of the MIL controller 

The approximated controller transfer functions, 
filter

z uzH H  and 
filter

w uwH H , derived above are in continuous-

time. These transfer functions are time-discretized (sampled), and a state-space realization of this 

discretization is implemented as code in the RMCTools (controller software; see Section 3.6.2.2). Presented 

next is a series of MATLAB (Mathworks, 2020) commands that are used to obtain the discrete state-space 

form of the MIL controller.  

                                                      

22It is demonstrated in Section 9 that for the test cases where the shake table is controlled to imitate different seismic 

isolation systems, the controller performance is not affected significantly when cf  is varied in the range of 60 Hz to 

200 Hz. This is because the table response in these test cases is largely dominated by low-frequency ( 3f   Hz) 

motion of the isolation system, which is at least twenty times smaller than the considered cut-off frequencies. 

However, for the test cases where the shake table is used to imitate an input ground motion trajectory, as-is, at the 

base of the test article (i.e., vs gz a ), cf  100 Hz resulted in a highly oscillatory table response indicating instability. 

The value cf = 80 Hz is identified as trade-off between stability and performance for more than 100 test cases 

(combinations of physical systems (different water depths), virtual systems (different isolation system type and 

properties), and input ground motions (acceleration histories with different amplitude and spectral content)). Note that 

for the proposed impedance-matching approach, once the control gains are tuned to obtain an accurate shake-table 

model, the cut-off frequency of the filters is the only design parameter that needs to be identified/tuned/controlled by 

the experimentalist. 
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Step 1: Obtain controller transfer functions uzH  and uwH  

H_uz = minreal(1/H_zu_st); 

H_uw = minreal(H_zw_st/H_zu_st); 

The transfer functions H_zu_st and H_zw_st are obtained from the linear state-space model of the 

shake table (Equation 4-14). The function mineral is used to cancel pole-zero pairs when dividing two 

transfer functions in MATLAB. 

Step 2: Obtain controller filters 

[b,a] = butter(3, 2*pi*80, 'low', 's'); 

H_z_filter = tf(b,a); 

H_w_filter = tf(b,a); 

The function butter has four input arguments and returns transfer function coefficients of a Butterworth 

filter. The first argument is order of the filter (specified as 3), the second is the cut-off frequency of the 

filter to be expressed in rad/s ( 2*pi*80), the third determines the type of the filter ('low' indicates 

lowpass filter), and the fourth argument 's' specifies that the filter output is analog (i.e., continuous time). 

Step 3: Obtain approximated controller transfer functions 

H_uz_approx = minreal(H_uz*H_z_filter); 

H_uw_approx = minreal(H_uw*H_w_filter); 

Step 4: Convert the approximated transfer functions to discrete state-space form 

H_uz_discrete = c2d(prescale(ss(H_uz_approx))), dt, 'tustin'); 

H_uw_discrete = c2d(prescale(ss(H_uz_approx))), dt, 'tustin'); 

The approximated controller transfer functions are converted to state-space form using the functions 

ss(H_uz_approx) and ss(H_uw_approx). The function c2d is a MATLAB function used for 

discretizing a continuous-time system, dt is the sampling interval for discretization (i.e., loop time of the 

RMC75E, s ), and 'tustin' is one of the continuous-discrete conversion methods available in the 

MATLAB’s Control System ToolboxTM.  

https://www.mathworks.com/help/control/ug/continuous-discrete-conversion-methods.html
https://www.mathworks.com/help/control/index.html?s_tid=CRUX_lftnav
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The RMC75E controller processes all variables using single-precision arithmetic. Discretizing the 

continuous-time system using single precision arithmetic resulted in a poorly conditioned state matrix.  

The command prescale is used to scale the entries of the state-space matrices to preserve their 

accuracy and numerical conditioning after discretization. Note that prescaling is not a requirement of the 

impedance-matching approach but of the hardware environment (RMC75E herein) in which it is 

implemented (e.g., MTS controllers with double-precision arithmetic may not require prescaling). 

Step 5: Obtain entries of the discrete state-space MIL controller 

% State-space matrices of the H_uz_discrete controller    

 A = single(H_uz_discrete.A); % State matrix    

 B = single(H_uz_discrete.B); % Input matrix    

 C = single(H_uz_discrete.C); % Output matrix    

 D = single(H_uz_discrete.D); % Feedforward matrix  

   

% State-space matrices of the H_uw_discrete controller    

 E = single(H_uw_discrete.A); % State matrix    

 F = single(H_uw_discrete.B); % Input matrix    

 G = single(H_uw_discrete.C); % Output matrix    

 H = single(H_uw_discrete.D); % Feedforward matrix    

The command single converts the entries of the state-space matrices from double-precision (default 

output of MATLAB) to single-precision arithmetic.  

Step 6: Implementation of the MIL controller as a discrete state-space system 

% Calculate control input  

u_z(i,1) = C*x(:,i) + D*z_vs(i,1); % control input from z_vs 

u_w(i,1) = G*x(:,i) + H*z_vs(i,1); % control input from w  

u(i,1) = u_z(i,1) - u_w(i,1);      % control input to the table 

% Update controller states for the next time step 

x(:,i+1) = A*x(:,i) + B*z_vs(i,1); 

y(:,i+1) = E*y(:,i) + F*w(i,1); 

where x and y are states of the discrete controller terms, H_uz_discrete and H_uw_discrete, 

respectively, and i is the time-step number. In the above code, A and E are matrices of order 5 5, B and 

F are vectors of order 51, C and G are vectors of order 15, and states x and y are vectors of order 5 1.

https://www.mts.com/en/products/test-system-components/flextest-controllers
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SECTION 7  

IMPLEMENTATION OF MIL CONTROLLER IN THE RMC75E  

7.1 Section Prologue 

The discrete state-space MIL controller of Section 6.5 is implemented in the RMC75E as user programs. 

These programs are structured to: (i) acquire sensor signals, (ii) solve the VS differential equations of 

Section 5, (iii) implement the discrete MIL controller in real time as a state-space system, (iv) issue 

reference position command (i.e., control input, u ) to the actuator, (v) calculate the valve command, v ,u  

by implementing closed loop hydraulic control (see Section 4.3.4), and (vi) update the states of the MIL 

controller and of the VS for computations in the next loop time.  

Section 7.2 presents details of the shake-table instrumentation, wiring of various sensors with the controller 

hardware, and important control definitions in the RMCTools. Section 7.3 presents details of the MIL user 

programs. A step-by-step procedure for configuring the RMC75E hardware and software with the MIL test 

system is presented in Appendix B.  

7.2 Configuring the RMC75E controller hardware with the MIL test system 

7.2.1 Instrumentation of the shake table 

The shake-table is instrumented with various sensors for the MIL experiments (see Figure 7.1) consisting 

of:  

 A unidirectional accelerometer mounted on the side of the platform to measure table acceleration. 

 A linear string potentiometer, with its body attached to base plate and magnet connected to one of the 

table posts, to measure table displacement.  

 A P  cell to measure differential pressure in the actuator chambers. 

 Two unidirectional load cells, denoted ALC1 and ALC2, installed at the ends of the actuator piston to 

measure force in the actuator. 

 Four reaction load cells installed above the platform to measure reaction force feedback from the test 

article.  

The calibration factors for the shake-table sensors are reported in Table 7.1. Some of these sensors are 

conditioned using external signal conditioners, as indicated in the table.  
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Figure 7.1. Instrumentation of the uniaxial shake table 

 

Table 7.1. Calibration factors of the shake-table sensors 

Sensor 
Calibration Signal 

Conditioner Scale Offset 

Table accelerometer 0.6711 g/V 0.067 g - 

Linear string potentiometer -1.25 in/V +6 in - 

P  cell -400 psi/V 0 psi MTS 407 

Actuator load cells (ALC1, ALC2) -1000 lb/V 0 lb MTS 407 

Feedback reaction load cells 200 lb/V 0 lb VC2124 

7.2.2 Configuring RMC75E hardware modules 

As described in Section 3.6.2, the RMC75E controller23 is configured with a CPU module, an AA1 axis24 

module, four expansion modules (one of type AP2 and three of type A2), and a VC212425 unit. The 

                                                      

23 The CPU module, the axis module, and the VC2124 constitute a complete motion controller setup referred to as the 

base module. Expansion modules are optional modules and are added to the right of the base module if the actuator 

control requires interfacing with more than one transducer input. The expansion modules are input-only modules, 

meaning they cannot control actuators. 

24 The AA1 axis module has a 10 V output slot for closed-loop servo-control (i.e., issue valve command, v ,u  by 

implementing hydraulic feedback loop) and an input slot for receiving the transducer feedback (herein string 

potentiometer measuring table displacement). 

25 The VC2124 inputs the valve command generated by the AA1 module and drives an appropriate current, i ,u  

through the servovalve coils. 

ALC1 ALC2

ΔP sensor

accelerometer

string potentiometer

feedback 

load cells

https://deltamotion.com/support/webhelp/rmctools/System_Components/RMC70/CPU_Modules/RMC75E_Module.htm
https://deltamotion.com/support/webhelp/rmctools/index.htm#t=System_Components%2FRMC70%2FAxis_Modules%2FAA_Overview.htm
https://deltamotion.com/support/webhelp/rmctools/index.htm#t=System_Components%2FRMC70%2FExpansion_Modules%2FAP2_Overview.htm
https://deltamotion.com/support/webhelp/rmctools/index.htm#t=System_Components%2FRMC70%2FExpansion_Modules%2Fa2_overview.htm
https://deltamotion.com/support/webhelp/rmctools/System_Components/Accessories/VC2124.htm
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controller hardware interfaces with the valve command, v ,u  on the AA1 axis module and nine transducer 

inputs: one on the AA1 module, two on the AP2 module, and six on the three A2 modules combined, as 

shown in Figure 7.2. All input/outputs are 10 V analog with 16-bit resolution (i.e., single precision 

arithmetic).  

The analog output from the AA1 module is connected to the ‘input’ slot on the VC2124, whose ‘output’ is 

connected to the servovalve (see the solid green line in Figure 7.2). The table displacement, as measured 

by the string potentiometer, is connected to the ‘input’ slot on the AA1 module because the shake table is 

operated in closed-loop control with position feedback. The AP2 module is configured to interface with the 

actuator load cells, ALC1 and ALC2. The table accelerometer and the ΔP cell are connected to the input 

slots on the first A2 expansion module. The shear channels of the four reaction load cells are connected to 

the inputs slots on the last two A2 modules. 

 

Figure 7.2. Configuring the RMC75E hardware with the uniaxial shake table 

7.2.3 Creating axis definitions in the RMCTools  

The RMCTools software is developed as an Integrated Development Environment (IDE) to provide an 

immediate overview of (and easy access to) all features of the RMC controllers. It allows the user to interact 

with the controller hardware, issue commands to the RMC, create user programs to perform complex 

arithmetic, troubleshoot errors, and visualize plots in real-time. The RMCTools is installed on a host 

valve command to VC2124
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computer, which communicates with the physical hardware via a USB cable connected between the CPU 

module (see Figure 7.2) and the host computer.  

In the RMC framework, motion commands to the controller are issued by creating Axis definitions. An axis 

can be defined as either a control axis26 or a reference axis27. The control axis includes information on the 

type of control loop (e.g., closed-loop/open-loop), feedback quantities used in hydraulic control (e.g., 

position/force/pressure), and the physical inputs/outputs on the controller hardware (e.g., AA1, A2) that are 

utilized by the axis. Figure 7.3 is snippet of the axis definition dialog for the current MIL setup in which 

one control axis (denoted Axis0) and three reference axes (denoted Axis1, Axis2, and Axis3) are defined. 

Individual axis definitions are presented in Figure 7.4. 

 

Figure 7.3. Axis definition dialog window in the RMCTools 

                                                      

26 A control axis controls the servo-actuator system. It has one control output and can have zero, one, or two feedback 

inputs assigned to it, based on the control mode (e.g., zero indicates open-loop control, position control requires one 

feedback input, position-pressure control requires two feedback inputs). All control outputs and the corresponding 

feedback inputs used in the actuator hydraulic control must be assigned to the control axis. Motion commands can be 

issued only to control axes. 

27 Defining reference axis/axes is optional. A reference axis is assigned only a transducer input and has no control 

output, meaning it cannot control an actuator. The RMCTools enables advanced processing features (e.g., filtering, 

create halts, output scaling, and offset) on only those analog inputs which are assigned to either a control or a reference 

axis. 

https://deltamotion.com/support/webhelp/rmctools/RMCTools/Components/Axes/Dialog_Axis_Definitions__Edit.htm
https://deltamotion.com/support/webhelp/rmctools/RMCTools/Components/Axes/Dialog_Axis_Definitions.htm
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a) Axis0 b) Axis1 

  

c) Axis2 d) Axis3 

Figure 7.4. Axis definitions in the RMCTools 

The control axis definition informs the RMC on implementing the hydraulic control equation, namely, 

   v e st p .u K u x K P     In Figure 7.4a, the control loop type is ‘single’, and the feedback type is selected 

‘position’, consistent with the closed-loop position control of the shake table. The RMC controllers are structured 

to perform hydraulic control computations using only PID (proportional, derivative, and integral) terms. The P  

feedback is incorporated indirectly by rewriting the hydraulic control equation as: 

 
 e st p e

 

v

custom feedback

u K u x K P K    
 
 

 
 

The above equation appears as only proportional control with the term indicated as the custom feedback taken as 

the modified displacement feedback. This value is custom computed and written to the feedback register of the 

control axis. The above representation enables perform hydraulic control using the default PID settings of the RMC, 

whereas the effect of the P  feedback is indirectly accounted via the custom feedback option. Hence, the feedback 

input to Axis0 is defined as ‘custom’ in Figure 7.4b. 

Axis1 through Axis3 are reference axes with no control output, meaning they cannot drive the servovalve. The 

feedback type for Axis1 is set to ‘Force (dual-input)’ and utilizes the physical inputs connected to the AP2 module. 

Axis2 and Axis3 are assigned a feedback type ‘Accel (single input)’ and ‘Pressure (single input)’, respectively, and 

read inputs connected to the first A2 expansion module. The analog inputs from the reaction load cells are not 

assigned any axis because the limit on the number of axes supported by RMC75E (=4) is exceeded. 
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7.3 User programs in the RMC75E 

7.3.1 Introduction to user-programming  

The RMCTools allows to create user programs and user functions for executing a sequence of commands 

and performing complex arithmetic. A typical user program constitutes action and link elements. The 

actions broadly include: (i) issuing motion commands, (ii) declaring local variables, and (iii) defining 

expressions for performing arithmetic. The link element informs the processor when to jump to a next step 

and which step to jump to. Each step in a user program must be executed within one loop time. A user 

program may contain many steps; each step can perform mathematical operations, issue motion commands, 

and is linked to another step or the program terminated. Figure 7.5 is a snippet of an example user program 

taken from the RMCTools manual (Delta, 2021b), which includes three steps, numbered as 0, 1, and 2.  

 

Figure 7.5. Example user program reproduced from the RMC manual (Delta, 2021b) 

In Step 0, a motion command Move Absolute (20)’ is issued to the control axis (i.e., Axis0) to move the 

actuator from its current position to 10 pu (position units), at the specified speed and the acceleration rate. 

The program waits for the actuator to move to the target position, as specified by the link condition, and 

then jumps to Step 1. This step turns on a discrete output, and then waits for five seconds before jumping 

to the next step. In Step 2, the discrete output is turned off and the program is terminated. This way, a user 

program efficiently executes a series of commands/operations/calculations in a sequential order.  
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The following subsections describes the user programs and user functions that were created to: (i) 

implement hydraulic control equation with custom feedback, (ii) execute the multisine experiments 

discussed in Section 4.5, (iii) execute the input-acceleration tracking experiments (i.e., vs g ,z a  a special 

case of MIL), and (iv) execute the MIL experiments imitating different seismic isolation systems: spring-

damper, lead-rubber, and Friction Pendulum. 

7.3.2 User program implementing hydraulic control with custom feedback 

Figure 7.6 is a snippet of the user program28 that implements hydraulic control with position feedback 

manually computed as st p ex K P K  (refer to the discussion below Figure 7.4). Expression (113) 

command in the RMCTools is used for calculating this custom position and the computed value is written 

to the feedback register of the control axis (Axis0), namely to, ‘_Axis[0].CustomCounts’.  The user program 

includes only one step whose link type is set to repeat, implying that the program repeats through its code 

after every loop time. 

 

Figure 7.6. User program for implementing the hydraulic control loop in the RMCTools 

In the above program: 

 The P  measurement is accessed using the tag ‘_Axis[3].ActPrs’ because the analog input from the 

P  cell is assigned to Axis3 (see Figure 7.4d). The P  gain, p ,K  is defined as a variable. 

 The table displacement, st ,x  is accessed as ‘_AI[0]’, which corresponds to the analog input connected 

to the AA1 axis module. Here, -1.250038 and 6 are the scale and offset factors, respectively, converting 

the displacement measurement of the potentiometer from volts to inches. 

 The proportional gain, e ,K  is accessed as ‘_Axis[0].PropGain’. The gain value in the controller tuning 

wizard is specified as a % of the maximum value of the valve command (10V). Hence, a factor of 0.1 

is used to convert the % gain value to engineering units (V/in).  

                                                      

28 Note that this user program must run continuously, which necessitates additional settings as defined here. 

modified position

displacement, xst Proportional gain, Ke

DeltaP, ΔP
ΔP gain, Kp

https://deltamotion.com/support/webhelp/rmctools/Programming/Variables/Variables.htm
https://deltamotion.com/support/webhelp/rmctools/Controller_Features/Custom_Feedback/Custom_Feedback.htm
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7.3.3 User program for the multisine experiments 

Figure 7.7 is a snippet of the user program created for executing the frequency-response experiments 

described in Section 4.5. The control input, ,u  in these experiments is set to the multisine time series of 

Figure 4.12a, which is uploaded as a data curve (ID 1) in the RMCTools. The user program has two steps. 

In Step 0, the actuator is moved to its mid-stroke position and the program executor jumps to the next step. 

In Step 1, the motion command ‘Curve Start Advanced (88)’, is issued to the control axis (Axis 0) 

commanding the actuator to track the curve-time profile (multisine time series) per the curve ID I. 

 

Figure 7.7. User program executing the frequency-response experiments of Section 4.5 

7.3.4 User program for the acceleration-tracking experiments 

Figure 7.8 is a snippet of the user program created for executing the input acceleration-tracking 

experiments. These experiments are special cases of MIL for which vs g ,z a  that is, the shake table is 

controlled to track a prescribed acceleration history, g ,a  as-is, at the base of the test article. The user 

program includes two steps. The program variables are initialized in Step 0, hence it is executed only once 

and jumps to the next step. Step 1, the core of the user program, is parsed into three blocks.  

The first block of the code, enclosed within the dashed brown rectangle, reads the inputs ga  and w . Here, 

the acceleration time series, g ,a  sampled at s ,  is uploaded to the RMC curve tool and assigned a curve ID 

= 2. At each time step, the code reads the corresponding value of ga  from this curve ID. The reaction force, 

,w  is calculated as the sum of the load cell measurements, accessed herein using the tags ‘_AI[5] through 

_AI[8]’. A conversion factor of ‘200’ is used to convert the force measurement from volts to lbs. 
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Figure 7.8. User program for executing the input-acceleration tracking experiments 

 The second block of the code, enclosed within the dashed red rectangle, computes the position 

command to the actuator, ,z wu u u   from the state-space implementation of the MIL controllers. The 

variables ‘X_cur’ and ‘Y_cur’ denotes states of the approximated MIL controllers, ‘H_uz’ and ‘H_uw’, 

respectively, for the current loop time. The alpha-numeric coefficients, A11 through E33, are the entries 

of the state-space matrices of the MIL controller, obtained as described in Section 6.5.  

 The third block of the code, enclosed within the dashed blue rectangle, updates the state variables of 

the MIL controller (‘H_uz’ and ‘H_uw’ has five and three states, respectively). The updated states are 

saved to the variables ‘X_nxt’ and ‘Y_nxt’ for computations in the next loop time. 

issuing position 

command to the 

RMC axis

updating states of the 

MIL controllers

computing position 

command to the actuator

link condition for 

terminating the program

reading inputs to the 

MIL controller
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After executing the three blocks in Step 1, a pre-programmed RMC motion command ‘Time Move Absolute’ 

is issued to the control axis with the target position specified as u (computed in the red block) and a move 

time equal to the controller loop time, herein 0.0005 sec. The link type for this step is specified as Cnd 

Jump, meaning the program jumps to the next step only if the link condition is satisfied. In summary, the 

RMC performs the following operations in one loop time: 

1. The user program implementing the hydraulic control (Figure 7.6) computes the custom position 

feedback based on the stx  and P  measurements. 

2. Step 1 of the user program of  Figure 7.8 computes the target position, ,u  and issues a motion command 

to the control axis.  

3. The control axis (Axis 0) calculates the required valve command, v ,u  based on u  and modified 

position feedback, and the value is passed to the analog output of the AA1 module. 

4. The VC2124 inputs v ,u  and drives an equivalent current, i v v ,u K u  through the servovalve coils. 

5. The servovalve responds to the input current signal, the resulting hydraulic flow to the actuator 

chambers drives the shake table platform. 

6. The table responses, stx  and ,P  are measured by the respective sensors, input to the controller 

hardware, and saved in the RMCTools for computations in the next loop time. 

7.3.5 User programs for the MIL experiments imitating seismic isolation systems  

Figure 7.9 presents the MIL user program for imitating spring-damper virtual systems. The structure of this 

user program is similar to that of Figure 7.8 with additional blocks of code added to Steps 0 and 1.  

The added block of code to Step 0, enclosed within the dashed sea-blue rectangle, defines the properties 

(mass, stiffness, and damping coefficient) of the spring-damper system to be imitated in the MIL 

experiments.  

The added block of code to Step 1, enclosed within the dashed green rectangle, calculates the target basemat 

acceleration, vs ,z  by numerically integrating the VS differential equations. An explicit time-integration 

scheme based on the third-order Runge-Kutta method is employed herein to obtain the VS states, ‘s1’ and 

‘s2’, and subsequently to calculate ‘z_vs’. Figures 7-10 and 7-11 present the MIL user programs for 

simulating LR and FP virtual systems. The Runge-Kutta blocks (dashed green rectangles) in Figures 7-9, 

7-10, and 7-11 calls for various user functions, whose definitions are declared in Figure 7-12. 
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Figure 7.9. User program for executing the MIL experiments for the spring-damper virtual system 
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Figure 7.10. User program for executing the MIL experiments for the lead-rubber virtual system 
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Figure 7.11. User program for executing the MIL experiments for the Friction Pendulum virtual system 
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The main differences between the user programs of Figures 7-9, 7-10, 7-11, and 7-12 are the VS property 

definition block in Step 0, and the Runge-Kutta implementation block in Step 1, which are specific to 

the type and dynamics of the virtual system that needs to be imitated. The blocks of code that implement 

the MIL controllers (dashed blue, brown, and red rectangles) are identical in all four user programs 

because the state-space coefficients of the MIL controller depend only on the shake-table dynamics (see 

Equation 6-7), thereby largely standardizing the process of implementing MIL, and addressing 

Contribution #8 listed in Section 1.5. These user programs enable performing MIL experiments for a 

diverse family of virtual systems by simply changing the parameters of the two VS-specific blocks 

 

 

a) function ‘SD_Func2’ 

 
 

b) function ‘LR_func2’ c) function ‘LR_func3’ 

 
 

d) function ‘FP_func2’ e) function ‘FP_Func3’ 

Figure 7.12. User functions used in the MIL programs 



 

113 

 

SECTION 8  

VALIDATION OF THE MIL CONTROLLER FOR INPUT 

ACCELERATION-TRACKING EXPERIMENTS  

8.1 Section prologue 

In the input acceleration-tracking experiments, the shake table is controlled to impose a prescribed 

acceleration history, g ,a  at the base of the test article. This can be viewed as a special case of MIL with a 

zero-impedance (or infinite stiffness) virtual system, represented as 
g

vs 1zaH   and vs 0.zwH   The shake-table 

controller assumes the form:     
g

1 1
filter st filter st st

g ,a zu w zw zuu H H a H H H w
 

   where  
g g

1
filter st

ga a zuu H H a


  is the 

control input required to drive the bare shake table (without the test article) with an acceleration g ,a  and 

 
1

filter st st

w w zw zuu H H H w


  compensates for the table-structure interaction and ensures tracking g .a  The 

heavier the test article relative to the shake-table mass, the greater the interaction, and the greater the 

required compensation wu . This way, the techniques of the impedance-matching approach can be applied 

for controlling shake tables for testing structural systems for the effects of earthquake shaking. 

Section 8.2 presents the ground motions used in the experiments. Section 8.3 presents tests results for a 

diverse combination of water depths in the vessel, input ground motions, and control parameters of the table 

(e.g., P  gain, filter cutoff frequency) to support the hypotheses: (i) a sufficiently large value of P  gain 

is effective for shake-table control, and by extension for input acceleration-tracking, and (ii) the choice of 

filter cutoff frequency is a tradeoff between performance and stability. 

8.2 Input acceleration motions 

Table 8.1 presents information on the acceleration motions used in the experiments. Three earthquake 

records with Record Sequence Numbers (RSN) 6, 864, and 2632 are selected from the PEER strong ground 

motion (NGA-West) database with peak ground acceleration (PGA) in the range of 0.15 g and 0.3 g. The 

seed motions are time-scaled by a factor of 2, and are amplitude-scaled per Table 8.1 to represent input 

motions with different peak amplitudes and with spectral content distributed over a broad frequency range. 

(Time-scaling is performed to prevent the shake-table displacement from exceeding its maximum stroke of 

3  inches when applying acceleration histories with PGAs > 0.4 g). Figure 8.1 presents 5% damped 

acceleration response spectra of the time- and amplitude-scaled motions. The peak accelerations (i.e., zero-

period spectral accelerations) of the scaled motions are: 0.8 g for GM1, 0.6 g for GM2, and 0.4 g for GM3.  

https://peer.berkeley.edu/peer-strong-ground-motion-databases
https://peer.berkeley.edu/peer-strong-ground-motion-databases
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Table 8.1. Input acceleration motions for the experiments 

Motion Earthquake 
PGA 

Original Scaled 

GM1 Imperial Valley – 02, 1940, NS component (RSN 6) 0.28 g 0.8 g 

GM2 Chalfant Valley -06, 1986, NS component (RSN 864) 0.27 g 0.6 g 

GM3 Chi-Chi, 1999, NS component (RSN 2632) 0.14 g 0.4 g 

 

   

a) GM1 b) GM2 c) GM3 

Figure 8.1. 5%-damped acceleration response spectra of the input ground motions 

Experiments are performed for different water depths, w ,d  in the vessel: 0 (empty tank), 18, 30, and 42 

inches. The mass of the empty vessel including the tank, base plate, flange, and head is approximately 1200 

lb. For different water depths, [the weight of the test article; corresponding mass ratio, mratio, (i.e., ratio of 

mass of the test article to the mass of the shake table)] are: 0 inches [1200 lb; 0.75]; 18 inches [2370 lb; 

1.5]; 30 inches [3200 lb; 2]; and 42 inches [3980 lb; 2.5]. 

8.3 Results of input acceleration-tracking experiments 

8.3.1 Test results for different water depths 

Figures 8-2 through 8-4 present acceleration-tracking results for the empty vessel ( w 0;d   mass ratio of 

0.75) for GM1, GM2, and GM3, respectively. Experiments are performed for the control parameters: e 5K   

V/in, p 0.001K   V/psi, s 500 μs [2000 Hz],   and cf  80 Hz. Panels a), b), and c) of the figures present 

the displacement, velocity, and acceleration histories, respectively, and panel d) presents the 5%-damped 

acceleration response spectra. The solid blue lines are the measured shake-table responses and the dashed 

red lines are the target histories of the input motion. Results show that the shake table is able to track the 

input motions accurately across all frequencies, barring the small deviation above 20 Hz in Figure 8.4d. 
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a) displacement history 

 

b) velocity history 

 

c) acceleration history 

 

d) acceleration response spectra 

Figure 8.2. Results of acceleration-tracking experiments, GM1, empty vessel (mratio = 0.75), Ke = 5 V/in, 

Kp = 0.001 V/psi,  fc = 80 Hz, τs = 500 μs [2000 Hz] 

Measured table response Target input
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a) table displacement 

 

b) table velocity 

 

c) table acceleration 

 

d) table acceleration response spectra 

Figure 8.3. Results of acceleration-tracking experiments, GM2, empty vessel (mratio = 0.75), Ke = 5 V/in, 

Kp = 0.001 V/psi,  fc = 80 Hz, τs = 500 μs [2000 Hz] 

Measured table response Target input
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a) table displacement 

 

b) table velocity 

 

c) table acceleration 

 

d) table acceleration response spectra 

Figure 8.4. Results of acceleration-tracking experiments, GM3, empty vessel (mratio = 0.75), Ke = 5 V/in, 

Kp = 0.001 V/psi,  fc = 80 Hz, τs = 500 μs [2000 Hz] 

Measured table response Target input
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Figure 8.5 presents test results (acceleration response spectra only) for increasing water depths in the vessel: 

18, 30, and 42 inches (i.e., mass ratios of 1.5, 2, and 2.5). As seen in the figures, the measured (blue) and 

the target (red) acceleration spectra are in close agreement for mass ratios up to 2 with slightly reduced 

accuracy for higher mass ratios (> 2.5). This is because as the water depth in the vessel increases, the 

feedback force from the test article, ,w  is larger, and the compensation term, 
w,u  becomes comparable with 

g
,au indicating significant table-structure interaction (see the time series plots presented in Figure 8.6). For 

smaller mass ratios (= 0.75), the term wu  is small and hence the effect of model inaccuracies ( st

zwH ), 

controller approximations ( filter

wH ), and fidelity of the feedback-measuring load cells on the tracking 

performance is minimal. However, as the feedback force increases, the effects of these discrepancies 

become dominant, resulting in inaccurate (or less accurate) computation of wu , and consequently reducing 

the tracking performance for test cases with large mass ratio (see panels c), f), and i) of Figure 8.5). 

Therefore, high-fidelity load cells for measuring w  and accurate characterization of st

zwH  is critical to the 

shake-table controller, and this is even more so if the mass of the test article is comparable to (or higher 

than) the shake-table mass29. 

The results presented in Figures 8-2 through 8-6 show that the shake-table controller (modified form of 

the impedance-matching MIL controller) is effective for acceleration-tracking even for test articles that 

are thrice heavier than the shake table: an outcome difficult to achieve using the way most commercial 

shake tables are controlled, addressing Contribution #7 listed in Section 1.3.6. The key features of the 

current approach are: (i) the shake-table is controlled independent of knowledge of dynamics of the test 

article, (ii) the controller is standardized meaning that there is no need for motion-specific or test article-

specific tuning of the shake table, and (ii) table-structure interaction is explicitly compensated by 

measuring the feedback force and accordingly compensating the control input though the term ,wu  thus 

eliminating the need for adaptive compensation techniques, which are time-consuming and laborious. 

 

 

 

                                                      

29 Experiments for mass ratios greater than 2.5 were not performed due to the limitations of the test system (e.g., the 

actuator force capacity, water depth in the vessel). However, a mass ratio of 2+ is not common in shake-table testing. 
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a) mratio = 1.5, GM1 b) mratio = 2, GM1 c) mratio = 2.5, GM1 

   

d) mratio = 1.5, GM2 e) mratio = 2, GM2 f) mratio = 2.5, GM2 

   

g) mratio = 1.5, GM3 h) mratio = 2, GM3 i) mratio = 2.5, GM3 

Figure 8.5. Results of acceleration-tracking experiments, different water depths and input motions, Ke = 

5 V/in, Kp = 0.001 V/psi,  fc = 80 Hz, τs = 500 μs [2000 Hz] 

Measured acceleration spectrum Target input acceleration spectrum

18 in
30 in

42 in
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a) feedback force, mratio = 0.75 b) control input uw, mratio = 0.75 

  

c) feedback force, mratio = 1.5 d) control input uw, mratio = 1.5 

  

e) feedback force, mratio = 2 f) control input uw, mratio = 2 

  

g) feedback force, mratio = 2.5 h) control input uw, mratio = 2.5 

Figure 8.6. Measured feedback force and the corresponding control input different water depths, GM1, 

Ke = 5 V/in, Kp = 0.001 V/psi,  fc = 80 Hz, τs = 500 μs [2000 Hz] 
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8.3.2 Effect of different sources of feedback measurement 

In the experiments thus far, the shake-table controller utilized the feedback force measurement from the 

reaction load cells, 
LC,w  for computing w .u  Alternately, it can be calculated from force equilibrium of the 

shake table as the table inertia minus the actuator force: FE st st p ,w m z A P    which is valid if the frictional 

forces in the shake table are negligible compared to the actuator force. This alternate way of computing w  

is attractive because it eliminates the need for the reaction load cells for shake-table control. The fidelity of 

FEw  is first examined using the measured frequency response of the combined table and the vessel system 

subjected to a multisine control input. Figure 8.7 presents the measured frequency response functions 

(FRFs) of the feedback force computed from the force equilibrium, FE ,w  represented by the solid blue line, 

and of that directly measured by the reaction load cells, LC ,w  represented by the dashed red line. The 

magnitudes of the two FRFs deviate in the frequency range between 5 and 20 Hz (see the dashed green 

rectangle in Figure 8.7).  

 

 

Figure 8.7. Frequency response measurements of the combined table and the vessel system, dw = 36 

inches, Ke = 5 V/in, Kp = 0.001 V/psi, and τs = 500 μs [2000 Hz] 

Figure 8.8 illustrate the effect of different feedback measurement considerations on the tracking 

performance for the empty vessel configuration. Each figure consists of nine panels. The panels in the first 

and second columns utilized LCw  and FEw  for calculations, respectively. Test cases in the third column 

includes only 
gau  and the control term compensating for the table-structure interaction is ignored ( 0wu 

). Figure 8.9 presents similar set of results for test cases with a water depth of 42 inches (mratio = 2.5). 

st st pFRF( Δ )m z A P
LCFRF( )w

Frequency range over which the
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response is an artifact of plotting Bode
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It is seen that the use of both LCw  and FEw  resulted in acceptable tracking performance for smaller mass 

ratios, thus eliminating the need for installation of the reaction load cells for measuring .w  However, as 

the test article becomes heavier (e.g., ratio 2.5)m  , the use of FEw  resulted in inaccurate tracking of the 

input in the frequency range of 5 to 20 Hz, consistent with the deviations between the measured FRFs of 

LCw  and FEw  in this frequency range (see Figure 8.7). The poor tracking performance in the figures 

presented in the third column (i.e., Figures 8-9c, 8-9f, and 8-9i) illustrate the importance of wu , the term 

addressing the table-structure interaction, for accurate shake-table control 

8.3.3 Effect of the differential pressure gain 

Figures 8-10 through 8-13 illustrate the effect of the P  gain on the tracking performance. Each figure 

consists of four panels. Panels a), b), and c) present test results for GM1, GM2, and GM3, respectively. 

Results presented in Figure 8.10, for p 0.0002K   V/psi, show that the measured and the target acceleration 

spectra are in poor agreement for frequencies greater than 5 Hz. The poor tracking of input is attributed to 

the low fidelity of the analytical model ( st

zuH  and st

zwH ) in this frequency range, for pK  0.0002 V/psi, as 

illustrated in Figure 8.10d (reproduced from Section 4.5). The model prediction (dashed orange line) 

significantly deviates from the table measurement (solid blue line) in the frequency range between 10 and 

40 Hz. The tracking performance is poor in this frequency range because the MIL controller is designed 

based on a low-fidelity linear model of the shake table.  

Figures 8-11 and 8-12 present test results for pK  0.0006 V/psi and 0.001 V/psi, respectively. As observed 

in panel d) of these figures, the fidelity of the linear model is significantly improved as pK  is increased. 

Consequently, the accuracy of the tracking performance increases. As pK  is increased to 0.0014 V/psi (see 

Figure 8.13), the fidelity of the linear model deteriorates after 30 Hz. Because neither of the three input 

motions have dominant spectral content after 30 Hz, the tracking performance for pK  0.0014 is similar 

to that observed for pK  0.001 V/psi.  

The results of Figures 8-10 through 8-13 illustrate that a sufficiently large value of the P  gain, p ,K  

improves the fidelity of the linear model significantly, and by extension, is highly effective for designing 

shake-table controls to track a prescribed acceleration history at the base of the test article – one of the 

key hypotheses of Section 1. 
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LCw

 

inertia st stF m z
p
ΔA P

st st
m z

 

 is ignoredw

 

 

5 to 20 

Hz

  

a) LCw , GM1 b) FEw , GM1 c) ignored ,w  GM1 

 

5 to 20 

Hz

  

d) LCw , GM2 e) FEw , GM2 f) ignored ,w  GM2 

   

g) LCw , GM3 h) FEw , GM3 i) ignored ,w  GM3 

Figure 8.8. Results of acceleration-tracking experiments, different feedback measurements, empty vessel,  Ke = 

5 V/in, Kp = 0.001 V/psi,  fc = 80 Hz, τs = 500 μs [2000 Hz] 

Measured acceleration spectrum Target input acceleration spectrum
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a) LCw , GM1 b) FEw , GM1 c) ignored ,w  GM1 

   

d) LCw , GM2 e) FEw , GM2 f) ignored ,w  GM2 

   

g) LCw , GM3 h) FEw , GM3 i) ignored ,w  GM3 

Figure 8.9. Results of acceleration-tracking experiments, different feedback measurements, dw = 42 inches,  Ke 

= 5 V/in, Kp = 0.001 V/psi,  fc = 80 Hz, τs = 500 μs [2000 Hz] 

Measured acceleration spectrum Target input acceleration spectrum
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a) GM1 b) GM2 c) GM3 d) frequency response of z  

Figure 8.10. Results of acceleration-tracking experiments, Ke = 5 V/in, Kp = 0.0002 V/psi,  fc = 80 Hz, τs = 500 μs [2000 Hz] 

 

 

   

a) GM1 b) GM2 c) GM3 d) frequency response of z  

Figure 8.11. Results of acceleration-tracking experiments, Ke = 5 V/in, Kp = 0.0006 V/psi,  fc = 80 Hz, τs = 500 μs [2000 Hz] 
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a) GM1 b) GM2 c) GM3 d) frequency response of z  

Figure 8.12. Results of acceleration-tracking experiments, Ke = 5 V/in, Kp = 0.001 V/psi,  fc = 80 Hz, τs = 500 μs [2000 Hz] 

 

    

a) GM1 b) GM2 c) GM3 d) frequency response of z  

Figure 8.13. Results of acceleration-tracking experiments, Ke = 5 V/in, Kp = 0.0014 V/psi,  fc = 80 Hz, τs = 500 μs [2000 Hz] 

Measured acceleration spectrum Target input acceleration spectrum
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8.3.4 Effect of the cutoff frequency of the filter 

Figures 8-14 and 8-15 illustrate the effect of the filter cutoff frequency of the filter, c ,f  on the tracking 

performance. Each figure consists of six panels. The panels in the top row present the frequency response 

of the uwH  controller, original (solid blue line) and approximated with the third-order Butterworth lowpass 

filter (dashed orange line), for increasing values of cutoff frequencies, c .f  The resulting performance 

tradeoff in the controller response is identified by the grey hatching. The higher the filter cutoff frequency, 

the smaller the performance tradeoff. The lower three panels in the figures present tracking results 

corresponding to the 
filter

w uwH H presented above it. The key takeaways from the figures are: 

 For the empty vessel case (see Figure 8.14), the tracking performance is shown less sensitive to (or 

affected by) the filter cutoff frequency. Herein, cf  is varied as: 40 Hz in panel a); 60 Hz in panel b); 

and 80 Hz in panel c). For a mass ratio of 0.75, the feedback force is small, and consequently, the 

contribution of the table-structure interaction term wu  is negligible in comparison with 
g
.au In such 

cases, the effect of model inaccuracy and controller filters on tracking performance is minimal. 

 If the test article is considerably heavier (twice or more) than the shake table (see the responses of 

Figure 8.15 plotted for a mass ratio of 2.5), the tradeoffs of using lower cutoff frequencies are clearly 

seen in terms of reduced tracking performance. The tracking performance is improved if the filter cutoff 

frequency is in increased from 40 Hz in Figure 8.15d to 80 Hz in Figure 8.15f.  

 If cf  is increased to 100 Hz, 
filter

w uwH H is not sufficiently curtailed at high frequencies, as shown in 

Figure 8.16a. The controller then responds to (and amplifies) the noise in the measurement of ,w  which 

propagates through the feedback system: noise in the measurement of w  
 input to the  controlleruwH

  control 

input command to the shake table  table acceleration 
applied on the test article   measurement of w  with amplified 

high-frequency content…. and the cycle repeats. This cascading effect makes the feedback system 

impractical with large high-frequency oscillations, as shown in Figure 8.16b.  

For the test case with water depth of 42 inches, a smaller value of cf  40 Hz results in poor tracking of 

the input because of the significant tradeoff in the approximated controller 
filter .w uwH H  On contrary, a 

higher value of cf  100 Hz results in impractical shake-table response (instability) because the 

controller response is not sufficiently curtailed at high frequencies where the shake-table model is 

inaccurate and measurement noise is greater. The cutoff frequency of the filter is therefore determined 

as a tradeoff between performance and stability, making clear Contribution #5 listed in Section 1.3.4. 
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a) controller response, cf  40 Hz b) controller response, cf  60 Hz c) controller response, cf  80 Hz 

 

   

d) tracking response, cf  40 Hz e) tracking response, cf  60 Hz f) tracking response, cf  80 Hz 

Figure 8.14. Results of acceleration-tracking experiments, different cutoff frequencies of the filters, empty vessel, GM1,  Ke = 5 V/in, Kp = 0.001

 V/psi,  τs = 500 μs [2000 Hz] 
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a) controller response, cf  40 Hz b) controller response, cf  60 Hz c) controller response, cf  80 Hz 

 

   

d) tracking response, cf  40 Hz e) tracking response, cf  60 Hz f) tracking response, cf  80 Hz 

Figure 8.15. Results of acceleration-tracking experiments, different cutoff frequencies of the filters, dw = 42 inches, GM1,  Ke = 5 V/in, Kp = 

0.001 V/psi,  τs = 500 μs [2000 Hz] 

uwH

filter

w uwH H

performance 

tradeoff for 40 Hz 

cutoff frequency 

filter

performance 

tradeoff for 60 Hz 

cutoff frequency 

filter

uwH

filter

w uwH H

uwH

filter

w uwH H

performance 

tradeoff for 80 Hz 

cutoff frequency 

filter

Measured acceleration spectrum Target input acceleration spectrum



130 

 

 

 

 

 

a) controller frequency response, cf  100 Hz 

 

b) measured acceleration timeseries 

Figure 8.16. Results of acceleration-tracking experiments, dw = 42 inches, GM1, Ke = 5 V/in, Kp = 0.001 

V/psi,  fc = 100 Hz, τs = 500 μs [2000 Hz] 
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SECTION 9  

VALIDATION OF THE MIL CONTROLLER FOR SIMULATING 

VIRTUAL SEISMIC ISOLATION SYSTEMS  

9.1 Section prologue 

This section presents results of the model-in-the-loop (MIL) experiments that imitated different seismic 

isolation systems at the base of the test article, and completes the discussion on the impedance-matching 

approach to MIL – the central theme of this report. In the MIL experiments, the target acceleration history 

of the VS basemat, vs ,z which needs to be imitated by the shake table, is computed by solving the VS 

differential equations for the inputs: (i) ground acceleration, g ,a  which is known a priori, and (ii) feedback 

force from the test article, ,w  which is measured in real time. The computed vsz  and the measured w  are 

then used to calculate the control input to the shake table,    
1 1

filter st filter st st

vs ,z zu w zw zuu H H z H H H w
 

   

required to imitate the VS acceleration. Herein, MIL experiments are performed for a diverse combination 

of virtual systems (seismic isolation systems of different types and properties) and input ground motions 

(acceleration histories with different peak intensities and spectral content) to evaluate the performance of 

the designed MIL controls over a broad range of system parameters.  

Section 9.2 reports the virtual system properties considered in the experiments. Section 9.3 presents results 

of the MIL experimental. Of the many cases evaluated, results are presented for twenty-seven cases – 

combinations of nine virtual systems (three for each of the spring-damper, lead-rubber, and Friction 

Pendulum systems) and the three input ground motions described in Section 8.2. Results show that the 

shake table with the designed MIL controls is able to imitate different isolation systems sufficiently 

accurately in the frequency range of 0.25 Hz to 15 Hz, and with reduced accuracy at higher frequencies. 

The poorer MIL performance after 15 Hz emphasizes the fact that it is not practically possible to control 

one dynamic system to imitate the impedance (i.e., force-motion behavior) of another accurately across all 

frequencies because the two systems will often have different dynamic characteristics. For example, herein, 

the dominant response of the isolation systems is in the low-frequency range (< 2 Hz) whereas the oil-

column resonance frequency of the shake table is close to 30 Hz. Additionally, there are some fundamental 

limitations to what can be achieved with controls. Section 9.4 discusses these limitations to MIL testing, 

framed herein as tradeoffs between performance (i.e., how closely the controlled shake-table system 

imitates the impedance of the desired VS) and stability (which is assessed herein using passivity controlled 
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shake table). The presentation emphasizes the two parameters: (i) ratio of the VS basemat mass, vs ,m  

relative to the shake-table mass, st ,m  and (ii) cutoff frequency, c ,f  of the controller filter, filter ,wH  which 

are shown critical in determining these tradeoffs. 

9.2 Properties of the virtual systems for the MIL experiments 

As discussed in Section 5, the dynamic response of a spring-damper (SD) system (see Section 5.3) depends 

on three parameters: vs ,m  s ,k  and c ; of a lead-rubber (LR) system (see Section 5.4) on seven parameters: 

vs ,m  d ,q  i ,k  s ,k  y ,u  ,n  and c ; and of a single concave Friction Pendulum (FP) system (see Section 5.5) 

on six parameters: vs ,m  max ,  min ,  s ,k  y ,u  and .a  In the MIL experiments, these parameters are varied 

to represent a family of isolation systems with strength and stiffnesses distributed over a broad range.  

The properties of the SD systems are selected to achieve target horizontal periods of the isolated vessel, s ,T  

in the range of 0.57 sec (1.75 Hz) and 1.33 sec (0.75 Hz), and damping ratios, ,  in the range 0.2 to 0.3. 

The [ s ,T   ] pairs for the three spring-damper systems are selected as: [1.33 sec and 0.3] for SD1; [0.8 sec 

and 0.25] for SD2; and [0.57 sec and 0.2] for SD3, to represent isolation systems with behavior ranging from 

low-stiffness, high-damping (SD1) to high-stiffness, low-damping (SD3).  

In the MIL experiments, the sum of the masses of the vessel (physically tested with a water depth of 36 

inches), ps ,m  and of the virtual-system basemat (virtually represented), vs ,m  is the total axial load on the 

isolation system. The stiffness, s ,k  and damping coefficient, ,c  of the SD systems are therefore calculated 

as    2

s vs ps2k f m m    and  s vs ps2 ,c k m m   and reported in Table 9.1. Figure 9.1a presents 

the idealized shear force-horizontal displacement loops for the three SD systems. The shear force 

normalized by the axial load is the ordinate and the horizontal displacement is the abscissa. 

Table 9.1. Properties of the SD isolation systems 

Property Symbol SD1 SD2 SD3 

Target frequency (Hz) f  0.75 1.25 1.75 

Target damping (%)   30 25 20 

Mass of the basemat (lb) vsm  2000 2000 2000 

Mass of the test article (lb), wd =36 in psm  3600 3600 3600 

Horizontal stiffness (lb/in) sk  322 894 1753 

Viscous damping coefficient (lb-s/in) c  41 57 64 
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For the LR and FP systems, the two parameters: (i) ratio of the characteristic strength of the isolation system 

to the total axial load,  ratio d vs ps ,q q m m   and (ii) post-elastic period of the isolated vessel, s ,T  are 

varied over a broad range, ratio0.06 0.21q   and s1 sec 2.25 sec,T   to represent a family of isolation 

systems with behavior ranging from low-strength, high-flexibility to high-strength, low-flexibility: [0.06, 

2.25 sec] for FP1; [0.09, 2 sec] for LR1; [0.12, 1.75 sec] for FP2; [0.15, 1.5 sec] for LR2; [0.18, 1.25 sec] for 

FP3; and [0.21, 1 sec] for LR3. Figure 9.1b presents the idealized shear force-horizontal displacement loops 

for the LR and FP systems. The strength and stiffness properties are reported in Tables 9-2 and 9-3.  

Table 9.2. Properties of the LR isolation systems 

Property Symbol LR1 LR2 LR3 

Target characteristic strength ratio ratioq  0.09 0.15 0.21 

Target post-elastic period (sec) sT  2 1.5 1 

Mass of the basemat (lb) vsm  2000 2000 2000 

Mass of the test article (lb), wd =36 in psm  3600 3600 3600 

Yield displacement (in) yu  0.4 0.4 0.4 

Characteristic strength (lb) dq  504 839 1175 

Initial (post-elastic) stiffness (lb/in) ik  ( sk ) 1402 (143) 2353 (254) 3510 (572) 

Stiffness ratio   0.10 0.11 0.16 

Smoothing parameter n  2 2 2 

Damping coefficient (lb-s/in) c  0.11 0.15 0.22 

 

Table 9.3. Properties of the FP isolation systems 

Property Symbol FP1 FP2 FP3 

Target characteristic strength ratio ratioq  0.06 0.12 0.18 

Target post-elastic period (sec) sT  2.25 1.75 1.25 

Mass of the basemat (lb) vsm  2150 2150 2150 

Fast (slow) coefficient of friction max ( min ) 0.06 (0.03) 0.12 (0.06) 0.18 (0.09) 

Rate parameter (sec/in) a  2.54 2.54 2.54 

Initial stiffness (lb/in) ik  8395 16789 25183 

Sliding stiffness (lb/in) sk  113 187 366 
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a) SD isolation systems 

 

b) LR and FP isolation systems 

Figure 9.1. Normalized shear force-horizontal displacement loops 

9.3 Results of MIL experiments imitating different seismic isolation systems 

Figures 9-2 through 9-28 present MIL experimental results for the twenty-seven test cases: combinations 

of nine isolation systems (SD1, SD2, SD3, LR1, LR2, LR3, FP1, FP2, and FP3,) and three input ground motions 

(GM1, GM2, and GM3). These test cases utilized the feedback force measurement from the reaction load cells for 

MIL-related computations. The effects of using alternate sources of feedback measurement on MIL accuracy is 

investigated in Appendix C. All experiments are performed for the control parameters: e 5K   V/in, 

p 0.001K   V/psi, and s 500   s  [2000 Hz], and the cutoff frequency of the filters is set to 80 Hz. 

Figures 9-2 through 9-10 present results for the three SD isolation systems, 9-11 through 9-19 for the three 
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LR isolation systems, and 9-20 through 9-28 for the three FP isolation systems. Table 9.4 maps each test 

case to the corresponding figure that presents results. 

Table 9.4. Mapping between the MIL test cases and presentation of results 

 GM1 GM2 GM3 

SD1 Figure 9-2 Figure 9-3 Figure 9-4 

SD2 Figure 9-5 Figure 9-6 Figure 9-7 

SD3 Figure 9-8 Figure 9-9 Figure 9-10 

LR1 Figure 9-11 Figure 9-12 Figure 9-13 

LR2 Figure 9-14 Figure 9-15 Figure 9-16 

LR3 Figure 9-17 Figure 9-18 Figure 9-19 

FP1 Figure 9-20 Figure 9-21 Figure 9-22 

FP2 Figure 9-23 Figure 9-24 Figure 9-25 

FP3 Figure 9-26 Figure 9-27 Figure 9-28 

Each figure consists of three panels. Panel a) presents acceleration histories. The solid blue line is the 

acceleration of the shake table measured in the experiments and the dashed red line is the target basemat 

acceleration history, vs ,z  that is computed in real time by numerical integration of the VS differential 

equations based on known ga  and real-time measurement of .w  Panel b) presents 5% damped response 

spectra of the measured table and the target VS acceleration histories. The solid black line in the figure is 

the response spectrum of the input ground motion, g .a  

Panel c) of the figure presents isolation system’s force-displacement (FD) response to the input ground 

motion. The displacement response in blue is the difference between the measured displacement of the 

shake table and the displacement history of the input motion: exp exp g .D x x   This is because the shake 

table is controlled to imitate the total (absolute) motion of the VS basemat. The experimental force history, 

exp ,F  is computed as the measured feedback force minus the basemat inertia30: exp vs exp .F w m z   The force 

and displacement histories from the VS model are obtained from its state variables31.  

                                                      

30 The force resisted by the isolation system, exp ,F  equals the actuator force, a st exp ,F w m z   when vs st .m m  

31 For example, the total force resisted by the SD isolation system is computed as the sum of the contributions from 

the spring and the dashpot units: model s 1 2 ,F k x cx   wherein the state variables 1x  and 2x  are the displacement and 

velocity of the VS basemat relative to the ground. Therefore, model 1.D x  
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a) acceleration history 

  

b) 5%-damped acceleration spectra c) force-displacement response 

Figure 9.2. Results of MIL experiments imitating SD1 isolation system subjected to input motion GM1, Ke = 5 V/in, Kp = 0.001 V/psi, fc = 80 Hz, 

and τs = 500 μs (2000 Hz) 

Measured table response VS model responseInput acceleration spectra
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a) acceleration history 

  

b) 5%-damped acceleration spectra c) force-displacement response 

Figure 9.3. Results of MIL experiments imitating SD1 isolation system subjected to input motion GM2, Ke = 5 V/in, Kp = 0.001 V/psi, fc = 80 Hz, 

and τs = 500 μs (2000 Hz) 

Measured table response VS model responseInput acceleration spectra
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a) acceleration history 

  

b) 5%-damped acceleration spectra c) force-displacement response 

Figure 9.4. Results of MIL experiments imitating SD1 isolation system subjected to input motion GM3, Ke = 5 V/in, Kp = 0.001 V/psi, fc = 80 Hz, 

and τs = 500 μs (2000 Hz) 

Measured table response VS model responseInput acceleration spectra
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a) acceleration history 

  

b) 5%-damped acceleration spectra c) force-displacement response 

Figure 9.5. Results of MIL experiments imitating SD2 isolation system subjected to input motion GM1, Ke = 5 V/in, Kp = 0.001 V/psi, fc = 80 Hz, 

and τs = 500 μs (2000 Hz) 

Measured table response VS model responseInput acceleration spectra
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a) acceleration history 

  

b) 5%-damped acceleration spectra c) force-displacement response 

Figure 9.6. Results of MIL experiments imitating SD2 isolation system subjected to input motion GM2, Ke = 5 V/in, Kp = 0.001 V/psi, fc = 80 Hz, 

and τs = 500 μs (2000 Hz) 

Measured table response VS model responseInput acceleration spectra
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a) acceleration history 

  

b) 5%-damped acceleration spectra c) force-displacement response 

Figure 9.7. Results of MIL experiments imitating SD2 isolation system subjected to input motion GM3, Ke = 5 V/in, Kp = 0.001 V/psi, fc = 80 Hz, 

and τs = 500 μs (2000 Hz) 

Measured table response VS model responseInput acceleration spectra
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a) acceleration history 

  

b) 5%-damped acceleration spectra c) force-displacement response 

Figure 9.8. Results of MIL experiments imitating SD3 isolation system subjected to input motion GM1, Ke = 5 V/in, Kp = 0.001 V/psi, fc = 80 Hz, 

and τs = 500 μs (2000 Hz) 

Measured table response VS model responseInput acceleration spectra
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a) acceleration history 

  

b) 5%-damped acceleration spectra c) force-displacement response 

Figure 9.9. Results of MIL experiments imitating SD3 isolation system subjected to input motion, Ke = 5 V/in, Kp = 0.001 V/psi, fc = 80 Hz, and τs 

= 500 μs (2000 Hz) 

Measured table response VS model responseInput acceleration spectra
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a) acceleration history 

  

b) 5%-damped acceleration spectra c) force-displacement response 

Figure 9.10. Results of MIL experiments imitating SD3 isolation system subjected to input motion GM3, Ke = 5 V/in, Kp = 0.001 V/psi, fc = 80 Hz, 

and τs = 500 μs (2000 Hz) 

Measured table response VS model responseInput acceleration spectra
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a) acceleration history 

  

sb) 5%-damped acceleration spectra c) force-displacement response 

Figure 9.11. Results of MIL experiments imitating LR1 isolation system subjected to input motion GM1, Ke = 5 V/in, Kp = 0.001 V/psi, fc = 80 Hz, 

and τs = 500 μs (2000 Hz) 

Measured table response VS model responseInput acceleration spectra
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a) acceleration history 

  

b) 5%-damped acceleration spectra c) force-displacement response 

Figure 9.12. Results of MIL experiments imitating LR1 isolation system subjected to input motion GM2, Ke = 5 V/in, Kp = 0.001 V/psi, fc = 80 Hz, 

and τs = 500 μs (2000 Hz) 

Measured table response VS model responseInput acceleration spectra
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a) acceleration history 

  

b) 5%-damped acceleration spectra c) force-displacement response 

Figure 9.13. Results of MIL experiments imitating LR1 isolation system subjected to input motion GM3, Ke = 5 V/in, Kp = 0.001 V/psi, fc = 80 Hz, 

and τs = 500 μs (2000 Hz) 

Measured table response VS model responseInput acceleration spectra
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a) acceleration history 

  

b) 5%-damped acceleration spectra c) force-displacement response 

Figure 9.14. Results of MIL experiments imitating LR2 isolation system subjected to input motion GM1, Ke = 5 V/in, Kp = 0.001 V/psi, fc = 80 Hz, 

and τs = 500 μs (2000 Hz) 

Measured table response VS model responseInput acceleration spectra
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a) acceleration history 

  

b) 5%-damped acceleration spectra c) force-displacement response 

Figure 9.15. Results of MIL experiments imitating LR2 isolation system subjected to input motion GM2, Ke = 5 V/in, Kp = 0.001 V/psi, fc = 80 Hz, 

and τs = 500 μs (2000 Hz) 

Measured table response VS model responseInput acceleration spectra



 

150 

 

 

 

a) acceleration history 

  

b) 5%-damped acceleration spectra c) force-displacement response 

Figure 9.16. Results of MIL experiments imitating LR2 isolation system subjected to input motion GM3, Ke = 5 V/in, Kp = 0.001 V/psi, fc = 80 Hz, 

and τs = 500 μs (2000 Hz) 

Measured table response VS model responseInput acceleration spectra
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a) acceleration history 

  

b) 5%-damped acceleration spectra c) force-displacement response 

Figure 9.17. Results of MIL experiments imitating LR3 isolation system subjected to input motion GM1, Ke = 5 V/in, Kp = 0.001 V/psi, fc = 80 Hz, 

and τs = 500 μs (2000 Hz) 

Measured table response VS model responseInput acceleration spectra
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a) acceleration history 

  

b) 5%-damped acceleration spectra c) force-displacement response 

Figure 9.18. Results of MIL experiments imitating LR3 isolation system subjected to input motion GM2, Ke = 5 V/in, Kp = 0.001 V/psi, fc = 80 Hz, 

and τs = 500 μs (2000 Hz) 

Measured table response VS model responseInput acceleration spectra
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a) acceleration history 

  

b) 5%-damped acceleration spectra c) force-displacement response 

Figure 9.19. Results of MIL experiments imitating LR3 isolation system subjected to input motion GM3, Ke = 5 V/in, Kp = 0.001 V/psi, fc = 80 Hz, 

and τs = 500 μs (2000 Hz) 

Measured table response VS model responseInput acceleration spectra
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a) acceleration history 

  

b) 5%-damped acceleration spectra c) force-displacement response 

Figure 9.20. Results of MIL experiments imitating FP1 isolation system subjected to input motion GM1, Ke = 5 V/in, Kp = 0.001 V/psi, fc = 80 Hz, 

and τs = 500 μs (2000 Hz) 

Measured table response VS model responseInput acceleration spectra
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a) acceleration history 

  

b) 5%-damped acceleration spectra c) force-displacement response 

Figure 9.21. Results of MIL experiments imitating FP1 isolation system subjected to input motion GM2, Ke = 5 V/in, Kp = 0.001 V/psi, fc = 80 Hz, 

and τs = 500 μs (2000 Hz) 

Measured table response VS model responseInput acceleration spectra



 

156 

 

 

 

a) acceleration history 

  

b) 5%-damped acceleration spectra c) force-displacement response 

Figure 9.22. Results of MIL experiments imitating FP1 isolation system subjected to input motion GM3, Ke = 5 V/in, Kp = 0.001 V/psi, fc = 80 Hz, 

and τs = 500 μs (2000 Hz) 

Measured table response VS model responseInput acceleration spectra
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a) acceleration history 

  

b) 5%-damped acceleration spectra c) force-displacement response 

Figure 9.23. Results of MIL experiments imitating FP2 isolation system subjected to input motion GM1, Ke = 5 V/in, Kp = 0.001 V/psi, fc = 80 Hz, 

and τs = 500 μs (2000 Hz) 

Measured table response VS model responseInput acceleration spectra
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a) acceleration history 

  

b) 5%-damped acceleration spectra c) force-displacement response 

Figure 9.24. Results of MIL experiments imitating FP2 isolation system subjected to input motion GM2, Ke = 5 V/in, Kp = 0.001 V/psi, fc = 80 Hz, 

and τs = 500 μs (2000 Hz) 

Measured table response VS model responseInput acceleration spectra
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a) acceleration history 

  

b) 5%-damped acceleration spectra c) force-displacement response 

Figure 9.25. Results of MIL experiments imitating FP2 isolation system subjected to input motion GM3, Ke = 5 V/in, Kp = 0.001 V/psi, fc = 80 Hz, 

and τs = 500 μs (2000 Hz) 

Measured table response VS model responseInput acceleration spectra
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a) acceleration history 

  

b) 5%-damped acceleration spectra c) force-displacement response 

Figure 9.26. Results of MIL experiments imitating FP3 isolation system subjected to input motion GM1, Ke = 5 V/in, Kp = 0.001 V/psi, fc = 80 Hz, 

and τs = 500 μs (2000 Hz) 

Measured table response VS model responseInput acceleration spectra
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a) acceleration history 

  

b) 5%-damped acceleration spectra c) force-displacement response 

Figure 9.27. Results of MIL experiments imitating FP3 isolation system for subjected to input motion GM2, Ke = 5 V/in, Kp = 0.001 V/psi, fc = 80 

Hz, and τs = 500 μs (2000 Hz) 

Measured table response VS model responseInput acceleration spectra
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a) acceleration history 

 

v  

b) 5%-damped acceleration spectra c) force-displacement response 

Figure 9.28. Results of MIL experiments imitating FP3 isolation system subjected to input motion GM3, Ke = 5 V/in, Kp = 0.001 V/psi, fc = 80 Hz, 

and τs = 500 μs (2000 Hz) 

Measured table response VS model responseInput acceleration spectra
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The close agreement between the blue and red acceleration histories in Figures 9-2 through 9-28 show 

that the shake table with the designed MIL controls is able to imitate the target VS acceleration accurately 

at the base of the test article in most tests. The spectral accelerations are shown to agree well in the 

frequency range of 0.25 Hz to 15 Hz, but with reduced accuracy at higher frequencies (15+Hz, see Figure 

9.26b for example). The difference between the two responses after 15+ Hz is small for the SD and LR 

systems but substantial for the FP systems. The higher the initial stiffness of the isolation system, the 

poorer the performance (see Figures 9-20c for FP1 and 9-22c for FP3 with an initial stiffness thrice that 

of FP1). The reasons for these trends are examined in Section 9.3. 

The results presented in Figures 9-2 through 9-29 illustrate that MIL testing enables the use of a 

standardized setup, herein a shake table equipped with the MIL controls, for simulating boundary 

conditions corresponding to different seismic isolation systems at the base of a test article. This outcome 

is achieved by simply changing the isolation system properties, such as s max,  k   etc., in the RMC user 

programs (see the block of code enclosed by the open green rectangle in Figure 7.9).  

Figure 9.29 is an alternate presentation of the MIL results, wherein acceleration response spectra 

corresponding to the nine isolation systems, as imitated by the shake table, is plotted in one graph. 

Although the nine isolation systems respond very differently to the same input motion (herein GM1), 

these boundary conditions are imitated at the base of the test article using one standardized MIL test 

setup and standardized controller (enabled by the impedance-matching pathway). Accordingly, using 

appropriate MIL controls, structures, systems, or components can be tested and qualified for multiple 

boundary environments without physically constructing the components of the environment, and 

importantly, the testing accounts for the real-time interaction between the test article and its environment. 
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Figure 9.29. Response spectra (5% damped) of the measured shake-table acceleration imitating different seismic isolation systems; GM1
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9.4  Fundamental limitations to MIL testing 

9.4.1 Overview 

In Section 9.3, the poorer MIL performance at high frequencies (> 15 Hz) backstops the fact that it is 

practically challenging (and often impossible) to control one dynamic system to imitate the impedance of 

another accurately across all frequencies. This is because the two systems will generally have different 

dynamic characteristics. For the designed MIL controls, the shake table may represent an isolation system 

accurately over a certain frequency range and with reduced (or poorer) accuracy at other frequencies.  

Additionally, there are some fundamental limitations to what can be achieved with controls, which are 

framed herein as tradeoffs between performance and stability. In the presentation to follow, performance is 

assessed by qualitative evaluation of how closely the shake table equipped with the designed MIL controls 

(hereafter referred to as ‘controlled shake table’) imitates the impedance of the desired VS, and stability of 

the shake table-test article feedback system is assessed using the notion of passivity. 

9.4.2 Passivity and its assessment for linear systems 

9.4.2.1 Passivity 

In a MIL test, the shake table and the test article are a coupled feedback system. The shake table controls 

acceleration (applied condition) at the interface and the test article controls force (feedback condition). 

Conventionally, stability of this coupled feedback system is ensured by designing a MIL controller (using 

nominal properties of the test article) with sufficiently large gain and phase margins. However, this 

approach makes necessary knowledge of the dynamics of the test article. 

In this report (and in the impedance-matching approach in general), stability of the coupled shake table-test 

article system is ensured using the notion of passivity. A system is said to be passive if it cannot generate 

more energy than what has been input to it. When two passive systems are in feedback interaction, the 

coupled system is guaranteed to be stable (Brogliato et al., 2007). In the MIL experiments, the test article 

is passive because it cannot generate energy. Therefore, the feedback system will be stable if the shake 

table+controller is passive, making it an important design criterion for the MIL controller. The advantage 

of enforcing passivity is that stability can be ensured independent of knowledge of the dynamics of the test 

article – a prime contrast between the traditional approaches to MIL (Section 2.1) and the way MIL is 

implemented herein. 
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9.4.2.2 Assessment of passivity for linear systems 

As noted above, a passive system cannot generate more energy than what has been input to it. This is true 

for a linear system if the work done over one cycle at steady state, at any frequency, is positive. Positive 

work is guaranteed if the phase difference between the force and velocity (work conjugate variables) at the 

system interface, at steady state, does not exceed 90°. To understand this, let the interface force and velocity, 

at steady state, at frequency ,  be  o sinF t  and  o sin ,v t   respectively. The work done over one 

cycle is: 

      cycle o o

0

sin sin  dt

T

W F t v t     (9-1a) 

     o o
cycle

0

cos - cos   dt
2

T
F v

W t     (9-1b) 

    
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o o
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1
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2 2
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

  


 
      

 
 (9-1c) 

  o o
cycle cos

F v
W





  (9-1d) 

From above, the work done is positive if  cos 0,   meaning that   must be between -90° and +90°. 

Therefore, a system is passive if the phase difference between the interface force and velocity, at steady 

state, is within  90°. For linear systems, this condition can be evaluated using Bode or Nyquist plots of 

the corresponding force-velocity transfer function. The Bode phase response must not exceed the  90° 

bounds and/or the Nyquist plot must completely lie in the right half-plane.  

As an example, Figures 9-30a and 9-30b present Bode and Nyquist plots of the force-velocity32 transfer 

function of the SD2 system, namely,  vs 2

vs s =  +  + ,vwH s m s cs k  wherein vsm  1.25 st ,m  sk  894 lb/in, 

and c  57 lb-s/in. The Nyquist plot of this transfer function is shown to lie in the right half-plane 

confirming passivity of the VS. 

                                                      

32 The impedance (i.e., force-acceleration transfer function) of the spring-damper isolation system is given by 

Equation 5-2b, as  vs 2 2

vs s =  +  + .zwH s m s cs k  The corresponding force-velocity transfer function is obtained by 

multiplying the integrator operator (1 s in the frequency domain) to this transfer function.   
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a) Bode plot b) Nyquist plot 

Figure 9.30. Bode and Nyquist plots of the force-velocity transfer function of the SD2 system 

9.4.2.3 Force-velocity transfer function of the controller shake table 

As conceptualized in Section 1, the acceleration of the shake-table platform can be written in the linear 

form as: st st

st .zu zwz H u H w   In the absence of g ,a  the control input to the actuator is given by .uwu H w  

Combining the two expressions, the force-acceleration relationship of the controlled shake table is: 

 st st

st .zw zu uwz H H H w   For imitating a linear virtual system with an impedance of vs ,zwH  the controller uwH  

takes the form:    
1

st filter vs st .uw zu w zw zwH H H H H w


    

From above, the force-acceleration transfer function of the controlled shake table is reduced to the form: 

  st vs st filter

st .zw zw zw wz H H H H w    The corresponding force-velocity transfer function is obtained by 

multiplying the integrator operator (1 ,s in the frequency domain) as: 

 

  st st vs st filterst 1
vw zw zw zw w

v
H H H H H

w s
     (9-2) 

The controlled shake table system is passive if the Nyquist plot of the above transfer function lies in the 

right half-plane. The Nyquist response, and by extension passivity of the controlled shake table, depends 

on: (i) the VS properties (e.g., vs s,  m k ), which appear in the term vs ,zwH  (ii) the shake-table properties (e.g., 

st e p,  ,  m K K ), which appear in the term st ,zwH  and (iii) filter properties (e.g., order, cutoff frequency), which 

define the form of filter .wH  

Bode phase response is 

asymptotic to the  90 

bounds confirming 

passivity

Nyquist response lies 

entirely in the right 

half-plane confirming 

passivity
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9.4.3 Understanding performance tradeoffs introduced by the lowpass filters 

In this report, the MIL controller is approximated using lowpass filters. Typically, the order of the filter is 

selected based on the degree of non-causality of  
1

st ,zuH


 thus leaving its cutoff frequency, c ,f  as the only 

design parameter. The cutoff frequency of the filter, c ,f  needs to be small enough to limit the controller 

response at high frequencies where the shake-table model is poor and the measurement noise in w  is large.  

However, reducing the value of cf  too much penalizes performance, that is, the output of the controlled 

shake table differs substantially from that of the VS. In some cases, this deviation may be large enough that 

although the VS is passive, the controlled shake-table system can inject energy into the system (violating 

passivity), again leading to instability. Thus, there is range of cutoff frequencies in which both acceptable 

performance and stability can be achieved. 

Figure 9.31 makes clear these tradeoffs of c .f  Herein, important responses of the VS (SD2 isolation system) 

and the controlled shake table are plotted for decreasing values of filter cutoff frequency: 1000 Hz, 250 

Hz, 100 Hz, and 50 Hz. The column to the left presents Bode plots of the VS and the shake-table impedances 

(i.e., their force-acceleration transfer functions). The central column presents the frequency response of the 

MIL controller,    
1

controller filter st vs st .uw w zu zw zwH H H H H


  The column to the right presents Nyquist plots of the 

force-velocity transfer function for the controlled shake table, namely,   st vs st filter .zw zw zw wH H H H s   These 

figures illustrate the three design for the controller filters: (i) performance: close resemblance to the VS 

impedance (left column), (ii) desired control effort: low controller response at high frequencies (middle 

column), and (iii) stability: passivity of the controlled shake table (right column).  

For cf  1000 Hz, the performance tradeoff introduced by the filter is small, as indicated by the excellent 

agreement between the shake-table and the VS impedances in Figure 9.31a; the Nyquist plot also lies in the 

right half-plane, confirming passivity33. The downside of achieving such a close match to the VS is greater 

controller response at high frequencies (see Figure 9.31b), where the shake-table model is poorly 

characterized and noise in the feedback measurement is large. As cf  is decreased to 50 Hz, the controller 

response is significantly curtailed near high frequencies (see Figure 9.31k) but the tradeoff is poorer 

agreement between the VS and the shake-table impedances, as shown in Figure 9.31j.  

                                                      

33 This assumes that the shake-table model is accurately known across all frequencies and the feedback signal contains 

no measurement noise, both of which are not true. The closer the Nyquist plot to the imaginary axis, the smaller will 

be the margin for such assumptions and other modeling uncertainties to ensure passivity, and by extension, stability. 
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a) impedance plots, cf  1000 Hz b) controller response, cf  1000 Hz c) Nyquist plot, cf  1000 Hz 

 

 

 

d) impedance plots, cf  250 Hz e) controller response, cf  250 Hz f) Nyquist plot, cf  250 Hz 

Figure 9.31. Design criteria for the lowpass filter, Ke = 5 V/in, Kp = 0.001 V/psi, and τs = 500 μs (2000 Hz) 

the performance tradeoff is 

small when the cutoff 

frequency is large

 st filter vs st

zw w zw zwH H H H 
vs

zwH

the downside is greater 

controller response at high 

frequencies where the 

shake-table model is poor 

and measurement noise of 
w is large

for  fc = 1000 Hz, the 

Nyquist plot lies 

completely in the right 

half-plane confirming 

passivity
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g) impedance plots, cf  100 Hz h) controller response, cf  100 Hz i) Nyquist plot, cf  100 Hz 

 

 

 

j) impedance plots, cf  50 Hz k) controller response, cf  50 Hz l) Nyquist plot, cf  50 Hz 

Figure 9-31. Performance tradeoffs introduced by the lowpass filter, Ke = 5 V/in, Kp = 0.001 V/psi, and τs = 500 μs (cont’d) 

the controlled shake table output 

deviates from the VS as the 

cutoff frequency is reduced

 st filter vs st

zw w zw zwH H H H 
vs

zwH

the controller response is 

negligible at high 

frequencies
for fc = 50 Hz, the Nyquist 

plot crosses the imaginary 

axis and enters the left 

half-plane indicating 

instability
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Also, for smaller values of  cf  (herein less than 50 Hz), the Nyquist plot crosses the imaginary axis into the 

left half-plane (see Figure 9.31l), implying that the controlled shake-table is non passive, failing Constraint 

III. For the example case of Figure 9.31, Constraint II is not satisfied for cf  1000 Hz, whereas Constraints 

I and III are shown to fail for cf  50 Hz. Thus, there is a range of cf  in which all three design constraints 

are satisfied, as indicated in Table 9.5. For the SD2 isolation system, this range is identified as 100-250 Hz 

and will vary depending on the VS properties, as discussed next. 

Table 9.5. Understanding the tradeoffs for different values of filter cutoff frequency 

cf  
Constraint I: close 

imitation of the VS 

impedance 

Constraint II: low 

controller response to 

high-frequency w  

Constraint III: passivity 

of the controlled shake 

table 

1000 Hz Satisfied Not satisfied Satisfied 

250 Hz Satisfied Satisfied Satisfied 

100 Hz Satisfied Satisfied Satisfied 

50 Hz Not satisfied Satisfied Not satisfied 

9.4.4 Effect of the ratio of the VS basemat mass relative to the shake-table mass 

In the above subsection, the effects cf  are analyzed for the SD2 isolation system wherein the basemat mass 

is taken as vs st1.25 .m m  Figure 9.32 presents Bode plots of the VS and the shake-table impedances for 

decreasing values of the basemat mass: st ,m  0.75 st ,m  and 0.5 st .m  Note that only vsm  is varied for this 

exercise; the properties of the SD2 system are per Table 9.1.  

The plots show that for the same value of c ,f  the smaller the VS basemat mass, the poorer the agreement 

between the VS and the shake-table impedances (see the difference in the hatched areas in Figure 9-32a for 

vs stm m and 9-32c for vs st0.5m m ). As the basemat mass is decreased, the Nyquist response of the 

controlled shake table moves closer to the imaginary axis (indicating a reduced stability margin), and into 

the left half-plane when vsm  is reduced below a threshold value. For test cases with vs st ,m m  although 

the VS is passive, the controlled shake table is capable of introducing energy into the system, leading to 

instability, and thereby limiting implementation of MIL. This phenomenon of instability is demonstrated 

next using experimental results. 
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a) impedance plot, vs stm m  b) impedance plot, vs st0.75m m  c) impedance plot, vs st0.5m m  

 
 

 

d) Nyquist plot, vs stm m  e) Nyquist plot, vs st0.75m m  f) Nyquist plot, vs st0.5m m  

Figure 9.32. Understanding the effect of VS basemat mass, Ke = 5 V/in, Kp = 0.001 V/psi, τs = 500 μs (2000 Hz), and fc = 80 Hz 

 st filter vs st

zw w zw zwH H H H  vs

zwH

for the same value of fc , the smaller the 

m vs, the poorer the agreement between 

the VS and the shake-table impedances

as a consequence of this large performance 

tradeoff, and although the VS is passive, the 

controlled shake table is capable of injecting 

energy into the system, leading to instability

when m vs is decreased 

below a threshold value, 

the Nyquist plot enters 

the left half-plane
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9.4.5 Supplemental experimental results to understand the filter tradeoffs 

Figure 9.33 presents MIL experimental results imitating SD2 isolation system (for input motion GM2) for 

decreasing values of the VS basemat mass: vsm  st1.25 ,m  st ,m  st0.9 ,m  and st0.8 .m Only the basemat mass 

is varied in these tests; the stiffness, damping, and other properties of the SD2 system are per Table 9.1 The 

control parameters in the experiments are set to: eK  5 V/in, pK  0.001 V/psi, s  500 s  [2000 Hz], 

and cf  80 Hz. Results illustrate that for smaller basemat mass ratios, vs stm m  (herein < 1), the 

acceleration responses of the VS (dashed red lines), and consequently34 those of the shake-table (solid blue 

lines), are dominated by high-frequency oscillations (see Figures 9-33e and 9-33g). The smaller the mass 

ratios, the greater the amplitude of these oscillations (see the red peaks at 15+ Hz in Figures 9-33b through 

9-33h). The MIL performance, however, is unaffected at frequencies less than 10 Hz.  

 

 

 

a) time series, vs st1.25m m  b) spectra, vs st1.25m m  

  

c) time series, vs stm m  d) spectra, vs stm m  

Figure 9.33. Effect of decreasing VS basemat mass ratio for imitating SD2 system subjected to motion 

GM2,  fc = 80 Hz, Ke = 5 V/in, Kp = 0.001 V/psi, τs = 500 μs (2000 Hz) 

                                                      

34 The MIL controller commands the shake-table actuator to imitate the target VS acceleration at the base of the test 

article. If the target vsz  is dominated by high-frequency content, the effect is propagated through the feedback system. 

Measured table response VS model responseInput acceleration spectra
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e) time series, vs st0.9m m  f)  spectra, vs st0.9m m  

  

g) time series, vs st0.8m m  h) spectra, vs st0.8m m  

Figure 9-33. Effect of decreasing VS basemat mass ratio for imitating SD2 system subjected to motion 

GM2,  fc = 80 Hz, Ke = 5 V/in, Kp = 0.001 V/psi, τs = 500 μs (2000 Hz) (cont’d) 

When the basemat mass is reduced to st0.7 ,m  the  feedback system becomes unstable with large-amplitude 

high-frequency acceleration response, as shown in Figure 9-34. The threshold vsm  triggering instability 

varies with the isolation system properties and the cutoff frequency of the filter, and must be determined 

on a case-by-case basis. For example, for c 80f   Hz, the threshold vsm  triggering instability for the SD2, 

LR2 and FP2 systems are identified from the experiments as st0.7 ,m st0.8m  and st0.9 ,m  respectively. 

 

 

Figure 9.34. Unstable MIL simulation imitating SD2 system subjected to motion GM2, mvs = 0.7mst,  fc 

= 80 Hz, Ke = 5 V/in, Kp = 0.001 V/psi, τs = 500 μs [2000 Hz] 

Measured table response VS model responseInput acceleration spectra

high-frequency oscillations 

in the VS response

amplitude of the peak 

increases with decreasing 

basemat mass ratio

Measured table response VS model responseInput acceleration spectra



 

175 

 

The poorer MIL performance when imitating virtual systems with a smaller basemat mass can be improved 

somewhat by adjusting the filter cutoff frequency. Figure 9.35 presents MIL experimental results for the 

test case of Figure 9.34 (i.e., vs st0.7m m ) but for increasing values of the cutoff frequency. As cf  is 

increased from 80 Hz (Figure 9.34) to 200 Hz (Figure 9.35e), the performance tradeoff introduced by the 

filter decreases, and consequently the high-frequency oscillations in the VS response are reduced resulting 

in improved MIL performance. 

 

  

a) time series, c 120 Hzf   b) spectra, c 120 Hzf   

  

c) time series, c 160 Hzf   d) spectra, c 160 Hzf   

  

e) time series, c 200 Hzf   f) spectra, c 200 Hzf   

Figure 9.35. Effect of the filter cutoff frequency for imitating SD2 isolation system subjected to motion 

GM2, mvs = 0.7mst, Ke = 5 V/in, Kp = 0.001 V/psi, τs = 500 μs (2000 Hz) 

 

Measured table response VS model responseInput acceleration spectra
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The presentation in the above subsections helps the reader appreciate the limitations of implementing 

MIL, namely, that it is simply not possible to design MIL controls that make a given shake table imitate 

all possible isolation systems. The controlled shake-table system may be capable of imitating some 

isolation systems with great accuracy (e.g., SD2 system with vs st1.25m m  and cf  80 Hz), and some 

systems with reduced accuracy but ensuring stability (e.g., SD2 system with vs st0.7m m  and cf  200 

Hz), whereas it may not be possible to imitate some systems regardless of what filter properties are used 

(e.g., SD2 system with vs st0.4m m ), thus limiting the application of MIL. Note that these limitations are 

not a feature of a particular approach to control design (e.g., impedance matching) but are driven by how 

different the shake-table and the VS dynamics are. 
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SECTION 10  

CLOSING THE LOOP  

10.1 Merits of the impedance-matching approach to model-in-the-loop simulations 

The impedance-matching approach to model-in-the-loop (MIL) simulations, as described in this report, 

provides a pathway for standardizing MIL procedures because: 

 The resulting controller causes the loading device (e.g., shake table) to imitate the impedance (force-

motion response) of different virtual systems independently of the test article: fundamentally different 

from the traditional MIL algorithms (Section 2.1). 

 Control design is not viewed as a tracking problem but rather to match the impedance of the controlled 

actuator system, as closely as possible, with that of the simulated environment of the test article. This 

fundamentally different approach eliminates the need for tracking controllers 35 , and simplifies 

implementation of force- and acceleration-controlled MIL. 

 High-fidelity mathematical models are developed for the actuators to predict their responses over a 

broad range of frequencies. These models, when used together with the techniques of impedance 

matching, enable explicit treatment of test article-actuator interaction through the term as ,w zwu H w  thus 

eliminating the need for compensators36 that are often designed for a specific test article. 

 Commercial off-the-shelf controller hardware is used, facilitating ready and widespread deployment of 

MIL. The controller is implemented as a state-space system with a few lines of mathematical code, thus 

making implementation of MIL less dependent on the type (and make) of the hardware.  

10.2 Generic process for implementing MIL using impedance matching 

The work presented in this report helps document a generic process for implementing impedance-matching 

MIL for qualification testing of structural systems and other applications. This generic process can be 

parsed into five phases, as outlined below. The sections of this report are organized in sequential order 

describing these phases for the example MIL configuration of 1D base-isolated cylindrical vessel: 

                                                      

35 Tracking controllers enable an actuator to follow a reference displacement/force command. 

36 Actuators are dynamic systems and cannot track a reference command accurately at all frequencies. Compensators 

are often used to address actuator dynamics and improve tracking performance.  
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1. Conceptualization – Section 3: Conceptualizing the MIL system, that is: (i) substructuring the 

dynamic system into components that are to be tested physically and components of the surrounding 

environment that are to be represented virtually, (ii) devising a system of actuators to impose boundary 

conditions representative of the simulated environment on the test article, and (iii) identifying feedback 

and drive signals at the interface.  

2. Characterization – Sections 4 and 5: Characterizing the dynamics of the actuator system and the 

simulated environment. Robust mathematical models can be developed or experimental measurements 

may be used, as applicable. For simulating environments with multiple degrees-of-freedom, reduced-

order models can be developed and only those dynamics of the environment that are significant at the 

interface with the test article need to be considered in modeling the environment. 

3. Design – Section 6: In this report, lowpass filters are used to approximate the MIL controller and 

subsequently enabling its implementation. Alternate pathways to control design may be considered, for 

example, using optimization algorithms to minimize the error in impedance matching (i.e., actuator 

impedance minus environment impedance). Such approaches are being developed by Sivaselvan and 

other co-workers (e.g., control design using linear matrix inequalities by Verma et al. (2019), 

frequency-domain linear programming by Verma et al. (forthcoming)). However, regardless of the 

approach used, the MIL controller must satisfy the three design criteria: (i) the impedance of the 

controlled actuator system (e.g., as as

zw zu uwH H H ) matches, as closely as possible, that of the simulated 

environment ( vs

zwH ), (ii) minimize the controller response at high frequencies where measurement noise 

is typically large and actuator models are of low fidelity, and (iii) the controlled actuator system is 

passive so that the actuator-test article feedback system is stable.. 

4. Implementation – Section 7: Procurement, configuring, and installation of controller hardware, and 

writing MIL programs. When a single piece of hardware is configured to perform both hydraulic control 

and execute MIL programs, as demonstrated in this report, both operations are performed at a rate equal 

to the sampling (or loop) frequency of the controller. Alternately, two different controller hardware, 

one with larger sampling frequency (> 4000 Hz, e.g., NI controllers) and the other with a relatively 

smaller sampling rate (1000 to 4000 Hz, e.g., RMC75E), may be used. This dual-controller 

configuration enables performing only time-critical operations such as hydraulic control on the 

hardware with a larger sampling rate. (The results presented in Section 4 demonstrated that large 

sampling rates are required to fully realize the benefits of ΔP  feedback in hydraulic control). The other 
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controller may be used for executing tasks that can afford computations at relatively smaller sampling 

rates (e.g., solving VS equations). 

5. Validation – Sections 8 and 9: Validating the MIL system, which can be accomplished by directly 

testing the loading device, as considered in Stefanaki (2017), or by coupling the loading device with 

the test article, as demonstrated in this report. The impedance (force-motion response) of the loading 

device at the interface is compared with that of several target virtual systems. Once the controller is 

validated, the focus shifts from the MIL system to the test article. This next phase can be referred to as 

production phase where the test article is subjected to a range of inputs enveloping its likely boundary 

conditions.  

10.3 Key contributions of this report 

This report is a cradle-to-grave demonstration of the impedance-matching approach, for an example 

configuration of 1D base-isolated equipment, from conceptualization, through design, verification, 

implementation, and validation. The main contributions of this research, as identified in Section 1.3, are 

revisited in this subsection for completeness: closing the loop. 

Contribution #1 Advancing impedance-matching MIL framework 

In this report, the impedance-matching approach is extended to perform robustly in a motion 

(acceleration)-controlled setting. The challenges for implementing the MIL controller are identified, 

solutions are proposed, the usefulness of these solutions is evaluated by extensive testing, and a 

framework is developed to identify limitations of such testing. 

 

Contribution #2 Servovalve dynamics deduced from valve specifications 

A practical approach to model servovalve dynamics is adopted in this report. The valve frequency 

response (performance) curve from the MTS specification manual is approximated with a second-order 

transfer function by curve-fitting, as described in Section 4.3.2. The second-order model is seen to predict 

the valve response with sufficient accuracy up to 100 Hz, as indicated by the close agreement between 

the blue and red lines in Figure 4.3b, reproduced below as Figure 10.1. This valve approximation, when 

integrated into the actuator model, resulted in a robust mathematical model of the combined servo-

actuator shake table system (see Section 4.5). The use of higher-order servovalve models is not 
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recommended, particularly for the motion-controlled settings, because the greater the order of the 

servovalve model, the greater the relative degree of  
1

st ,zuH


 and consequently, the more the controller 

needs to be approximated, which compromises performance 

 

Figure 10.1. Modeling of servovalve dynamics using MTS specification curve (MTS, 2003) 

 

Contribution #3 Usefulness of ΔP feedback in improving model fidelity 

Differential pressure, Δ ,P  feedback has long been recognized as a stabilizing measure in hydraulic 

actuator control (e.g., Blondet and Esparza (1988); Rinawi and Clough (1991); Conte and Trombetti 

(2000)). However, in these applications, the ΔP  gain, along with other control gains, was tuned for 

accurate tracking of a reference displacement command. Its potential benefit in terms of added damping 

to the oil-column resonance was not fully utilized. This key feature of the ΔP  feedback is exploited in 

this report and it has been demonstrated that for a sufficiently large value of the ΔP  gain, the effects of 

hydraulic-related (i.e., oil-column) nonlinearities are significantly reduced because of increased oil-

column damping, thus enabling a linear model to predict the system response with high fidelity. Figure 

4.16, reproduced below as Figure 10.2, illustrates the usefulness of ΔP  feedback (with a sufficiently 

large gain) in improving the fidelity of the linear model. For pK  0.0002 V/psi, the agreement between 

the measured and the model responses is poor in the frequency range of 10-40 Hz. As pK  is increased 

to 0.001 V/psi, the accuracy of the linear model is significantly improved. 
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a) Kp = 0.0002 V/psi b) Kp = 0.001 V/psi 

Figure 10.2. Experimental evaluation of the table and vessel system, acceleration responses, different 

values of Kp, water depth 36 inches, Ke = 5 V/in, and τs = 500 μs 

 

Contribution #4 Characterizing effects of controller loop (sampling) frequency 

It was demonstrated in Sections 4.3 and 4.4 that the bandwidth over which the ΔP  feedback is beneficial 

is severely limited by the controller loop frequency, s .f  Figure 4.10, reproduced below as Figure 10.3, 

illustrate the effect of sf  on the frequency response of the shake table, st .zuH  For smaller sampling rates 

(< 2000 Hz, the operating range for most commercial shake tables in the United States), the shake-table 

response is amplified near the oil-column resonance frequencies, counteracting the benefits of added 

damping achieved by the ΔP  stabilization. This outcome is counterintuitive because the loop 

frequencies considered herein are at least 30 times greater than the oil-column frequency and are 

generally thought to not affect table response in this frequency range. Controller loop frequency is an 

important consideration for actuator control because (i) the fidelity of the linear model is greater when 

sf  is large, and (ii) higher oil-column damping can be achieved. 

 

Measured response of the combined table and vessel system

Linear model with first-order approximation of sampling delay
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Figure 10.3. Effect of the controller loop frequency, Ke = 5 V/in, Kp = 0.001 V/psi 

 

Contribution #5 Developing a rational procedure for designing MIL controller 

Some fundamental limitations, such as causality of  
1

st

zuH


 and measurement noise necessitate 

approximations to the MIL controller, which were addressed in this report using lowpass filters. A 

framework was developed for designing the filters based on three criteria: (i) the impedance of the 

controlled actuator system matches, as closely as possible, that of the simulated environment: Constraint 

I, (ii) the controller response is small at high frequencies: Constraint II, and (iii) the controlled actuator 

system must be passive: Constraint III.  

The cutoff frequency of the filter, c ,f  needs to be small enough to limit the controller response at high 

frequencies. However, reducing the value of cf  too much penalizes performance, that is, the output of 

the controlled shake table differs substantially from that of the VS: violating Constraint I. In some cases, 

this deviation may be large enough that although the VS is passive, the controlled shake-table system can 

add energy into the system (violating passivity, Constraint III), again leading to instability. Thus, there 

is range of cutoff frequencies in which both acceptable performance (determined by Constraints I) and 

stability (determined by Constraints II and II) can be achieved. Parts of Figure 9.31, reproduced below 

as Figure 10.4, makes clear these tradeoffs for two filter values: cf  1000 Hz and 50 Hz. 

10000 Hz 4000 Hz 2000 Hz 1000 Hz

significant 

amplification 

when Kp is large
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a) impedance plots, cf  1000 Hz b) controller response, cf  1000 Hz c) Nyquist plot, cf  1000 Hz 

   

d) impedance plots, cf  50 Hz e) controller response, cf  50 Hz f) Nyquist plot, cf  50 Hz 

Figure 10.4. Performance tradeoffs introduced by the lowpass filter, Ke = 5 V/in, Kp = 0.001 V/psi, and fs = 2000 Hz 

the performance tradeoff is 

small when the cutoff 

frequency is large

 st filter vs st

zw w zw zwH H H H 
vs

zwH

the downside is greater 

controller response at high 

frequencies where the 

shake-table model is poor 

and measurement noise of 
w is large

for  fc = 1000 Hz, the 

Nyquist plot lies 

completely in the right 

half-plane confirming 

passivity

the controlled shake table output 

deviates from the VS as the 

cutoff frequency is reduced

 st filter vs st

zw w zw zwH H H H 
vs

zwH

the controller response is 

negligible at high 

frequencies
for fc = 50 Hz, the Nyquist 

plot crosses the imaginary 

axis and enters the left 

half-plane indicating 

instability
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Contribution #6 Simplifying implementation of MIL 

In this report, a single piece of commercial off-the-shelf hardware is used for both hydraulic control and 

executing MIL programs, thus minimizing the hardware, streamlining implementation, and importantly 

making the technology readily deployable at many laboratories. A part of the MIL user program of Figure 

7.9 is reproduced below in Figure 10.5. The code enclosed within dashed red and blue lines is the state-

space implementation of the MIL controller, meaning that the essence of the impedance-matching 

approach is embodied within these few lines of code, which enables control the actuator system (herein 

a shake table) to imitate the impedance of different virtual systems.  

 

Figure 10.5. User program for executing MIL experiments for linear spring-damper systems 

updating states of the 

MIL controllers

computing position 

command to the actuator

reading inputs to the 

MIL controller

implementing Runge-

Kutta integration 

scheme 

VS properties
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Contribution #7 Applying techniques of impedance matching for shake-table testing 

The techniques of impedance-matching are applied for shake-table testing of structural system wherein 

the goal is to track a prescribed acceleration history, g ,a  at the base of the test article. For such testing, 

the controller is reduced to the form:    
g

1 1
filter st filter st st

g ,a zu w zw zuu H H a H H H w
 

   wherein the first 

component,  
g g

1
filter st

g ,a a zuu H H a


  is the control input required for driving the bare shake table (without 

the test article) with an acceleration g .a  The second component,  
1

filter st st ,w w zw zuu H H H w


  compensates 

for the table-structure interaction and ensures tracking of g .a  Parts of Figure 8.5 are reproduced below 

in Figure 10.6 to illustrate the efficacy of the impedance-matching controller for shake-table testing. The 

tracking performance (agreement between the blue and red lines) is excellent even when the mass of the 

test specimen is approximately three times the mass of the shake table: an outcome that is difficult to 

achieve using conventional tuning of shake tables. 

 

   

a) mratio = 1.5, GM1 b) mratio = 2, GM1 c) mratio = 2.5, GM1 

Figure 10.6. Results of acceleration-tracking experiments, different water depths, Ke = 5 V/in, Kp = 

0.001 V/psi,  fc = 80 Hz, τs = 500 μs [2000 Hz] 

 

Contribution #8 Validating impedance-matching controls for motion-controlled setting 

The results presented in Section 9 illustrate that the impedance-matching MIL controller designed herein 

enables the use of a standardized setup (shake table equipped with the MIL controller) for simulating 

boundary conditions corresponding to different seismic isolation systems at the base of a test article: the 

overarching goal of this report. However, accuracy of MIL simulations reduced at high frequencies (> 

15 Hz) backstopping the fact that it is not practically possible to control one dynamic system to imitate 

the impedance (i.e., force-motion behavior) of another across all frequencies. Additionally, there are 

Measured acceleration spectrum Target input acceleration spectrum
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some fundamental limitations to what can be achieved with controls. These limitations to MIL control 

design are framed in Section 9.3 as tradeoffs between performance and stability. The controlled shake-

table system may be capable of imitating some isolation systems with great accuracy, and some systems 

with reduced accuracy but ensuring stability, whereas it may not be possible to imitate some systems 

regardless of what filter properties (or other form of approximations) are used. These limitations are not 

a feature of a particular approach to control design (e.g., impedance matching) but are driven by how 

different the shake-table and the VS dynamics are. 

10.4 Closing remarks, open questions, and avenues for future enhancement 

Despite careful analysis in this report of robust performance as well as limitations of the impedance-

matching approach, there remain some open questions. The foundation laid in this report also opens avenues 

for advancing the impedance approach. These are outlined below. 

 Passivity analysis for nonlinear virtual systems: The concept of passivity was introduced in this report 

as a framework for stability analysis of a MIL system. However, it was applied explicitly to only linear 

virtual systems. This concept could be extended to nonlinear virtual systems by considering a linear 

model of the shake table in feedback with (i) the physical test article, and (ii) the nonlinear part of the 

VS model (an extension of the idea illustrated in Figure 5-3). Extending the passivity-based analysis to 

nonlinear VS would help characterize the associated stability margins and tradeoffs. 

 Oscillatory response when imitating stiff isolation systems: Experimental results presented in Section 

9.3 showed that larger initial stiffness, i ,k  of the isolation system is associated with greater likelihood 

of oscillatory shake-table response. This explains the more oscillatory (high frequency) behavior of the 

table when imitating Friction Pendulum bearings than lead-rubber or spring-damper bearings. It is 

likely that these effects could be characterized using passivity analysis. Although passivity has been 

discussed in this report as a binary concept (i.e., a system is either passive or not), there are degrees of 

passivity denoted using passivity indices. The “more” passive a system is, the more likely its 

approximation will remain passive. A question to explore is whether greater oscillatory response 

corresponds to less passivity. 

 Source of reaction feedback measurement and goodness of MIL: Figures C-1 through C-3 show that 

both direct measurement of reaction feedback via load cells and indirect estimation based on a free-

body diagram of the shake table are both effective for MIL. In this report, close agreement (qualitative) 
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between the VS and the shake-table responses for a given w  has been  used as an indicator for 

‘correctness’ or ‘goodness’ of MIL. However, these two sources of feedback measurement result in 

slightly different w  for MIL computations, and consequently, a slightly different response of the VS. 

Test results in Figures C-1 through C-3 allow a reader to conclude that MIL performance (agreement 

between the VS and the shake table response) is good in both cases although the target response of the 

VS is slightly different. This raises a question of whether a more quantitative-based indicator is needed 

to assess the correctness (or goodness) of a MIL simulation. 

 Damping of virtual systems: The virtual systems considered in this report are highly damped. It would 

be beneficial to understand the implications of using lightly damped VS on the kinds of tradeoffs 

(between performance and stability) discussed in Section 9, again in terms of passivity. 

 Optimization-based control design: In this report, the MIL controller was designed using filter 

approximations. Alternate approaches to control design such as linear-programming optimization 

(Verma et al., forthcoming) could be developed to design a MIL controller as an optimal tradeoff 

between performance and stability. The manual filter-based design approach presented herein serves as 

a good starting point to help establish meaningful objective functions and constraint parameters for 

such optimization-based methods. 

 Fundamental limitations to controls: It has been emphasized throughout this report that there are 

fundamental limitations to what can be achieved using controls. It is not possible to control a given 

actuator system to imitate any desired virtual system with great accuracy across a broad frequency 

range. There may be virtual systems that cannot be imitated by a given actuator regardless of the control 

design approach (e.g., filter, optimization) because at least one of the three design constraints (i.e., close 

resemblance to the VS, low controller response at high frequencies, and passivity of the controlled 

actuator system) is violated. The options then are either to accept a very poor approximation of the VS 

or change the physical parameters of the shake table (i.e., use a different shake table). 

 Extension and validation of the impedance-matching approach to multi-axis configurations: An 

important extension of the impedance-matching approach is to multi-axis configurations (e.g., 2DOF 

shakers of Kote (2019) connecting electrical bus conductors (see Figure 2-3), 6DOF shake tables at the 

University at Buffalo). Implementation and validation in multi-axis configurations will be an important 

step towards widespread and general use of MIL in qualification testing applications.
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APPENDIX A  

CALIBRATION OF LOAD CELLS 

A.1 Calibration setup 

This appendix describes the procedure used to calibrate the reaction load cells (LCs) for the model-in-the-

loop (MIL) experiments. Four load cells, numbered LC-03, LC-06, LC-08, and LC-14, were selected from 

the UB SEESL inventory. The load cells are fabricated from a 0.25-inch-thick cylindrical steel tube with 

attachment plates bolted at top and bottom. Drawings of the load cell assembly are presented in Figure 3.5. 

The load cells measure reaction forces and moments from strain gauges wired in a Wheatstone bridge. 

Bracci et al., (1992) provides detailed information on the wiring of the strain gauges. The axial, shear, and 

moment ratings are  40 kip,  5 kip, and  40 kip-in, respectively.  

The load cells are calibrated in horizontal shear using the Tinius Olsen Tension-Compression Testing 

machine at the University at Buffalo. Three units are bolted together and horizontally supported per the 

configuration shown in Figure A.1 The LCs to be calibrated are placed at the ends of the assembly. Steel 

rods are placed above and beneath the end LCs to simulate a two-point loading condition. A certified tension 

and compression load cell (Honeywell, Model IC48), is used as a reference LC and placed atop a thick 

steel plate resting on the rollers. A solid steel stub is used to transfer the load from the tension-compression 

machine to the reference LC. The configuration of Figure A.1 results in uniform shear force in the end LCs 

and uniform moment in the central LC. From equilibrium, an axial load P  applied on the reference load 

cell will result in a shear force of 0.5P  in the end LCs. 

 

Figure A.1. Calibration setup for the load cells 

steel stub

reference LC

support LC

calibrated LC

steel plate

steel rod

https://stevenengineering.com/Tech_Support/PDFs/31SENSOLOAD.pdf
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A.2 Calibration procedure 

The MIL experiments involved unidirectional horizontal loading, hence only the shear-x ( xS ) channels 

were calibrated. The xS  channels were conditioned using 2310 Vishay signal conditioning amplifiers prior 

to connecting them to the Pacific 6000 data acquisition and control system. A two-point Engineering Unit 

(EU) calibration scheme was adopted as follows:  

 The LC-03 and LC-06 units were calibrated first. In the unloaded configuration, the Wheatstone circuit 

was balanced and any residual voltage was set to zero. This corresponds to the first calibration point 

and an EU value of 0 kip was entered in the acquisition system. 

 The load was slowly increased until the reference LC read 2 kip. (The corresponding shear force in the 

end LCs will be 1 kip each). At this load, the voltage from the xS  channels of the end LCs was 

measured using a voltmeter.  

 The gain on the signal conditioners was adjusted to obtain an output voltage of 5 V for the applied 1-

kip shear force, that is, a calibration factor of 0.2 kip/V. (For this gain, each LC can measure a maximum 

shear force of 2 kip corresponding to the maximum 10 V signal. The anticipated shear demands in the 

MIL experiments are less than 1.25 kip.) 

 The loaded configuration is the second calibration point and an EU value of 1 kip was entered in the 

acquisition system. The gain on the signal conditioners was noted for use in the MIL experiments. 

 After the calibration process was completed, the system was loaded to 2.5 kip and then unloaded at a 

speed of 0.1 kip/sec. The calibrated and reference LC readings were recorded at 0.01 sec intervals 

during the unloading process to generate calibration charts.  

 Steps 1 through 5 were repeated for the other pair of load cells:  LC-08 and LC-14. 

Table A.1 reports the gain and shunt voltage values for the four LCs. The calibration data recorded during 

the unloading process are presented in Figure A.2. The reference LC reading is plotted on the x-axis and 

the xS  reading from the calibrated LC on the y-axis. The blue solid line is the calibrated slope and the red 

dashed line is the idealized slope. The close agreement between the two slopes implies that the calibration 

holds over the range of shear force anticipated in the MIL experiments, that is, 0 to 1.25 kips. 

 

 

http://www.vishaypg.com/docs/11255/syst2300.pdf
http://www.pacificinstruments.com/data-acquisition-enclosures.html
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Table A.1. Gain and shunt voltage values after calibration 

Load cell ( xS  channel) Gain (1000) Shunt voltage (V) 

LC-03 595 10.22 

LC-06 586 9.90 

LC-08 521 9.03 

LC-14 807 9.76 

 

 

  

a) LC-03 b) LC-06 

  

c) LC-08 d) LC-14 

Figure A.2.Calibration charts for the shear-x channels 
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APPENDIX B  

CONFIGURING THE CONTROLLER HARDWARE AND SOFTWARE 

WITH THE TEST SYSTEM 

B.1 Controller hardware definitions and loop settings 

This appendix presents: (i) a step-by-step procedure for configuring the RMC75E controller hardware and 

(ii) important control definitions in the RMCTools (software system used by the RMC controllers). Upon 

creating a new project in the RMCTools, a controller wizard appears on the screen to add information on 

the controller and its hardware modules, as shown in Figure B.1. It includes information on the controller 

family (RMC70 series), CPU (RMC75E), axis module (AA1), and the expansion modules (AP2 and A2). 

The controller is assigned automatically a name per the order in which these modules are installed, from 

left-to-right: RMC75E-AA1-AP2-A2-A2-A2.  

 

Figure B.1.Controller wizard in the RMCTools 

After adding the controller information, a project pane window appears on the screen, providing an 

hierarchical overview of (and access to) all features of the RMCTools Project (see Figure B.2): Modules, 

Axes, Programming, Curves, Plots, Event Log etc. The Modules tab presents information on the controller 

hardware units, and facilitate defining key CPU properties such as loop time. The Axes tab is used to 

create/edit axis definitions (see Section 7.2.3). The Programming tab contains a list of user programs, user 

functions, and variable table editor used in the project. The Curve tab help upload/modify/create data curves 

to be used by the user programs (e.g., multisine time series or input acceleration histories). 

https://deltamotion.com/support/webhelp/rmctools/index.htm#t=RMCTools%2FComponents%2FWizards%2FNew_Controller_Wizard%2FWizard_New_Controller__Welcome.htm&rhsearch=controller%20wizard&rhhlterm=controller%20wizard&rhsyns=%20
https://deltamotion.com/support/webhelp/rmctools/RMCTools/Components/Project/RMCTools_Project_File.htm


 

202 

 

 

Figure B.2. Project pane window in the RMCTools 

B.2 Axis Tool window 

The Axis Tools window (Project pane  Axes  Axis Tools) displays status registers and parameters of 

each axis, as shown in Figure B.3. Axis status registers are read-only and helps monitor the actuator 

parameters (e.g., position, velocity). The axis parameters are read-write registers providing information on 

the axis configuration (e.g., display units, sensor calibration factors for converting volts to engineering 

units, +ve and -ve stroke limits for the control axis).  

 

Figure B.3. Axis tools window in the RMCTools 

Presents information on the hardware modules. To view or change 

modules, double-click View/Change Modules. To change CPU 

properties, such as loop time, double click RMC75E (CPU).

Contains axis related tools such as axis status registers and parameters. 

The status registers provides information on the status of each axis in the 

RMC. The axis parameters provide information on the axis configuration.

Contains information related to user-programming. Create variables, 

program triggers, user functions for repetitive arithmetic, user programs for 

executing a series of motion/non-motion commands in a sequential order.

Curves are created in the RMCTools to issue complex motion commands to 

the actuator. The plots tool enables visualizing and plotting multiple axes 

registers in real time. The event log is used for troubleshooting. It logs 

issued commands, and errors related to the axis halts.

Calibration factors

See Table 8-1

Custom position 

feedbackValve command, uv

Reference axes, no 

control output
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B.3 Control gains definitions  

The control gains are specified in the RMCTools using the tuning wizard (see Figure B.4). The gain values 

are entered as % of the maximum valve command (i.e., % of 10 V/). For example, if e 5K   V/in, the gain 

value is specified as 50 (i.e., 50% of 10 V). The derivative, integral, and feedforward gains are set to zero. 

 

Figure B.4. Control gains definitions in the RMCTools 

B.4 Issuing motion commands to the RMC 

RMCTools includes a rich set of pre-programmed commands to perform simple actuator moves. Motion 

commands are issued to the RMC controller: (i) directly using the command tool, (ii) via user programs 

(see Section 7.3), and (iii) using an external PLC. Figure B.5 presents some example pre-programmed 

commands issued directly using the command tool. Note that motion commands can be issued only to a 

control axis. 

   

a) move absolute motion command   

(closed loop) 

b) sine start motion command  

(closed loop) 

c) direct output command 

(open loop) 

Figure B.5. Issuing motion commands to the RMC using the command tool 

https://deltamotion.com/support/webhelp/rmctools/Starting_Up_the_RMC/Tuning/Tuning_Wizard.htm
https://deltamotion.com/support/webhelp/rmctools/RMCTools/Components/General_Tools/RMCTools_Command_Tool.htm
https://deltamotion.com/support/webhelp/rmctools/Programming/User_Programs/User_Program_Overview.htm
https://deltamotion.com/support/webhelp/rmctools/Programming/issuing_commands.htm
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APPENDIX C  

EVALUATION OF GOODNESS OF MIL SIMULATIONS FOR 

DIFFERENT SOURCES OF FEEDBCK MEASUREMENTS 

C.1 Different sources for feedback measurement  

This appendix evaluates goodness (or correctness) of MIL simulations for different sources of feedback 

measurement. The presentation is similar to that of Section 8.3.2diss for the prescribed acceleration tracking 

experiments (i.e., vs gz a ). The following cases for feedback measurement are considered: 

i). The feedback force from the reaction load cells, LC ,w  is used as input to both the VS numerical model 

for calculating the target vsz  and to the MIL controller for calculating the control input, .u  The MIL 

controller then takes the form:    
1 1

filter st filter st st

vs LC ,z w z zu w zw zuu u u H H z H H H w
 

    where zu  

corresponds to the control input required to apply target vsz , and wu  compensates for the table-test 

article interaction. Experimental results for this case are presented in Section 9.3. 

ii). The feedback force is calculated from force equilibrium of the shake table, as the actuator force minus 

the table inertia, FE p st expΔ ,w A P m z   for subsequent use in both VS and MIL-related calculations. 

(This equilibrium equation assumes frictional forces in the shake table are negligible.) 

iii). The feedback force from the load cells, LC ,w  is used to calculate the target VS acceleration (like case 

i)) but its contribution in calculating the control input is ignored (unlike case i)). Put differently, the 

table-test article interaction is ignored, that is 0wu   and the control input  
1

filter st

vs .z z zuu u H H z


   

C.2 Results 

Figures C-1, C-2, and C-3 illustrate the effect of different sources of feedback measurements for imitating 

spring-damper (SD), lead-rubber (LR), and Friction Pendulum (FP) isolation systems, respectively, whose 

properties are presented in Tables 9-1, 9-2, and 9-3, and summarized below in Table C-1 wherein isolator 

strength and stiffness are bracketed as either high (H), moderate (M), or low (L).   

Table C.1.  Bracketing of isolation systems introduced in Section 9 

 SD1 SD2 SD3 LR1 LR2 LR3 FP1 FP2 FP3 

Strength L M H L M H L M H 

Stiffness L M H L M H L M H 
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a) SD1, LCw  b) SD1, FEw  c) SD1, w 0u   

   

d) SD2, LCw  e) SD2, FEw  f) SD2, w 0u   

   

g) SD3, LCw  h) SD3, FEw  i) SD3, w 0u   

Figure C.1. Effect of different sources of feedback measurement on MIL performance imitating SD isolation 

systems for GM1 

Measured acceleration spectrum Target input acceleration spectrum

LCw

inertia st stF m z
p
ΔA P

st st
m z

 is ignoredw

The effect of 

ignoring table-

structure interaction 

is negligible 

The slight difference 

in the target VS 

acceleration is 

because the two 

cases utilized 

different feedback 

measurements 

The effect of 

ignoring table-

structure interaction 

is noticeable unlike 

for SD1 and SD2. 
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a) LR1, LCw  b) LR1, FEw  c) LR1, w 0u   

   

d) LR2, LCw  e) LR2, FEw  f) LR2, w 0u   

   

g) LR3, LCw  h) LR3, FEw  i) LR3, w 0u   

Figure C.2. Effect of different sources of feedback measurement on MIL performance imitating SD isolation 

systems for GM1 

Measured acceleration spectrum Target input acceleration spectrum

LCw

inertia st stF m z
p
ΔA P

st st
m z

 is ignoredw

The difference in 

the target VS 

acceleration is 

because the two 

cases utilized 

different feedback 

measurements 
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a) FP1, LCw  b) FP1, FEw  c) FP1, w 0u   

   

d) FP2, LCw  e) FP2, FEw  f) FP2, w 0u   

   

g) FP3, LCw  h) FP3, FEw  i) FP3, w 0u   

Figure C.3. Effect of different sources of feedback measurement on MIL performance imitating SD isolation 

systems for GM1 

Measured acceleration spectrum Target input acceleration spectrum

LCw

inertia st stF m z
p
ΔA P

st st
m z

 is ignoredw

The effect of ignoring 

table-structure 

interaction is noticeable 

for all three FP isolation 

systems 
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The spectra in blue are generated from the measured acceleration of the shake table and the spectra in red 

are the target acceleration responses of the VS model. For the nine isolation systems considered herein, the 

MIL performance is similarly accurate for cases i) and ii), as shown by the close agreement between the 

blue and red spectra for frequencies less than 20 Hz in panels a), b), d), e), g), and h). An interesting 

observation being although the input motion and the VS properties are the same for cases i) and ii), the 

computed target VS acceleration, vs ,z  is slightly different, particularly for high-strength, high-strength 

systems (e.g., SD3, Figures C-1g and C-1h). The difference is because the two test cases utilized different 

feedback measurements, LCw  and FE ,w  which are close but not identical. In this report, close agreement 

(qualitative) between the VS and the shake-table responses for a given w  has been used as an indicator for 

‘correctness’ or ‘goodness’ of MIL. Results in Figures C-1 through C-3 allow a reader to conclude that MIL 

performance (agreement between the VS and the shake table response) is good in both cases although the 

target response of the VS is slightly different. This raises a question of whether a more quantitative-based 

indicator is needed to assess the correctness (or goodness) of a MIL simulation. 

The results presented in panels c), f), and i), where w 0,u   show that the effect of ignoring table-test article 

interaction is minimal when imitating low-strength, low-stiffness systems (e.g., Figure C-1c presented for 

the SD1 system) but considerable when imitating high-strength, high-stiffness systems (see Figures C-1i, 

C-2i, and C-3i), because the interaction force is greater for high-strength, high-stiffness systems, and 

requires compensation for table-test article interaction via w .u  
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