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Random Processes

Definitions;:

A random process is a family of random variables indexed by a parameter t 0 T, where T is called the index
set.

Experiment outcome is A;, which is a whole function X(t, A;) = x;(t). this real-valued function is called a
sample function. The set of all sample functions is an ensamble.
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Statistics of Random Processes

|. Distributions and Densities

Random process X(t). For a particular value of t, say t,, we have a random variable X(t;) = X;. The
distribution function of this random variable is defined by

Fy(X{it) = P{X(t) <x4}, and is called the first-order distribution of X(t).

The corresponding first-order density function is f(X4;t;)= aiXFx(xl;tl).
1

For t; and t,, we get two random variables X(t;) = X; and X(t,) = X,. Their joint distribution is called the
second-order distribution:

Fy(X1: Xoitq, 1) = P{X(t) < x4, X(t,) < X5}, with corresponding second-order density function

62

fy(Xps Xoity, ) = %,0%, Fy(Xq: Xoitq, 1)

The nth-order distribution and density functions are given by

Fy(Xqs Xor oo Xt Uy, ooy 1) = PEX(t) < X, X(E) < %o, ..y X(t) <X}, and

n

_ 0
axlax2 ... axn

fX(xl, Xoy «o Xpityy Toy v tn) Fx(xl, Xoy «o Xpitys toy v tn).
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[I. Statistical Averages (ensamble averages)
The mean of X(1) is defined by E[ X(1)] = X(t) = J' x fy(x;t)dx.

The autocorrelation of X(t) is defined by

Ryx(ty to) = E[X(t)X(t)] = Loo J'_oo X1 X F o (Xqs Xostq, to)dX, dXs .

The autocovariances of X(t) is defined by

CXX(tl’ tz) = E{ [X(t]_) - )_((t]_)] [X(tz) - >_((t2)]} = Rxx(t]_’ tz) - )_((tl) )_((tz)

The nth joint moment of X(t) is defined by

E[X(t)X(t))... X(t)] = J’ I Xq X X Fsd(Xqs Xo, ooy X5ty Uy, iy T)AX OX, L dX

00 J —

[ll. Stationarity
Strict-Sense Stationarity

A random process X(t) is called strict-sense stationary (SSS) if the statistics are invariant w.r.t. any time

shift, i.e. fy(Xy, Xo, ooy Xty by s t) = Fy(Xg, X, s Xty ¥ G 1+t +0)

It follows fy(xq;t) = fy(Xqty +¢) for any c,hence first-order density of a SSS X(t) is independent of time
tr fy(Xt) = fy(Xq). Similarly, fy(Xq, Xo5ty, 1) = fy(Xq, X55t + €, 15+ C).

By setting ¢ = —t;, we get fy(Xq, Xo5t1, 1) = fy(Xq, X55t5 =) Thus, if X(t) is SSS, the joint density of the
random variables X(t) and X(t + 1) is independent of t and depends only on the time difference t.
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Wide -Sense Stationary

A random process X(t) is said to be wide-sense stationary (WSS) if its mean is constant (independent of
time) E[ X()] = X, and its autocorrelation depends only on the time difference 1. E[ X() X(t+ 1)] = Ry x(T)

As a result, the auto covariance of a WSS process also depends only on the time difference t:

Setting T = 0 in E[X()X(t+T1)] = Ryy(T) results in E[ X4(t)] = Ryx(0) . The average power of a WSS
process is independent of time t, and equals Ry(0).

An SSS process is WSS, but a WSS process is not necessarily SSS.

Two processes X(t) and Y(t) are jointly wide-sense stationary (jointly WSS) if each is WSS and their cross-
correlation depends only on the time difference T:

Ryy(t: t+1) = E[X(DY(t+T1)] = Ry\(1) Also the cross-covariance of jointly WSS X(t) and Y(f) depends
only on the time difference t:

Cy (D) = Ry (1) = XY.

V. Time Averages and Ergodicity

The time-averaged mean of a sample function x(t) of a random process X(t) is defined as

)

T/2
k(YO = lim 1—1_ J' x(t)dt, where the symbol [ denotes time-averaging.
-T/2

Similarly, the time-averaged autocorrelation  of the sample function x(t) is
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X()X(t+ )= lim :J X(H)Xx(t + 1)t
wl)_T/2

—

Both [X(t)Oand x(t)x(t + T)Uare random variables since they depend on which sample function resulted
from experiment. then if X(t)is stationary:

E[ ()0 = I|m —J' E[x(t)]dt = X.

The expected value of the tlme-averaged mean is equal to ensamble mean.

Also E[ ()x(t+ 1) = I|m —J’ E[x(t)x(t+t)]dt = Ryx(D),

the expected value of the tlme-averaged autocorrelation is equal to the ensamble autocorrelation.

A random process X(t) is ergodic if time-averages are the same for all sample functions, and are equal to
the corresponding ensamble averages.

In an ergodic process, all its statistics can be obtained from a single sample function.
A stationary process X(t) is called ergodic in the mean if k(H)0= X,

and ergodic in the autocorrelation  if [X()X(t+ )= Ry (T).

Correlations and Power Spectral Densities

Assume all random processes WSS:

|. Autocorrelation Ryx(T):
Ryx(T) = E[X()X(t+T1)].

Properties of Ry y(T): Ryy(=T) = Ryy(T), |Rxx(t)| < Ryx(0), Ryx(0) = E[ X4(1)] .
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. Cross-Correlation Rey(T): Ry A1) = E[X()Y(t+T1)].
Properties of Ry \(T): Ryy(=T) = Ry (1), |RXY(T)| < JRXX(O) Ry (0), |RXY(T)| < %[RXX(O) +Ry(0)] .

I1I. Autocovariance Gex(T): Cyy((T) = Ryy(T) — X2

IV. Cross-Covariance @y(T): Cy(T) = Ry (1) - XY.

Two processes are (mutually) orthogonal  if Ry\(t) = 0, and uncorrelated if Cy\(t) = 0.

V. Power Spectrum Density,§ (w):

The power spectral density  Sxx (w) is the Fourier transform of Ryx (1) Syy(w) = I RXX(T)e—j Widr. Thus

Rux(®) = 5> fm Sy o (@) 9Tdo.
Properties: real,Syy(w) =0 , even fnS,y(—w) = Syy(w) ,

(Parseval’s type relation)leTJ’oo Syx(W)dw = Ry (0) = E[ X2(1)]

VI. Cross Spectral Densities

Sy (W) = J’°° Ry (D)e19TdT, S, o) = J'°° Ry (1) e 9T
Therefore: Ryy(1) = > IioSXY(w)eijdw,RYX(T) = = fwsyx(w)eimdm.

Since Ry (T) = Ryy(—T), then Sy (@) = Syy(—w) = SEy(w) .
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Random Processes in Linear Systems

I. System Response:

00

LTI system with impulse response h(t), and output Y(t) = L[ X(t)] = h(t) gX(t) = I h({) X(t—¢)dC.

[I. Mean and Autocorrelation of Output:

o0 o0

ELYO] = YO = B[ hOX(-0&k] = [ hQE(X(-0]d = [ hQX(I-Ok = h() 0X().

Ryt t) = ELQY(R)] = E[[ [ HONGX(t, ~9X(t, - W(&)du] =

00

I_oo :, h(Q)h(W E[ X(t, — Q) X(t, —p)]dldp = fw J’io Q) (W) Ry (ty =, ty — H)dZd

If input is WSS then E[Y(9)] = Y =I N XdZ = )_(I h(¢)dZ = XH(0), the mean of the output is a cons.

Ryt ) = [ [ NONMIRyty =ty + LR, Ry = [ [ ONMIRy(T +{—H)cdu Y WSS

[Il. Power Spectral Density of Output:

o 00

Syy(@) = j:o Ryye@tde = [ [ " BN Ry (T + 2~ eI OTdraZdp = (@) 2S5 ()

—00

Ry (D) = %TJ’_OO SYY(w)ej‘*’wa = %TJ'_OOIH((»)IZSXX(w)erwa. Average power of output is:

ELYA0] = Ry = 5[ H@IPSiwdo
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Special Classes of Random Processes

|. Gaussian Random Process:

[l. White Noise:

A random process X(t) is white noise if Syy(w) = g . Its autocorrelation is Ry (1) = gé(r).

[1l. Band-Limited White Noise:

. - . . E ﬂ, || < W
A random process X(t) is band-limited white noise if Syy(w) = 0 2 B .
| E 0, |w>wg
= — dalwt = —
Then Ry (1) an_sze dw o ot
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IV. Narrowband Random Process:

Let X(t) be WSS process with zero mean. Let its power spectral density Syy(w) be nonzero only in a
narrow frequency band of width 2W which is very small compared to a center frequency w,, then we have a
narrowband random process. When white or broadband noise is passed through a narrowband linear filter,
narrowband noise results. When a sample function of the output is viewed on oscilloscope, the observed
waveform appears as a sinusoid of random amplitude and phase. Narrowband noise is conveniently
represented by X(t) = V(t)cogwt +@(t)], where V(t) and ¢(t) are the envelop function and phase
function, respectively. From trigonometric identity of the cosine of a sum we get the quadrature
representation of process:

X(t) = V(t)cosp(t) cosw, t — V(1) sing(t) sinw t = X (t) cosw t — X(t) sinw,!

where

X)) = V()cospt), in—-phase component
X{t) = V(Ysing(t), qudrature component

V() = X210 + X2(0)
()]

Qt) = atanx—(t)
Cc

To detect the quadrature component X (t) , and the in-phase component X(t) from X(t) we use:
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Low-pass
R ) B 9
I 2coswc t
Low-pass
> ™ Filter — Xt
-2sin - wet

Properties of X (t)and X(t)

1- Same power spectrum:
D S)(X(w_wc) + S)(X((D+ (DC)’ | (A)| < W

Sy (@) = Sy (@) = 0
O 0, else

2- Same mean and varianceX{$)
¥ =X =X = 2 — g2 =2
Xc = Xg = X =0, and og = 0y = 0%

3- X (t) andX(t) are uncorrelated[ X (t)X(t)] = 0
4- If input process is gaussian, then so are the in-phase and quadrature components.

5- If X(1) is gaussian, then for a fixéadV(t) is a random variable with Rayleigh distribution, agft)

variable uniformly distributed ovef0, 21]

iS a random




