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ABSTRACT
The requirements of multimedia underwater monitoring applica-
tions with heterogeneous traffic demands in terms of bandwidth
and end-to-end reliability are considered in this article. To address
these requirements, a new medium access control protocol named
UMIMO-MAC is proposed. UMIMO-MAC is designed to i) adap-
tively leverage the tradeoff between multiplexing and diversity gain
according to channel conditions and application requirements, ii)
select suitable transmit power to reduce energy consumption, and
iii) efficiently exploit the UW channel, minimizing the impact of
the long propagation delay on the channel utilization efficiency.

To achieve the objectives above, UMIMO-MAC is based on a
two-way handshake protocol. Multiple access by simultaneous and
co-located transmissions is achieved by using different pseudo or-
thogonal spreading codes. Extensive simulation results show that
UMIMO-MAC increases network throughput, decreases channel
access delay, and decrease energy consumption compared with ex-
isting Aloha-like MAC protocols for UW-ASNs.

Categories and Subject Descriptors
C.2.2 [Computer-Communication Networks]: Network Proto-
cols

General Terms
Design, Performance

Keywords
Underwater acoustic sensor networks, Medium access control, Mul-
tiple input multiple output

1. INTRODUCTION
Multimedia underwater sensor networks [1] would enable new

applications for underwater multimedia surveillance, undersea ex-
plorations, video-assisted navigation and environmental monitor-
ing. However, these applications require much higher data rates
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than currently available with acoustic technology, and more flexi-
ble protocol design to accommodate heterogeneous traffic demands
in terms of bandwidth, delay, and end-to-end reliability.

To accommodate such traffic demands, we propose to leverage
the potential of multiple-input-multiple-output (MIMO) transmis-
sion techniques on acoustic links, and develop a new cross-layer
medium access control (MAC) protocol to flexibly exploit the po-
tential performance increase offered by MIMO links under the unique
challenges posed by the underwater environment.

The MIMO transceiver technology, also known as smart antenna
technology, has attracted considerable attention in radio-frequency
(RF) communications [29]–[27]. Instead of mitigating the impact
of multipath fading, MIMO systems can exploit rich scattering and
multipath fading to provide higher spectral efficiencies without in-
creasing power and bandwidth. Hence, MIMO technology has the
potential to take advantage of the rich scattering and multipath of
the underwater acoustic environment to increase data transmission
rates and improve link reliability.

This idea has also been recognized by the underwater acous-
tic communication community in recent years. In [23], [12], and
[15], the feasibility of MIMO systems and related spatial coding
and modulation was tested for underwater acoustic communica-
tions and a significant performance improvement was demonstrated
compared with the conventional SISO system architecture. How-
ever, the existing literature focuses mostly on experimental study
[23]–[24], with very limited previous work on system performance
analysis [31]. Importantly, no previous effort has studied the im-
pact of MIMO transceivers on the design of higher-layer commu-
nication protocols.

For these reasons, the objective of this paper is to explore the
capabilities of underwater MIMO links, and to leverage these from
the perspective of higher layer protocols, and in particular at the
medium access control layer, with a cross-layer design approach.
In particular, in this work:

1. We identify how the capabilities of MIMO links, in particu-
lar the tradeoff between transmission data rate and link error
probability, impact MAC protocol design in UW-ASNs;

2. We develop a new MAC layer protocol called UMIMO-MAC
that leverages MIMO capabilities. In particular, UMIMO-
MAC is fully distributed and relies on lightweight message
exchange. Moreover, following a cross-layer design approach,
UMIMO-MAC adapts its behavior to the condition of envi-
ronmental noise, channel, and interference to maximize the
network throughput or minimize the energy consumption,
according to the Quality of Service (QoS) requirements of
the traffic being transmitted;



3. We show how the principles that UMIMO-MAC is based
upon can constitute basic building blocks to provide differ-
entiated levels of QoS in underwater networks, and advance
in the direction of studying feasibility, limits, and solutions
to transport multimedia traffic in underwater networks.

We emphasize that, to the best of our knowledge, our work con-
stitutes the first research effort to develop higher-layer communica-
tion protocols for underwater networks with MIMO links.

The remainder of this paper is organized as follows. In Section
2, we review recent literature on MAC layer protocols for underwa-
ter acoustic networks and on protocol design for wireless networks
with MIMO links. In Section 3, we introduce an underwater acous-
tic MIMO transceiver model. In Section 4, our proposed MAC
protocol named UMIMO-MAC is introduced. In Section 5, we as-
sess the performance of the proposed solutions through simulation
experiments. Finally, in Section 6, we draw the main conclusions.

2. RELATED WORK
Apart from studies concerned with acoustic communications at

the physical layer [14][25], recent research has concentrated on de-
veloping solutions at the medium access control (MAC) and net-
work layers of the protocol stack. In [19], we proposed UW-MAC,
a distributed MAC protocol tailored for UW-ASNs, which aims at
achieving high network throughput, low channel access delay, and
low energy consumption. UW-MAC is a transmitter-based code-
division multiple access (CDMA) scheme that incorporates a novel
closed-loop distributed algorithm to set the optimal transmit power
and code length. In [16], Slotted FAMA, a protocol based on a
channel access discipline called floor acquisition multiple access
(FAMA), which combines both carrier sensing (CS) and a dialogue
between the source and receiver prior to data transmission, is pro-
posed. In [13], a hybrid medium access control protocol for under-
water networks is proposed, which includes a scheduled portion to
eliminate collisions and a random access portion to adapt to chang-
ing channel conditions.

In [20], we investigated the problem of data gathering in a three-
dimensional network architecture at the network layer by consid-
ering interactions between the routing functionality and the char-
acteristics of the underwater acoustic channel. Two distributed
routing algorithms were introduced for delay-insensitive and delay-
sensitive applications. In [18], the cross-layer interactions between
the solutions in [19] and [20] are studied. In [9], tradeoffs in the de-
sign of energy efficient routing protocols for underwater networks
are studied. In particular, an analysis is conducted to show the
strong dependence of the available bandwidth on the transmission
distance, which is a peculiar characteristics of underwater environ-
ment [26]. Furthermore, the paper studies the relationship between
the energy consumption of acoustic modems in various modes, i.e.,
transmit, receive and idle, which is different than that of terrestrial
radio transceivers. Other significant recent studies on underwater
networks have considered delay-reliability tradeoff analysis for un-
derwater networks [32] and the benefits achievable from coopera-
tive communications [3].

Previous work has focused on developing MAC protocols for
terrestrial wireless ad hoc networks with MIMO links. In particu-
lar, in [28], centralized and distributed MAC protocols for ad hoc
networks with MIMO links called Stream-Controlled Medium Ac-
cess (SCMA) are proposed. Throughput is increased by simul-
taneously transmitting multiple independent data streams on the
same channel. In [17], a MIMO MAC protocol for ad hoc net-
works named MIMOMAN is proposed. The network throughput
is enhanced by allowing simultaneous multiple communications at

Figure 1: Underwater acoustic MIMO communications be-
tween a transmitter and a receiver

a higher data rate. However, the protocols in [28] and [17] do not
consider the requirements of multimedia traffic, and consequently
are not designed to leverage the multiplexing-diversity tradeoff typ-
ical of MIMO systems. In [11], a MAC protocol for MIMO ad
hoc networks that considers the effect of spatial correlation on the
system throughput is proposed. Links contend for the channel se-
quentially and then transmit data packets simultaneously. Stations
use request-to-send (RTS) and clear-to-send (CTS) packets to re-
serve channel and evaluate the signal to interference and noise ratio
(SINR) during contention slots. However, long contention periods
are not suitable for underwater networks because of the high prop-
agation delay.

3. SYSTEM MODEL
In this section, we first briefly describe the unique characteristics

of acoustic propagation. Then we introduce an underwater acoustic
MIMO transceiver model, and discuss the fundamental multiplex-
ing and diversity tradeoff.

3.1 Underwater Propagation Model
Underwater acoustic propagation [30] is substantially different

from its RF counterparts [29], which makes QoS delivery of multi-
media content a challenging, and largely unexplored, task. Specif-
ically, underwater acoustic communications are mainly influenced
by transmission loss, multipath, Doppler spread, and high propa-
gation delay. The transmission loss TL(d, f) [dB] that a narrow-
band acoustic signal at frequency f [KHz] experiences along a dis-
tance d [m] can be described by the Urick model [30]:

TL(d, f) = χ · Log(d) + α(f) · d + A. (1)

In (1), the first term account for geometric spreading. The second
term accounts for medium absorption, where α(f) [dB/m] repre-
sents an absorption coefficient. The last term, expressed by the
quantity A [dB], is the so-called transmission anomaly. More de-
tails can be found in [7, 10].

3.2 Acoustic MIMO Transceiver Model
We consider an underwater acoustic sensor network in which

each node has MT transmit elements and MR receive elements
(e.g., hydrophones), as shown in Fig. 1. When a node sends infor-
mation to another node, its bit stream is split into MT sub streams
and each sub stream is transmitted by one of the MT transmit ele-
ments. All MT transmit elements transmit sub bit streams simulta-
neously to the receiver with the same carrier frequency and band-
width. In a narrowband scenario, the received signals at the receiver
can be modeled as

Y (t) =
√

P X(t)H(t) + Z(t), (2)

where Y (t) = [y1(t) y2(t) · · · yMR(t)] is the received signal vec-
tor whose component yn(t), 1 ≤ n ≤ MR, is the received signal at
receive element n, X(t) = [x1(t) x2(t) · · · xMT (t)] is the trans-
mitted signal vector whose component xm(t), 1 ≤ m ≤ MT ,



is the transmitted signal from transmit element m, and Z(t) =
[z1(t) z2(t) · · · zMR(t)] is the noise vector whose components are
modeled as independent circularly symmetric complex Gaussian
random variables with zero mean and unit variance. In (2), H(t) =
{hm,n(t) : 1 ≤ m ≤ MT , 1 ≤ n ≤ MR} is the channel matrix
whose component hm,n(t) denotes the channel fading coefficient
between transmit element m, 1 ≤ m ≤ MT , and receive element
n, 1 ≤ n ≤ MR. We assume that the channel matrix is known at
the receiver side, but unknown at the transmitter side. The trans-
mitted signal vector X(t) is assumed to satisfy a power constraint∑MT

m=1 |xm(t)|2 = 1, i.e., the total transmitted power is P no mat-
ter how many transmit elements are deployed at the transmit node.
Moreover, we assume that the channel is heavily affected by multi-
path fading (saturated condition, see [22]) as it is often the case in
shallow water [2].

3.3 Multiplexing and Diversity Tradeoff
The frequency-dependent attenuation significantly limits the max-

imum usable frequency and thus the available communication band-
width [5]. MIMO transmissions is thus an ideal way to increase
data rates for underwater acoustic communications, in which inde-
pendent data streams can be sent out in parallel by multiple transmit
elements in the same frequency band. The increased spectral effi-
ciency is termed multiplexing gain [33]. At the receiver side, the
receiver can demodulate each of the data streams by nulling out the
others with a decorrelator [8].

Besides increasing transmission rates, MIMO can also be used to
reduce the received signal error probability and hence to improve
the communication link reliability. By sending signals that carry
the same information through different channels, multiple faded
copies of the data information can be obtained at the receiver. Such
a redundancy is termed diversity [33] and can be quantified in terms
of diversity gain d. The average error probability can be reduced in
an order of 1/SNRd at high SNR, so the higher the diversity gain,
the higher the reliability of the receiver detection.

Therefore, underwater acoustic communications can benefit from
MIMO in two aspects: multiplexing gain and diversity gain. Un-
fortunately, these two gains cannot be optimized independently and
there is a tradeoff between them: higher multiplexing gain can be
obtained at the price of sacrificing diversity gain, and vice versa.
In an RF scenario, for any targeting multiplexing gain r, the max-
imum diversity gain is [33] d(r) = (MT − r)(MR − r), which
depends on the numbers of transceiver elements MT and MR.

4. UMIMO-MAC
Let us consider a network of acoustic devices in a multihop en-

vironment, and assume that each sensor node is equipped with
MT = MR = M transceiver elements. For each packet transmis-
sion, each device can encode the information bits to be transmitted
in k parallel independent streams, with k ∈ 1, 2, · · · , M . Given
the number of independent streams k, and given a family of space-
time codes C, a multiplexing gain r(k) and a diversity gain d(r)
are defined according to the multiplexing and diversity tradeoff.

Formally, given the number M of transceiver elements at the
transmitter and the receiver , and given a set of space time codes
C = [C1, C2, · · · CP ], a set of transmission modes M = [M1,
M2, · · · MP ], with P being the size of the space of transmis-
sion modes, are defined between a transmitter and a receiver. Each
transmission mode Mi is associated to a transmission rate (or sim-
ply rate) Ri [bit/s], with R1 ≤ R2 ≤ RP , a multiplexing gain
ri, and a diversity gain di, with the transmission rate increasing
with the multiplexing gain, and the bit error rate decreasing with
increasing diversity gain.

To explore the relevance of the above decision space to proto-
col design, let us consider a multimedia application a with band-
width requirement βa and bit error rate BERa. We consider a
MIMO CDMA environment [4][6], where a node i needs to trans-
mit a packet to a predetermined neighboring node j. To accomplish
this, node i needs to: i) limit the near-far effect when it transmits
to node j; and ii) avoid impairing ongoing communications. These
two constraints can be formulated as follows:





Pij
T Lij

Nj
≥ Φmj (BERa

j , INRj)

Sk
Nk

≥ Φmk (BERa
k, (INRk +

Pij
T Lik
Nk

)), ∀k ∈ Ki.

(3)

The first inequality in (3) states that the signal-to-noise ratio (SNRj)
at the receiver j needs to be above the SNR threshold Φmj (BERa

j ,
INRj), i.e., the value that guarantees the bit error rate BERa

j re-
quired by the application a, given the current interference-to-noise
ratio INRj at the receiver, and a choice of transmission mode mj

that determines a multiplexing gain rj . The SNR at j is expressed
as the ratio between the power received at j ( Pij

TLij
) and the receiver

noise Nj . Pij [W] represents the power transmitted by i to j when
an ideal channel (without multipath, i.e., A = 0dB) is assumed,
while TLij and TLik are the transmission losses from i to j and
from i to k ∈ Ki, with Ki being the set of nodes whose ongo-
ing communications may be affected by node i’s transmit power,
respectively. Finally, Nj [W] and Nk [W] are the noise power at
nodes j and k, respectively.

The second inequality in (3) represents the same constraint for
all transmitters affected by the communication between i and j.
There, Sk [W] represents the received power of the signal being
decoded by a receiver k ∈ Ki. Note that the interference-to-noise
ratio at k is expressed as the sum of the interference-to-noise ratio
at k plus an additional component caused by i’ s transmission to j.

Φm(·) depends on the bit error rate and the interference to noise
ratio at the receiver. However, the SNR threshold Φm, as expressed
by its dependence on m, is also a function of the given choice
of transmission mode, i.e., of the multiplexity-diversity tradeoff.
Hence, to accommodate the BER requirements of the application,
node i has two choices:

1. For a fixed transmit power Pij , use a transmission mode
m with multiplexing gain r associated to a SNR threshold
Φm(·) that is low enough to provide the required BER;

2. For a fixed transmission mode m with multiplexing gain r,
set its transmit power Pij to the minimum value that guaran-
tees the required BER.

4.1 The UMIMO-MAC Protocol
In addition to the objectives previously stated, UMIMO-MAC

is designed to reduce the effect of long propagation delays on the
channel utilization efficiency, and to efficiently disseminate local
information that is needed to make distributed, localized, decisions.
We will describe in the following how a suitable transmission mode
is selected at the receiver. We refer to Fig. 3, where a transmitter i
willing to communicate with a receiver j is depicted. Let us intro-
duce the following:

DEFINITION 1. The upper bound on transmit power P max
i is

the maximum transmit power that will not impair ongoing commu-
nications for neighbors of transmitter i.

DEFINITION 2. The lower bound on transmit power P min
ij,m is

the minimum transmit power needed to decode packet at the re-
ceiver j with the required BER for a given transmission mode m.



Figure 2: The UMIMO-MAC protocol, where R1 is the lowest
transmission rate and R∗ is the assigned transmission rate

Figure 3: Message transmissions

DEFINITION 3. The assigned transmit power P ∗ij is the transmit
power assigned to transmitter i after negotiation with receiver j.

DEFINITION 4. The receiver’s interference tolerance ∆Ij is the
maximum additional interference that will not impair ongoing com-
munication for receiver j.

DEFINITION 5. The finish receive time tj is the time at which
receiver j will finish receiving packets whose transmission has al-
ready been negotiated.

In UMIMO-MAC, each transmitter i is assumed to know the dis-
tance dij from i to receiver j and the distance dik from i to k ∈ Ki.
Each transmitter i is also assumed to be capable of estimating the
transmission loss TLik. Moreover, each receiver j is capable of
estimating the multiple access interference (MAI) Ij , noise power
Nj , distance dij , and transmission loss TLij between transmitter i
and receiver j.

Figure 2 illustrates the basic operations and timing of the UMIMO-
MAC protocol. The protocol employs Intent to Send (ITS) and
Mode to Send (MTS) control packets to negotiate and regulate chan-
nel access among competing nodes. Note that while this may seem
to be analogous to the 802.11-like carrier sense multiple access
with collision avoidance protocols (CSMA-CA), the analogy with
CSMA-CA is only formal - UMIMO-MAC does not employ carrier
sense, and there is no collision avoidance mechanism. In addition,
unlike 802.11-like protocols, a single ITS-MTS handshake is used
to transmit a block of consecutive packets1. This is done to improve
1This is in principle allowed also by 802.11 standards, but in prac-
tice very seldom used.

the utilization efficiency of the underwater channel. ITS and MTS
are transmitted using a common spreading code which is known by
all nodes.

The ITS contains i) parameters that will be used by the trans-
mitter to generate the spreading code, ii) P max

i , the upper bound
on transmit power, and iii) the total number of packets that will be
transmitted back-to-back. Based on this information, the receiver
will be able to locally generate the spreading code that the trans-
mitter will use to send data packets. Based on P max

i , the receiver
will calculate the appropriate transmit power for the transmitter as
will be described in Section 4.4. Besides, by overhearing the ITS,
the transmitter’s neighbors can become aware of the time when the
transmitter will end its transmission.

The MTS contains i) the chosen transmission mode, i.e., the
multiplexing and diversity tradeoff, ii) the assigned transmit power
P ∗ij , iii) the receiver’s interference tolerance ∆Ij , and iv) the fin-
ish receive time tj . The chosen transmission mode and the as-
signed transmit power will be used by the transmitter to generate
the signal. However, power and transmission mode are selected at
the receiver, since the latter can be responsive to the dynamics of
the channel based on local measurements and consequently con-
trol loss recovery and rate adaptation, thus avoiding feedback over-
heads and latency. The receiver’s interference tolerance and finish
receive time constitute information intended for the neighbors of
the receiver, which will use it to determine their own upper bound
on transmission power. Moreover, DATA and ACK are transmitted
using the assigned spreading code. ITS, MTS, and ACK are trans-
mitted using the highest diversity gain, i.e., minimum-rate trans-
mission mode, to maximize the probability that they be received
correctly.

Before transmitting data, transmitter i overhears ITSs and MTSs
from its neighbors. Based on this, the transmitter infers whether
its neighbors are involved in other communications; if this is the
case, the time at which each neighbor will finish receiving data.
Hence, transmitter i decides when to transmit an ITS according to
the information overheard in previous ITS or MTS packets. Three
scenarios are possible:

1. If no ITS or MTS was received by i from the intended re-
ceiver j, i assumes that j is idle, and transmits the ITS im-
mediately;

2. If receiver j recently sent an ITS to a node different from i,
transmitter i knows that the intended receiver j is currently
transmitting data. Transmitter i may or may not know when
j will finish transmitting data. If i previously overheard an
MTS from the receiver of j’s transmission (for example g1

in Fig. 3), then i knows j’s finish transmit time. Otherwise,
i can estimate the finish transmit time by assuming that j
transmits all packets at the lowest-rate transmission mode.

3. If receiver j previously sent an MTS, transmitter i knows
that j is busy receiving data from another node. Hence, i
will defer transmission until j’s finish receive time, which it
knows since it was contained in the MTS that it overheard.

During the waiting time, transmitter i can potentially receive ITS
and MTS packets from its neighbors and update information on on-
going transmissions accordingly. If another node wants to transmit
packets to i, i will defer its transmission schedule and receive these
packets first. Since the propagation delay is high in underwater,
nodes accept packets that have already been transmitted to reduce
the channel access delay.

The transmitter does not know the actual interference at the re-
ceiver side. Thus, the transmitter can only provide information



about its upper bound on transmit power to the receiver. As pre-
viously mentioned, transmission mode and transmit power are then
chosen at the receiver. After transmitting the ITS, instead of just
waiting idle for the MTS, which will contain the assigned transmis-
sion mode and transmit power, the transmitter starts transmitting
packets using the lowest-rate transmission mode data rate. This
is done to improve the channel efficiency and thus reduce the ef-
fect of the long propagation delays. Immediately after transmitting
the ITS, the transmitter waits for TMTS seconds and then trans-
mits packets at the lowest-rate transmission mode with appropriate
transmit power, as will be discussed in Section 4.2. TMTS corre-
sponds to the MTS transmission delay plus a turn-around time that
is needed by the transceiver electronics to switch between receive
and transmit mode, which can be obtained as

TMTS = LMT S ·c
rc

+ Telec, (4)

where LMTS [bit] is the MTS size, c [bit] is the spreading code
length, rc [chip/s] is the channel chip rate, and Telec is the turn-
around time needed by the transceiver electronics to switch be-
tween receive and transmit mode. Note that rc

c
= R1, i.e., the

lowest-rate transmission mode. Besides, the number of lowest-rate
transmission mode packets nLR can be obtained as

nLR = b
2·dij

q̄
−TMT S

LD·c
rc

c, (5)

where q̄ is the sound velocity and LD [chip/bit] is the packet size.
In (5), the time interval that can be used to transmit lowest-rate
transmission mode packets is (

2·dij

q̄
−TMTS), i.e., twice the prop-

agation delay from transmitter i to receiver j minus the time to
transmit the MTS, TMTS . The transmission delay of a packet at
the lowest data rate is LD·c

rc
. Thus, the number of the lowest-rate

transmission mode packets is the round towards minus infinity of
(
2·dij

q̄
− TMTS) / LD·c

rc
. The receiver will transmit the MTS im-

mediately after receiving the ITS, and the transmitter will transmit
packets at the data rate indicated on the MTS at the assigned trans-
mit power immediately after receiving the MTS. After receiving all
packets, the receiver will immediately transmit the ACK.

If the transmitter and the receiver are close to each other, i.e.,
dij is small, (5) would be zero. The transmitter will start to trans-
mit packets after it receives the MTS when it has 2 or more pack-
ets. However, if it has only one packet to send, it will not wait
for the MTS. The transmitter will transmit the only packet using
the lowest-rate transmission mode, and then wait for the ACK from
the receiver. The receiver will still transmit the MTS, but the MTS
could only be received by the receiver’s neighbors and let them up-
date their information.

4.2 Upper Bound on the Transmit Power
As discussed above, the transmitter evaluates its upper bound on

transmit power according to local information obtained by over-
hearing MTSs from its neighbors, as shown in Fig. 3. Thus, the
upper bound on transmit power P max

i is calculated by the trans-
mitter as

P max
i = min[P max, mink∈Ki(∆Ik · TLik | tnow + dik

q̄
< tk)],

(6)
where P max is the maximum transmit power dictated by hardware
constraints, ∆Ik is the interference tolerance of node k ∈ Ki.
Moreover, tnow is the current time and tk is the finish receive time
of node k ∈ Ki.

After transmitting the ITS, the transmitter will transmit packets
at the lowest-rate transmission mode until it receives the MTS from
the receiver. The transmit power P LR

ij used to transmit lowest-rate

Figure 4: Lower bound SNR threshold example

packets is

P LR
ij = P max

i −∆Pth, (7)

where ∆Pth is the threshold such that the transmit power will not
impair ongoing communications for neighbors, and leave some in-
terference tolerance to them. Since the interference tolerance of the
transmitter’s neighbors will be very limited if the transmit power is
close to the upper bound on transmit power, it is necessary to leave
some tolerance for the transmitter’s neighbors to overcome addi-
tional interference.

4.3 Lower bound on the Transmit Power
The receiver evaluates its lower bound on transmit power ac-

cording to its perceived interference, as illustrated in Fig. 3. The
interference to noise ratio (INR) is INRj =

Ij

Nj
. Therefore, for a

given transmission mode m, P min
ij,m , which is the minimum power

needed to decode packet with the required BER, can be obtained as

P min
ij,m = Φm(BERa

j , INRj) · TLij ·Nj . (8)

Figure 4 graphically illustrates steps and variables involved in
calculating P min

ij,m . The plot in Fig. 4 represents the bit error rate
(BER) of an underwater acoustic MIMO channel, against varying
values of interference-to-noise ratio (on the horizontal axis), for
different values of the signal-to-noise ratio and of the transmission
mode m (each associated to a multiplexing gain r)2. Receiver j
estimates the INRj (45 dB in the figure, indicated by a vertical
solid line) and has a target BERa

j of 0.001 (indicated by an hor-
izontal solid line). This defines a set of candidate curves, each of
which corresponds to a different allocation of power and choice of
a transmission mode, which are able to provide the required target
BER for the given interference conditions. If, for each transmis-
sion mode, we set lower bound on transmit power to the value cor-
responding to the minimum-SNR curve within the set of candidate
curves, in the example in the figure we get Φ1 = 32 dB with r = 1,
and Φ2 = 35.7 dB with r = 2. Therefore, once the desired level
2Note that we consider a rich physical layer model, in which the ef-
fects on BER of noise and interference are treated separately. While
treating interference as noise is common practice in the networking
literature, the peculiar characteristics of underwater communica-
tions call for the use of rich physical layer models in protocol de-
sign. Hence, in Fig. 4 the bit error rate is plot against varying values
of interference-to-noise ratio, for different values of the signal-to-
noise ratio.



Figure 5: Upper and lower bounds with different choices of
transmission mode

of multiplexing gain r is determined (i.e., the transmission mode),
the lower bound on the transmit power can be calculated.

4.4 Joint Selection of Transmission Mode and
Transmit Power

Based on the above discussion, transmit mode and power are
selected by the receiver. As shown in Fig. 5, while for different
choices of transmission mode the upper bound on transmit power
does not vary, the lower bound on transmit power is different, since
with a higher diversity gain increases the resiliency to errors and
thus allows for a lower transmit power for a given target BER. If the
transmit power is chosen to be close to the upper bound on transmit
power, the interference tolerance of transmitter neighbors will be
very limited. Conversely, if the transmit power is chosen too close
to the lower bound, the interference tolerance of the receiver will
be very limited. Thus, it is necessary to avoid transmission modes
for which upper bound and lower bound on transmit power are too
close.

P: Joint Selection of Transmission Mode and Power

Given : P max
i , P min

ij,m

Find : m∗, P ∗ij

Maximize : (∆Pij,m = P max
i − P min

ij,m ) | r∗
Subject to :

r∗ = max(r |∆Pij,m > ∆Pth), or (9)

r∗ = min(r |∆Pij,m > ∆Pth). (10)

The transmit power margin, ∆Pij,m = P max
i − P min

ij,m , eval-
uates how close are upper and lower bound on transmit power.
According to different traffic demands, we choose different lev-
els of multiplexing gain r∗. For delay-sensitive traffic, e.g., video
streams, we choose r∗ = max(r |∆Pij,m > ∆Pth) to maximize
throughput and decrease delay. For non-real-time data, we choose
r∗ = min(r |∆Pij,m > ∆Pth) to minimize power consumption
and limit interference to neighboring transmissions. After choos-
ing the multiplexing gain, the transmission mode that yields maxi-
mum transmit power margin is selected. Then, the assigned trans-
mit power is calculated as P ∗ij = P min

ij,m∗ + ∆Ptol, where ∆Ptol

is a suitable margin. Note that the space of solutions to the above
problem is for all practical purposes very limited and can be solved
by enumeration - no specialized solver is needed.

4.5 Interference tolerance and finish receive
time

After selecting transmission mode and transmit power, the re-
ceiver can calculate the interference tolerance and finish receive
time. For a given transmit power, the signal to noise ratio is SNRj =

P∗ij

TLij ·Nj
> Φm∗(BERa

j , INRj). Hence, the receiver has toler-
ance to overcome additional interference, and the interference tol-
erance can be obtained as

∆Ij = (Ψm∗(BERa
j , SNRj)− INRj) ·Nj , (11)

where Ψ(·) is the threshold interference-to-noise ratio, which de-
pends on m, BER, and SNR. An example of how to calculate

Figure 6: Interference tolerance example

the interference tolerance is shown in Fig. 6. Let us assume that re-
ceiver j knows that the selected m∗ is 2, SNRj is 40 dB, BERa

j is
0.001, and INRj is 45 dB. Hence, Ψ needs to be 49.2 dB. The in-
terference tolerance of receiver j can then be calculated according
to (11).

The receiver also informs its neighbors of when it will finish
receiving packets. According to Fig. 2, the receiver calculates its
finish receive time after receiving the ITS. Hence, it calculates the
finish receive time tj as

tj = tnow + TMTS +
2·dij

q̄
+ (n− nLR) · LD·c

r∗·rc
, (12)

where LD [bit] is the packet size, n is the total number of packets
that will be transmitted back-to-back, and nLR is the number of
lowest-rate transmission mode packets, as in (5). In (12), the first
term tnow is the time when receiver j finishes receiving the ITS
from transmitter i. The second term represents the MTS transmis-
sion delay, and the third term accounts for the propagation delay
from receiver j to transmitter i and from transmitter i to receiver
j. The last term represents the transmission delay of the remain-
ing packets. Remember that transmitter i waits for TMTS and then
starts transmitting packets using the lowest-rate transmission mode.
Hence, some packets are transmitted before transmitter i receives
the MTS. Besides, the transmission delay of the assigned transmis-
sion mode packet is LD·c

r∗·rc
. Therefore, we can calculate the trans-

mission delay of the remaining packets.

5. PERFORMANCE EVALUATION
We have developed a discrete-event object-oriented packet-level

simulator to assess the performance of the proposed cross-layer
protocol. MIMO links are simulated by incorporating an acous-
tic MIMO link module, which we have developed to assess MIMO
gains on underwater acoustic links. The physical-layer MIMO link
module models underwater acoustic signal propagation channel with
path loss, Doppler spread, multipath, and underwater delays. The
MIMO link module generates bit error rate curves in terms of in-
put parameters such as the link distance, the numbers of trans-
mit/receive elements, choice of space-time codes, total transmit
power, acoustic noise level, Doppler spread and correlation among
different channels. For example, Fig. 4 is obtained through our
underwater MIMO module and represents a comparison of the bit
error rate (BER) of an underwater acoustic link, against varying
values of interference-to-noise ratio (INRj =

Ij

Nj
, on the hori-
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Figure 7: (a): Average throughput vs. number of sensors; (b): Average delay of successfully received packets vs. number of sensors;
(c): Average used energy per successfully received bit vs. number of sensors.

(a) (b) (c)

Figure 8: (a): Average throughput vs. packet inter-arrival time; (b): Average delay of successfully received packets vs. packet
inter-arrival time; (c): Average used energy per successfully received bit vs. packet inter-arrival time.

zontal axis), for different values of the signal-to-noise ratio (SNR),
with a MIMO diversity, MIMO multiplexing, and SISO system,
respectively. We considered a MIMO-CDMA environment [4, 6],
with fixed length spreading code length 19, and two transmit and
receive antennas. The other simulation parameters are the same
as described in [21]. These simulation results, in accordance with
preliminary experimental findings in [12, 23, 24, 31], confirm that
substantial MIMO gains can be achieved in acoustic channels. We
expect that a coding strategy optimized for the underwater acoustic
channel will provide even higher performance gains.

We then discuss performance results of UMIMO-MAC and com-
pare it with ALOHA in three-dimensional shallow water. Note
that all figures are obtained by averaging over multiple topologies
and report 95% confidence intervals. We set the chip rate rc to
100 kcps, the spreading code length c to 19, the maximum trans-
mission power P max to 10W, the data packet size to 250Bytes,
ITS, MTS, and ACK size to 10Bytes. In addition, we consider
an initial node energy of 1000 J, a maximum number of retrans-
missions equal to 4, and a queue size of 10 kBytes. All deployed
sensors are sources and are randomly deployed in the 3D shallow
water with volume of 500x500x50m3. In Fig. 7, we evaluate
UMIMO-MAC’s scalability and resilience to channel collisions by
varying the number of deployed sensors. In Fig. 8, we vary the
packet inter-arrival time to measure the effect of traffic.

We set the packet inter-arrival time to 20 s to avoid queue buffer
overflows. When the number of sensors increases, the collision
probability increases. In Fig. 7(a), ALOHA is shown to suffer
from more collisions and packet retransmissions. Thus, the num-
ber of packets dropped after exceeding the maximum number of

retransmissions is even higher than the number of successfully re-
ceived packets. In UMIMO-MAC, only ITS and MTS can collide,
and their size is smaller than the packet size. This reduces the col-
lision probability, leading to a higher packet delivery rate.

Fig. 7(b) shows the average delay of successfully received pack-
ets. Without two-way handshake, ALOHA can reduce the delay
of successfully received packets. However, ALOHA drops a sig-
nificant amount of packets and its throughput is much lower than
UMIMO-MAC. In Fig. 7(c), UMIMO-MAC is shown to consider-
ably reduce the energy consumption (to less than half) by selecting
suitable transmit power. Besides, ALOHA consumes a consider-
able amount of energy in retransmitting packets.

In Fig. 8, we set the number of sensors to 10 to avoid a high num-
ber of collisions caused by multiple sensors accessing the channel
simultaneously. In Fig. 8(a), the throughput of UMIMO-MAC is
shown to be higher than ALOHA even under heavy traffic. The
number of dropped packets caused by exceeding the maximum
number of retransmissions is still much lower than with ALOHA.
However, the queue size is not sufficient to avoid buffer overflows
in this heavy-traffic scenario. In this case, UMIMO-MAC drops
more buffer overflowed packets than ALOHA in heavy traffic. This
is because UMIMO-MAC defers its transmissions if it needs to re-
ceive packets that have already been transmitted. However, this
problem can be solved by increasing the queue size. With an in-
creased queue size, ALOHA will still drop a significant amount of
packets that exceed the maximum number of retransmission thresh-
old.

Finally, in Fig. 8(b), we observe that the average delay of suc-
cessfully received packets is lower than ALOHA under heavy traf-



fic conditions. This is because UMIMO-MAC can transmit multi-
ple packets in a train. Moreover, this allows UMIMO-MAC to save
a considerable amount of energy, as shown Fig. 8(c).

6. CONCLUSIONS
We proposed, discussed and analyzed a medium access con-

trol protocol for underwater acoustic sensor networks with MIMO
links. UMIMO-MAC adaptively leverages the tradeoff between
multiplexing and diversity gain. Moreover, in a cross-layer fashion,
UMIMO-MAC jointly selects optimal transmit power and trans-
mission mode through the cooperation of transmitter and receiver to
achieve the desired level of reliability and data rate according to ap-
plication needs and channel condition. UMIMO-MAC was shown
to consistently outperform ALOHA in terms of network through-
put, average delay and energy consumption under several different
simulation scenarios.
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