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a b s t r a c t

Underwater sensor networks find applications in oceanographic data collection, pollution
monitoring, offshore exploration, disaster prevention, assisted navigation, and tactical sur-
veillance. In this paper, deployment strategies for two-dimensional and three-dimensional
communication architectures for underwater acoustic sensor networks are proposed, and a
mathematical deployment analysis for both architectures is provided. The objective is to
determine the minimum number of sensors to be deployed to achieve optimal sensing
and communication coverage, which are dictated by application requirements; provide
guidelines on how to choose the optimal deployment surface area, given a target body of
water; study the robustness of the sensor network to node failures, and provide an esti-
mate of the number of redundant sensor nodes to be deployed to compensate for potential
failures.

� 2008 Elsevier B.V. All rights reserved.
1. Introduction

Underwater sensor networks are envisioned to enable
applications for oceanographic data collection, ocean sam-
pling, environmental and pollution monitoring, offshore
exploration, disaster prevention, tsunami and seaquake
warning, assisted navigation, distributed tactical surveil-
lance, and mine reconnaissance. There is, in fact, significant
interest in monitoring aquatic environments for scientific,
environmental, commercial, safety, and military reasons.
While there is a need for highly precise, real-time, fine
grained spatio-temporal sampling of the ocean environ-
ment, current methods such as remote telemetry and
. All rights reserved.
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sequential local sensing cannot satisfy many application
needs, which call for wireless underwater acoustic net-
working. Underwater acoustic sensor networks (UW-
ASN) [1] consist of sensors that are deployed to perform
collaborative monitoring tasks over a given body of water.
UW-ASN communication links are based on acoustic wire-
less technology, which poses unique challenges because of
the harsh underwater environment such as limited band-
width capacity [10], high and variable propagation delays
[6], high bit error rates, and temporary losses of connectiv-
ity caused by multipath and fading phenomena [11].

In this paper, we consider two communication architec-
tures for UW-ASNs, which were introduced in [1], i.e., the
two-dimensional architecture, where sensors are anchored
to the bottom of the ocean, and the three-dimensional archi-
tecture, where sensors float at different ocean depths cov-
ering the entire monitored volume region. While the
former is designed for networks whose main objective is
to monitor the ocean bottom, the latter is more suitable
to detect and observe phenomena in the three-dimen-
sional space that cannot be adequately observed by means
ional and two-dimensional deployment analysis ..., Ad Hoc
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of ocean bottom sensor nodes. We propose different
deployment strategies, and provide a mathematical analy-
sis to study deployment issues concerning both architec-
tures, with the objectives below:

� Determine the minimum number of sensors to be
deployed to achieve the target sensing and communica-
tion coverage dictated by application requirements.

� Provide guidelines on how to choose the optimal
deployment surface area, given a target body of water.

� Study the robustness of the sensor network to node fail-
ures, and provide an estimate of the number of redun-
dant sensor nodes to be deployed to compensate for
possible failures.

The remainder of this paper is organized as follows: in
Section 2, we review related literature. In Section 3, we de-
scribe the two-dimensional and three-dimensional archi-
tectures for UW-ASNs, and discuss the relevant
deployment challenges. In Section 4, we derive geometric
properties of the triangular-grid deployment, evaluate
the trajectory of a sinking device under the presence of
ocean currents, compute the deployment surface area to
deploy sensors when a 2D bottom target area needs to be
covered, and provide an estimate of the number of redun-
dant sensors to compensate for possible failures. In Section
5, we propose and compare through simulation experi-
ments three deployment strategies for 3D UW-ASNs. Final-
ly, in Section 6, we draw the main conclusions.
2. Related work

The problem of sensing and communication coverage
for terrestrial wireless sensor networks has been addressed
in several papers. However, to the best of the authors’
knowledge, this work is the first to study deployment is-
sues for underwater sensor networks. Many previous
deployment solutions and theoretical bounds assuming
spatio-temporal correlation, mobile sensors, redeployment
of nodes, and particular deployment grid structures may
not be feasible for the underwater environment.

In particular, in Ref. [9], methods for determining net-
work connectivity and coverage given a node-reliability
model are discussed, and an estimate of the minimum re-
quired node reliability for meeting a system-reliability
objective is provided. An interesting result is that connec-
tivity does not necessarily imply coverage. As the node-
reliability decreases, in fact, the sufficient condition for
connectivity becomes weaker than the necessary condition
for coverage. Moreover, the power required by each active
node for connectivity and coverage decreases at a faster
rate than the rate at which the number of nodes increases.
Although Ref. [9] provides useful theoretical bounds and
insight into the deployment of wireless terrestrial sensor
networks, the analysis is limited to grid structures.

In Ref. [3], two coordination sleep algorithms are com-
pared, i.e., a random and a coordinated sleep scheme, in terms
of two performance metrics. The first metric, the so-called
extensity, refers to the probability that any given point is
not covered, while the second metric, intensity, gives the tail
Please cite this article in press as: D. Pompili et al., Three-dimens
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distribution of a given point not covered for longer than a gi-
ven period of time. It is shown in Ref. [3] that when the den-
sity of the network increases, the duty cycle of the network
can be decreased for a fixed coverage. However, beyond a
certain threshold increased redundancy in the sensor
deployment does not provide same amount of reduction
in the duty cycle. Although Ref. [3] provides sound coverage
algorithms for terrestrial sensor networks, its results cannot
be directly applied to the underwater environment where
the sensor density is much lower than in the terrestrial case,
and spatio-temporal correlation may often not be assumed
[1]. Moreover, it is shown that coordinated sleep schedules
can achieve higher duty cycle reduction at the cost of extra
control overhead. Using the intensity analysis of the net-
work, the authors propose a random sleeping schedule for
a satisfactory coverage.

In Ref. [13], sensor coverage is achieved by moving
sensor nodes after an initial random deployment. The algo-
rithm assumes a cluster-based architecture and it is
executed at the cluster heads. It uses virtual positive or neg-
ative forces between nodes based on their relative locations.
However, although the simulation results reveal that the
algorithm improves the coverage of the sensor network,
[13] requires either mobile sensor nodes or redeployment
of nodes, which may not be feasible for UW-ASNs.

In [7], sensing and communication coverage in a three-
dimensional environment are rigorously investigated. The
diameter and minimum and maximum degree of the
reachability graph describing the network are derived as
a function of the communication range, while different de-
grees of coverage (1-coverage and, more in general, k-cov-
erage) for the 3D environment are characterized as a
function of the sensing range. Interestingly, it is shown
that the sensing range r required to achieve 1-coverage is
greater than the transmission range t that guarantees net-
work connectivity. Since in typical applications t P r, the
network is guaranteed to be connected, when 1-coverage
is achieved. Although these results were derived for terres-
trial networks, they can also be applied in the underwater
environment. Thus, in this work, we focus on the sensing
coverage when discussing deployment issues in 3D UW-
ASNS, as in three-dimensional networks it implicitly im-
plies communication coverage.
3. Communication architectures

We consider two communication architectures for
underwater sensor networks, i.e., a two-dimensional and a
three-dimensional architecture [1], and identify the relevant
deployment challenges. As in terrestrial sensor networks,
in UW-ASNs it is necessary to provide communication cov-
erage, i.e., all sensors should be able to establish multi-hop
paths to the sink, and sensing coverage, i.e., the monitored
body of water should be covered by the sensors. More for-
mally, the sensing range r of a sensor is the radius of the
sphere that models the region monitored by the sensor
(sensing sphere). A portion Ag of the monitored region
A is said to be k-covered if every point in Ag falls within
the sensing sphere of at least k sensors. The k-coverage
ratio gk of a monitored region A is the fraction of the
ional and two-dimensional deployment analysis ..., Ad Hoc
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volume/area that is k-covered by a 3D/2D UW-ASN,
respectively. In the following, we will consider the case
of k ¼ 1 both for 2D and 3D networks to obtain simple 1-
coverage g1 of the region, since underwater sensors are
expensive devices because of the low economy of scale
caused by a small relative number of suppliers and spa-
tio-temporal correlation may not be assumed [2].

3.1. Two-dimensional UW-ASNs

A reference architecture for two-dimensional underwa-
ter sensor networks is shown in Fig. 1, where deployed
sensor nodes are anchored to the bottom of the ocean.
Underwater sensors may be organized in a cluster-based
architecture, and be interconnected to one or more under-
water gateways (uw-gateways) by means of wireless
acoustic links. uw-Gateways are network devices in charge
of relaying data from the ocean bottom network to a sur-
face station. They are equipped with a long-range vertical
transceiver, which is used to relay data to a surface station,
and with a horizontal transceiver, which is used to commu-
nicate with the sensor nodes to send commands and con-
figuration data, and to collect monitored data. The
surface station is equipped with an acoustic transceiver,
which may be able to handle multiple parallel communica-
tions with the uw-gateways, and with a long-range radio
transmitter and/or satellite transmitter, which is needed
to communicate with an onshore sink and/or to a surface
sink. Sensors can be connected to uw-gateways via direct
links or through multi-hop paths [5]. However, in UW-
ASN, the power necessary to transmit may decay with
powers greater than two of the distance [10], and the
uw-sink may be far from the sensor node. Consequently,
although direct link connection is the simplest way to net-
work sensors, it may not be the most energy efficient solu-
tion. Furthermore, direct links are very likely to reduce the
network throughput because of increased acoustic inter-
ference due to high transmission power. In case of multi-
hop paths, the data produced by a source sensor is relayed
by intermediate sensors until it reaches the uw-gateway.
This results in energy savings and increased network
capacity, but increases the complexity of the routing func-
Fig. 1. Architectures for two-dimensional UW-ASNs.
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tionality as well. In Ref. [12], the author assesses the band-
width dependency on the distance using an interesting
information-theoretic approach that takes into account
the underwater acoustic propagation loss and ambient
noise. The author defines the bandwidth corresponding
to optimal signal energy allocation as the one that maxi-
mizes the channel capacity subject to the constraint that
the transmission power be finite. Numerical evaluation
quantifies the bandwidth and the channel capacity, as well
as the transmission power needed to achieve a pre-speci-
fied SNR threshold, SNRth, as functions of distance.

3.1.1. Deployment challenges in 2D UW-ASNs
The main challenges that arise with such two-dimen-

sional architecture are: (i) determine the minimum num-
ber of sensors and uw-gateways that need to be
deployed to achieve the target sensing and communication
coverage, which are dictated by the application require-
ments; (ii) provide guidelines on how to choose the opti-
mal deployment surface area, given a target bottom area;
and (iii) study the topology robustness of the sensor net-
work to node failures, and provide an estimate of the num-
ber of redundant sensor nodes to be deployed to
compensate for failures. In Section 4, we discuss in detail
these issues and provide solutions.

3.2. Three-dimensional UW-ASNs

Three-dimensional underwater networks are used to
detect and observe phenomena that cannot be adequately
observed by means of ocean bottom uw-sensor nodes, i.e.,
to perform cooperative sampling of the 3D ocean environ-
ment. In this architecture, sensors float at different depths
to observe a given phenomenon. One possible solution
would be to attach each sensor node to a surface buoy, by
means of wires whose length can be regulated to adjust
the depth of each sensor node. However, although this solu-
tion enables easy and quick deployment of the sensor
network, multiple floating buoys may obstruct ships navi-
gating on the surface, or they can be easily detected and
deactivated by enemies in military settings. Furthermore,
floating buoys are vulnerable to weather and tampering or
pilfering. A different approach, which was proposed for the
first time in Ref. [1], is to anchor winch-based sensor devices
to the bottom of the ocean, as depicted in Fig. 2. Each sensor
is anchored to the ocean bottom and is equipped with a float-
ing buoy that can be inflated by a pump. The buoy pulls the
sensor towards the ocean surface. The depth of the sensor
can then be regulated by adjusting the length of the wire that
connects the sensor to the anchor, by means of an electron-
ically controlled engine that resides on the sensor.

3.2.1. Deployment challenges in 3D UW-ASNs
Many challenges arise with such architecture, which

need to be solved in order to enable underwater monitor-
ing, including: (i) sensors should collaboratively regulate
their depth to achieve 3D sensing coverage of the ocean col-
umn, according to their sensing ranges; (ii) sensors should
be able to relay information to the surface station via mul-
ti-hop paths, as in 3D underwater networks there may be
no notion of uw-gateway. Thus, network devices should
ional and two-dimensional deployment analysis ..., Ad Hoc



Fig. 2. Architectures for three-dimensional UW-ASNs. Fig. 3. Triangular-grid deployment: grid structure and side margins.

Fig. 4. Triangular-grid deployment: uncovered area (ABC).
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coordinate their depths in such a way as to guarantee that
the network topology be always connected, i.e., at least one
path from every sensor to the surface station always exists,
and achieve communication coverage. We discuss sensing
and communication coverage in 3D UW-ASNs in Section
5, and propose three deployment solutions.

4. Deployment in a 2D environment

In this section, we provide a mathematical analysis of
the graph properties of sensor devices that are deployed
on the surface of the ocean, sink, and reach the ocean bot-
tom. To achieve this, we study the trajectory of sinking de-
vices (sensors and uw-gateways) when they are deployed
on the ocean surface with known initial conditions (posi-
tion and velocity). This allows us to capture both the case
when sensor nodes are randomly deployed on the ocean sur-
face, e.g., scattered from an airplane, or the case when sen-
sors are accurately positioned, e.g., released from a vessel.

To address the deployment challenges presented in the
previous section, in Section 4.1 we propose the triangular-
grid deployment, and derive useful geometric properties. In
Section 4.2, we study the dynamics of a sinking object and
evaluate its trajectory under the presence of ocean cur-
rents. In Section 4.3, we characterize the different sinking
behavior of sensors and uw-gateways, with the objective
of describing their average horizontal displacement and
study the main communication properties of sensor clus-
ters. In Section 4.4, we derive the side margins that should
be used to deploy sensors on the ocean surface when a 2D
target area needs to be covered on the ocean bottom under
the presence of currents. Finally, in Section 4.5, we derive
an estimate of the number of redundant sensors to be de-
ployed to compensate for possible failures and provide the
network with robustness.

4.1. Triangular-grid coverage properties

In this section, we propose the triangular-grid deploy-
ment, and derive useful geometric properties. Let us con-
sider the common case of sensors with same sensing
range r. The optimal deployment strategy to cover a two-
Please cite this article in press as: D. Pompili et al., Three-dimens
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dimensional rectangular area using the minimum number
of sensors is to center each sensor at the vertex of a grid of
equilateral triangles, as shown in Fig. 3. With this configu-
ration, by adjusting the distance d among sensors, i.e., the
side of the equilateral triangles, it is possible to increase
the coverage (by reducing the uncovered areas), and even
to achieve full coverage, i.e., g ¼ 1. In addition, this enables
to optimally control the coverage ratio g, defined as the ra-
tio between the covered area and the target area.

In particular, as it is mathematically proven in the fol-
lowing, when d ¼

ffiffiffi
3
p

r the coverage ratio g is equal to 1,
i.e., the uncovered areas as depicted in Figs. 3 and 4 are
zero, and the overlapping areas are minimized. This allows
to achieve the full coverage of a target area, but requires
the highest number of sensors. Conversely, as the distance
among sensors increases, i.e., the number of deployed sen-
sors decreases, the coverage ratio decreases. Therefore,
there is a trade-off between the number of deployed sen-
sors and the achievable sensing coverage. We are inter-
ested in finding the minimum number of sensors that
need to be deployed to guarantee a target sensing coverage
g�, which is dictated by the application requirements. To
this end, we present the following theorem.
ional and two-dimensional deployment analysis ..., Ad Hoc
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Theorem 1. In an equilateral grid the sensing coverage
gðd; rÞ, i.e., the ratio of the total covered area and the target
area, is

gðd; rÞ ¼ g
d
r

� �
¼

ADEF �AABC

ADEF
¼ 1�AABCffiffi

3
p

4 d2

d
r
2 ½0;2�

3 � pr2

6ffiffi
3
p

4 d2 ¼
2pffiffiffi

3
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r
Þ�2 d

r
2 ð2;1Þ;

8>>>><
>>>>:

ð1Þ

where

AABC ¼
ffiffi
3
p

4
d
2�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3r2 � 3

4 d2
q� �2

� 3r2 arcsin BC
2r þ

þ 3
4 BC

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4r2 � BC2

p
; BC ¼ d

2�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3r2 � 3

4 d2
q

:

ð2Þ

Proof. With reference to Fig. 4, which represents a zoomed
portion of Fig. 3, AE ¼ r and EH ¼ d=2, where r is the sens-
ing range and d is the distance between sensors. Since the
triangle DEF is equilateral by construction, HO ¼ ð

ffiffiffi
3
p

=6Þd.
Consequently, since AH ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 � d2

=4
q

, it holds that
AO ¼ HO� AH ¼ ð

ffiffiffi
3
p

=6Þd�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 � d2

=4
q

. Since triangle DEF
is equilateral, triangle ABC is equilateral too. Consequently,
as AO ¼ ð

ffiffiffi
3
p

=3ÞBC, then BC ¼ d=2�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3r2 � ð3=4Þd2

q
. There-

fore, the area of triangle ABC is AM

ABC ¼ ð
ffiffiffi
3
p

=4ÞBC2. In order
to express the sensing coverage gðd; rÞ as a function of d
and r, we need to compute the area AABC of the uncovered
region ABC among the circles with centers in D, E, and F,
and radius r. This can be computed as AABC ¼
AM

ABC � 3 �ABTCK , where ABTCK coincides with the difference
of the areas of the circular sector BTCF and the triangle BCF,
i.e., ABTCK ¼ABTCF �AM

BCF ¼ r2 arcsinðBC=2rÞ� ðBC=4Þ
ffiffiffiffiffiffiffiffiffiffiffi
4r2�
p

BC2. Consequently, AABC ¼ð
ffiffiffi
3
p

=4Þðd=2�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3r2�ð3=4Þd2

q
Þ2�

3r2 arcsinðBC=2rÞþð3=4ÞBC
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4r2�BC2

p
, where BC¼d=2�ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

3r2�ð3=4Þd2
q

, which gives Eq. (1) in the non-trivial case

d=r2 ½0;2�. As far as the case d=r2ð2;1Þ is concerned, no
overlapping areas are formed, and the coverage g can be
computed straightforward. �

Corollary 1. In an equilateral grid the sensing coverage
depends only on the ratio of the inter-sensor distance d and
the sensing range r, and not on their absolute values, i.e.,
gðd; rÞ ¼ gðd=rÞ.

Let us note in Eq. (1) that, when d=r 6
ffiffiffi
3
p

, it holds
AM

ABC ¼AABC ¼ 0, which means that in this case the highest
possible coverage is achieved (g ¼ 1). Moreover, AABCðdÞ is
a monotonically increasing function when d=r ranges in
½
ffiffiffi
3
p

;2�, which makes the coverage gðd; rÞ a monotonically
decreasing function when d=r >

ffiffiffi
3
p

. Fig. 5 reports the sens-
ing coverage as a decreasing function of the ratio of d and r.
For a target sensing coverage g� ¼ 0:95, it is shown that the
optimal ratio is d�=r ¼ 1:95.

In order to compute the minimum number of sensors
that need to be deployed to cover a target area with sides
l and h using the proposed equilateral grid, we should first
find the optimal margins Dl and Dh from the center of the
upper-left sensing circle, as shown in Fig. 3. In particular,
given the application-dependent target coverage g�, from
Please cite this article in press as: D. Pompili et al., Three-dimens
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Fig. 5 we compute the optimal ratio d�=r. In order for the
regions at the border of the target area to have the same
coverage ratio g� than inner regions, the margins should
be selected as Dh ¼ HOþ OT ¼ ð

ffiffiffi
3
p

=2Þd� � r, where
OT ¼ OF � TF ¼ ð

ffiffiffi
3
p

=3Þd� r, and Dl ¼ 2OH cosðp=6Þ ¼
d�=2. If we denote N� as the minimum number of sensors,
we have N� ¼ N�l � N

�
h, where N�l and N�h represent the min-

imum number of sensors deployed along sides l and h,
respectively. Consequently, to properly cover the entire
target area, the following relations need to be satisfied

2DlþðN�l �1Þd�P l)N�l ¼
l�d�

d�
þ1

� �

2DhþðN�h�1Þd�sinðp=6ÞPh)N�h¼
2
ffiffiffi
3
p

h�6d�þ4
ffiffiffi
3
p

r
3d�

þ1

& ’
:

Finally, the minimum number of sensors N� required to
cover a target area with sides l and h, under the constraints
of providing a ratio d�=r to satisfy the target coverage ratio
g� is

N�ðl;h;d�; rÞ ¼ l� d�

d�
þ 1

� �

� 2
ffiffiffi
3
p

h� 6d� þ 4
ffiffiffi
3
p

r
3d�

þ 1

& ’
: ð3Þ

In Figs. 6–8, (3) is plotted for three different target areas,
i.e., A1 ¼ 100� 100 m2, A2 ¼ 300� 200 m2, and A3 ¼
1000� 1000 m2, and for several sensing ranges r in the
interval [10,35] m.

4.2. Trajectory of a sinking object

In this section, we study the dynamics of a sinking object
and evaluate its trajectory under the presence of ocean cur-
rents. In particular, we first consider the ideal case in which
the velocity of the ocean current does not change with depth;
then, we extend the model to capture the more realistic case
in which the velocity of the current depends on depth.

According to Newton’s first law of motion, the acceler-
ation ~a describing the sinking in the water of an object
with a density q and volume V is determined by the follow-
ing vectorial motion law
ional and two-dimensional deployment analysis ..., Ad Hoc
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~FW þ~FB þ~FR þ~FC ¼ qV �~a; ð4Þ

where ~FW ¼ qV �~g is the weight force, which depends on
the density q ðkg=m3Þ and volume V ðm3Þ of the sinking
object, and on the terrestrial gravitational acceleration
g ¼ 9:81 m=s2; ~FB ¼ �qwV �~g is the buoyant force due to
the Archimede’s principle, which is equal to the weight
of the displaced fluid, where qw ¼ 1050 kg=m3 represents
the average density of salty water; ~FR ¼ �KqwlAR �~v is
the fluid resistance force, which is proportional through
the constant K ¼ 0:2 Nm2s=kg [8] to the velocity ~v ðm=sÞ
of the object, to its cross-section AR ðm2Þ, and to a parame-
ter l accounting for the resistance caused by the object
shape;~FC ¼ CrAC � ð~vc �~vÞ is the force of the current, which
is proportional through the constant C ¼ 721:7 Ns=m3 [8]
to the difference between the velocity of the ocean current
~vc ðm=sÞ and the object velocity ~v ðm=sÞ, to the cross-sec-
tion AC ðm2Þ of the object facing the current, and to an ob-
ject-dependent shape factor r.

4.2.1. Ideal one-layer current
Let us start considering the ideal case where the veloc-

ity of the current~vc ¼ ðvx
c ; v

y
c ; vz

cÞ is assumed to be indepen-
dent on the ocean depth (we will then relax this
assumption). Under the assumption that no significant ver-
tical movement of ocean water is observed, i.e., the consid-
ered area is neither an upwelling nor a downwelling area,
the current along the z-axes can be neglected ðvz

c � 0Þ,
and Eq. (4) leads to three scalar laws

x : Fx
C ¼ qV€x; y : Fy

C ¼ qV€y; z : Fz
W þ Fz

B þ Fz
R ¼ qV€z;

ð5Þ

where we projected Eq. (4) onto the x-, y-, and z- axes,
which are directed as shown in Fig. 9, and we denoted
the dynamic position of the sinking object as P ¼ ðx; y; zÞ,
its velocity as ~v ¼ ð _x; _y; _zÞ, and its acceleration as
~a ¼ ð€x; €y;€zÞ.

Specifically, we obtain the following dynamic system
equations

€xþ CrAxy

qV
_x ¼ CrAxy

qV
vx

c

€yþ CrAxy

qV
_y ¼ CrAxy

qV
vy

c

€zþ KlqwAz

qV
_z ¼ g

q� qw

q
;

8>>>>>>>><
>>>>>>>>:

ð6Þ

where Axy and Az represent the horizontal and vertical
cross-sections, respectively. By solving this dynamic sys-
tem, with the initial conditions of the object on the surface
at time t0, i.e., its position Pðt0Þ ¼ ðxðt0Þ; yðt0Þ;0Þ and veloc-
ity ~vðt0Þ ¼ ð _xðt0Þ; _yðt0Þ; _zðt0ÞÞ, we obtain the solution

xðtÞ ¼ xðt0Þ þ vx
c � ðt � t0Þ þ

_xðt0Þ � vx
c

CrAxy=qV
� 1� e�

CrAxy
qV �ðt�t0Þ

h i

yðtÞ ¼ yðt0Þ þ vy
c � ðt � t0Þ þ

_yðt0Þ � vy
c

CrAxy
=qV

� 1� e�
CrAxy

qV �ðt�t0Þ
h i

zðtÞ ¼ vz
1 � ðt � t0Þ þ ½ _zðt0Þ � vz

1� � 1� e�
KqwlAz

qV �ðt�t0Þ
� �

;

8>>>>>>>><
>>>>>>>>:

ð7Þ
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Fig. 9. Trajectory of a sinking object.
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where we denoted as vz
1 ¼ gVðq� qwÞ=KqwlAz ðm=sÞ the

terminal velocity along z, which is computed by imposing
in Eq. (5) the following force equilibrium, Fz

W þ Fz
B þ Fz

R ¼
0, i.e., €z ¼ 0 in Eq. (6). Note that the parameter
qV=CrAxy ðsÞ in the argument of the exponential in Eq.
(7) is the time constant of the differential equation solution,
and represents the inertial parameter of the system, i.e.,
when t � t0 > 5 � qV=CrAxy then the velocity v of the object
differs from the current velocity vc by less than 1%.

4.2.2. Multi-layer current
Let us now generalize this result by considering the

more realistic case in which the velocity of the ocean cur-
rent depends on depth, i.e., ~vc ¼ ðvx

cðzÞ; v
y
cðzÞ;0Þ. There are

two types of marine currents each caused by a range of dis-
tinct drivers, non tidal ocean currents, such as the Gulf
Stream, and tidal streams. The complex hydrodynamic sys-
tem of currents is powered by many forces, the crux being
the playoff between the joint forces of solar heating of
tropical surface waters and the polar contributions of cold
fresh water ice-melt flooding into the ocean and the gen-
eral cooling of the salty ocean water. While studying the
global current systems makes up the larger part of the sci-
ence of oceanography, in this paper we focus on the effect
of local streams in the monitored volume region. In partic-
ular, we consider an ocean volume with constant depth zH

(flat bottom), and H different ocean current layers
h ¼ 1; . . . ;H, of width Dzh. We model the current on each
plane xy in a layer h to be a piecewise constant function
with module vh

c and angular deviation from the x-axes ah
c ,

as depicted in Fig. 9. This allows us to model the thermoha-
line circulation (also known as the ocean’s conveyor belt),
i.e., deep ocean current, sometimes called submarine rivers,
that flows with constant velocity and direction within cer-
tain depths, driven by density and temperature gradients.

Given these assumptions, our objective is to calculate
the horizontal displacement of a sinking object on the x-
and y-axes in each of the layers it sinks through. To accom-
plish this, we recursively apply the solution (7) to the dy-
namic system (6) in each current layer, using as initial
conditions of the object the final position and velocity
computed in the previous layer. If we denote the initial po-
Please cite this article in press as: D. Pompili et al., Three-dimens
Netw. (2008), doi:10.1016/j.adhoc.2008.07.010
sition of object n as ðx0
n; y

0
n;0Þ and its velocity as ð _x0

n; _y0
n; _z0

nÞ,
given all its physical characteristics such as volume Vn,
density qn, cross-sections Axy

n and Az
n, and horizontal and

vertical shape factors, ln and rn, respectively, we can track
the position of n while it sinks. Specifically, we have

xnðtÞ ¼ x0
n þ

Ph�1

i¼1
Dxi

n þ vh
c cos ah

c � ðt � th�1
n Þþ

þ
_xnðth�1

n Þ � vh
c cos ah

c

CrnAxy
n =qnVn

� 1� e�
CrnAxy

n
qnVn

�ðt�th�1
n Þ

� �

ynðtÞ ¼ y0
n þ

Ph�1

i¼1
Dyi

n þ vh
c sinah

c � ðt � th�1
n Þþ

þ
_ynðth�1

n Þ � vh
c sin ah

c

CrnAxy
n =qnVn

� 1� e�
CrnAxy

n
qnVn

�ðt�th�1
n Þ

� �
znðtÞ ¼minfvz

1n � ðt � t0
nÞþ

þ½ _z0
n � vz

1n� � 1� e�
KqwlnAz

n
qnVn

�ðt�t0
nÞ

� �
; zHg;

th�1
n 6 t 6 th

n;

8>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>:

ð8Þ

where t0
n and th

n are the instants object n is released on the
ocean surface and exits layer h, respectively. More pre-
cisely, th

n is the instant for which it holds znðth
nÞ ¼ zh ¼Ph

i¼1Dzi, i.e., the depth of the object coincides with the
sum of the width Dzi of each layer i the object sank
through, as shown in Fig. 9.

In Eq. (8), the instantaneous total displacement on the
x- and y-axes when the sinking object is inside layer h is
recursively computed as the sum of the displacements in
each of the h� 1 previously crossed layers i ¼ 1; . . . ;

h� 1, plus the displacement in layer h itself. These dis-
placements are determined as partial solution of the dy-
namic system (6) in each layer, and have the following
structure,

Dxi
n ¼ vi

c cos ai
c � ðti

n � ti�1
n Þþ

þ
_xnðth�1

n Þ � vh
c cos ah

c

CrnAxy
n =qnVn

� 1� e�
CrnAxy

n
qnVn

�ðti
n�ti�1

n Þ
� �

Dyi
n ¼ vi

c sin ai
c � ðti

n � ti�1
n Þþ

þ
_ynðth�1

n Þ � vh
c sin ah

c

CrnAxy
n =qnVn

� 1� e�
CrnAxy

n
qnVn

�ðti
n�ti�1

n Þ
� �

:

8>>>>>>>><
>>>>>>>>:

ð9Þ

Finally, in order to be able to determine the position of ob-
ject n from Eq. (8), we need to substitute in Eqs. (8) and (9)
the x- and y-component of the velocity the object has when
it enters layer h ¼ 1; . . . ;H, i.e., ð _xnðth�1

n Þ; _ynðth�1
n ÞÞ, which

can be computed as exit velocity from layer h� 1 by solv-
ing Eq. (6). We report these velocities in the following

_xnðth�1
n Þ ¼ vh�1

c cos ah�1
c þ

þ _xnðth�2
n Þ � vh�1

c cos ah�1
c

	 

� e�

CrnAxy
n

qnVn
�ðth�1

n �th�2
n Þ

_ynðth�1
n Þ ¼ vh�1

c sinah�1
c þ

þ _ynðth�2
n Þ � vh�1

c sin ah�1
c

	 

� e�

CrnAxy
n

qnVn
�ðth�1

n �th�2
n Þ

8>>>>>><
>>>>>>:

ð10Þ

which can be recursively computed given that _xnðt0
nÞ and

_ynðt0
nÞ are the known initial velocities on the surface.

Eqs. (8)–(10) allow us to track the dynamic position of
object n while it sinks, given complete knowledge about
the structure of the currents in the volume of interest. In
practice, however, we may only leverage some statistical
ional and two-dimensional deployment analysis ..., Ad Hoc
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information on the ocean currents, which can be used to
estimate the final position of a deployed object. While this
offers a mathematical tool to study the dynamic of a sink-
ing object, our ultimate objective is to be able to infer the
statistical sensing and communication properties of a two-
dimensional sensor network that reaches the ocean bot-
tom, as will be discussed in the following section.

4.3. Communication properties of 2D UW-ASNs

In this section, we characterize the different sinking
behavior of sensors and uw-gateways, with the objective
of describing: (i) the average horizontal displacement of
sensors and uw-gateways when different depths and cur-
rent velocities are considered; (ii) the main networking
properties of the clusters that have an uw-gateway as clus-
ter head, e.g., study the maximum and average sensor-
gateway distance when the number of deployed gateways
varies; and (iii) the average and standard deviation of
number of sensors in each cluster.

Let us consider a set of sensors S with cardinality
S ¼ jSj characterized by the same density qS, volume VS,
cross-sections Axy

S and Az
S, and shape factors lS and rS,

and a set of uw-gateways G with G ¼ jGj, in general with
different values of qG, VG, Axy

G , Az
G, lG, and rG. Given the

matrices of the known initial positions of the deployed
sensors and uw-gateways, P0

S ¼ ½P
0
1j � � � jP

0
s j � � � jP

0
s �

T and
P0
G ¼ ½P

0
1j � � � jP

0
gj � � � jP

0
G�

T , respectively, where P0
s ¼ ½x0

s y0
s 0�T

8s 2S and P0
g ¼ ½x0

gy0
g 0�T 8g 2 G are position column vec-

tors, and the matrices of their known initial velocities,
v0
S ¼ ½v0

1j � � � jv0
s j � � � jv0

S �
T and v0

G ¼ ½v0
1j � � � jv0

gj � � � jv0
G�

T , where

v0
s ¼ ½ _x0

s
_y0

s
_z0

s �
T 8s 2S and v0

g ¼ ½ _x0
g

_y0
g
_z0

g �
T8g 2 G are velocity

column vectors, the final positions on the ocean bottom
of the sensors and uw-gateways, Pf

S and Pf
G, respectively,

can be derived using Eqs. (8)–(10) when all deployed
devices have reached the bottom, i.e., when t ¼ tf P
maxfmaxs2StH

s ; maxg2GtH
g g. Specifically

Pf
S ¼ P0

S þ DPSðv0
SÞ; Pf

G ¼ P0
G þ DPGðv0

GÞ; ð11Þ

where DPSðv0
SÞ and DPGðv0

GÞ are matrices accounting for
the total displacements accumulated while the sensors
and uw-gateways, respectively, were sinking through the
ocean current layers, i.e.

DPS ¼

:
PH
h¼1

Dxh
s :

:
PH
h¼1

Dyh
s :

: zH :

2
6666664

3
7777775

T

; DPG ¼

:
PH
h¼1

Dxh
g :

:
PH
h¼1

Dyh
g :

: zH :

2
6666664

3
7777775

T

:

ð12Þ

In Eq. (12), each element can be computed as in Eq. (9).
Note that the dependence on the initial velocity in Eq.
(12) has been omitted for the sake of notation simplicity.

In Fig. 10, we show the expected horizontal displace-
ment Dd ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Dx2 þ Dy2

p
of sensors and uw-gateways when

different depths and current velocities are considered. In
particular, we consider qs ¼ 2000 kg=m3, qg ¼ 2500
kg=m3, Vs ¼ 0:5� 10�3 m3, and Vg ¼ 10�3 m3 to account
for the common physical characteristics of underwater
Please cite this article in press as: D. Pompili et al., Three-dimens
Netw. (2008), doi:10.1016/j.adhoc.2008.07.010
sensor nodes and uw-gateways, which reflect into different
sinking properties, as formalized in Eq. (11). Note that
gateways accumulate smaller displacements than sensors
since their sinking times are shorter due to their higher
weight (qg � Vg > qs � Vs).

In Fig. 11, we depict the maximum and average sensor-
gateway distance when the number of deployed gateways
increases. In particular, we consider three deployment vol-
umes (V1 ¼ 100� 100� 50 m3, V2 ¼ 300� 200� 100 m3,
and V3 ¼ 1000� 1000� 500 m3) and a one-layer current
scenario (H ¼ 1) with vmax

c ¼ 1 m=s. According to the appli-
cation-specific sensor transmission range t, Fig. 11 allows
setting the minimum number of uw-gateways that need
to be deployed. For example, in order for a sensor to be able
to directly send packets to its associated uw-gateway, the
maximum sensor-gateway distance should be smaller than
the sensor transmission range t.

In Fig. 12, we present the normalized average and stan-
dard deviation of number of sensors per uw-gateway when
two deployment strategies are considered, the random and
the grid deployment. Interestingly, while the average num-
ber of sensors does not depend on the deployment strategy,
the sensor dispersion is much lower in a grid structure,
ional and two-dimensional deployment analysis ..., Ad Hoc
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Fig. 13. Deployment surface area for unknown (a) and known (b) current
direction b, given a bottom target area l� h.

Fig. 14. Displacement-plane vs. depth.
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independently on the number of gateways deployed. This is
a general result that depends on the regular structure of
grids, and not on the specific considered scenario.

4.4. Deployment surface area: Side margins

In this section, we compute the deployment surface
area where sensors should be deployed, when a 2D target
area needs to be covered on the bottom of the ocean. As de-
scribed in Sections 4.2 and 4.3, ocean currents may signif-
icantly modify the sinking trajectories of sensors and uw-
gateways. Therefore, the surface deployment should take
the effect of the currents into account, in order to position
as many deployed sensors inside the target area as possi-
ble. To achieve this, in the following we consider a worst-
case scenario where the effect of currents, in terms of sen-
sor displacements, is captured. The objective is to dimen-
sion the deployment surface area, i.e., to asses proper
surface side margins.

With reference to Fig. 13, we consider a bottom target
area with sides l and h, and analyze the two cases of un-
known current direction (a), where we denote as Ddmax ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Dx2
max þ Dy2

max

p
the maximum horizontal displacement a

sinking sensor can experience, i.e., how far in the horizon-
tal plane xy a sensor can drift (see Fig. 9), and known cur-
rent direction (b), where we denote as Ddmax the same
metric used in the previous case and as Damax the maxi-
mum angular deviation of the current from its known
direction b, which is the angle the direction of the current
forms with side h of the target area, as depicted in Fig. 13b.
Note that, without loss in generality, it always holds that
b 2 ½0;p=2�. More specifically, the dotted circular sector in
Fig. 13b, characterized by radius Ddmax and angle 2Damax,
represents the region of the ocean bottom that may be
reached by a sensor that is deployed on the ocean surface
exactly on the vertex of the circular sector itself. This re-
gion represents the statistical uncertainty in the final an-
chor position of a sensor caused by drifting due to ocean
currents during the sinking.
Please cite this article in press as: D. Pompili et al., Three-dimens
Netw. (2008), doi:10.1016/j.adhoc.2008.07.010
As far as the side margins in the unknown current direc-
tion case are concerned, from geometric properties of
Fig. 13a it holds

l� ¼ lþ 2Ddmax

h� ¼ hþ 2Ddmax;

�
ð13Þ

while for the known current direction case (Fig. 13b) it can
be proven with simple trigonometry derivations that it
holds

l� ¼ lþ Ddmax � fmax½0; sinðb� DamaxÞ� þ sinðbþ DamaxÞg
h� ¼ hþ Ddmax � fmax½cosðb� DamaxÞ; cosðbþ DamaxÞ�g:

�
ð14Þ

In Eqs. (13) and (14), the worst-case maximum displace-
ment and maximum angular deviation a sensor can expe-
rience are

Ddmax ¼ OAH ¼
zH

cosðDamaxÞ
ð15Þ

Damax ¼ arctan

PH
h¼1

vh;max
c Dzh sin ah;max

c

PH
h¼1

vh;max
c Dzh cos ah;max

c

; ð16Þ
ional and two-dimensional deployment analysis ..., Ad Hoc
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where zH is the ocean depth, H is the number of ocean cur-
rent layers, Dzh is the width of layer h, and vh;max

c and ah;max
c

are the maximum current velocity and angular deviation in
layer h, respectively. The mathematical derivation of Eqs.
(15) and (16) are reported in the following.

With reference to Fig. 14, it holds that
tanðDamaxÞ ¼
AHBH

OBH

¼ OA1 sinðDa1Þ þ A1A2 sinðDa2Þ þ � � � þ Ah�1Ah sinðDahÞ þ � � � þ AH�1AH sinðDaHÞ
OA1 cosðDa1Þ þ A1A2 cosðDa2Þ þ � � � þ Ah�1Ah cosðDahÞ þ � � � þ AH�1AH cosðDaHÞ

: ð17Þ

Table 1
Redundant sensors DN� to compensate for failures

Observation time T (days) 30 60 90 120 150 180

k1 ¼ 1=ð365=12Þ; C�1 ¼ 0:90 2 4 5 7 8 9
k1 ¼ 1=ð365=12Þ; C�2 ¼ 0:95 3 5 6 7 9 10
k1 ¼ 1=ð365=12Þ; C�3 ¼ 0:99 4 6 8 9 11 12

k2 ¼ 1=ð365=6Þ; C�1 ¼ 0:90 1 2 3 4 5 5
k2 ¼ 1=ð365=6Þ; C�2 ¼ 0:95 2 3 4 5 5 6
k2 ¼ 1=ð365=6Þ; C�3 ¼ 0:99 3 4 5 6 7 8

k3 ¼ 1=ð365=4Þ; C�1 ¼ 0:90 1 2 2 3 3 4
k3 ¼ 1=ð365=4Þ; C�2 ¼ 0:95 1 2 3 3 4 5
k3 ¼ 1=ð365=4Þ; C�3 ¼ 0:99 2 3 4 5 5 6
If we assume that the vertical velocity of the sinking object
is constant and equal to vz

1 (i.e., the object terminal veloc-
ity as described in Section 4.2), then the time for an object
to sink through the generic layer h will be
Dth ¼ th � th�1 ¼ Dzh=vz

1. Therefore, in (17), it holds that
OA1 ¼ v1;max

c � Dz1=vz
1 and Ah�1Ah ¼ vh;max

c � Dzh=vz
1. This

leads to Eq. (16) if we simplify the terminal velocity both
in the numerator and the denominator. Finally, Eq. (15)
can be derived by trivial trigonometric derivations.

Interestingly, given the same target area, the side sur-
face margins in the unknown current direction case (13)
are larger than those computed if some information about
the current direction can be leveraged Eq. (14). This is also
shown in Fig. 13, where the surface areas (outside solid
rectangles) in the two cases are noticeably different, while
the target area (inside dotted rectangle) is the same.

4.5. Reliability margin

In this section, we provide an estimate of the number of
redundant sensors required to provide the network with
robustness to node failures, which underwater may be
caused by fouling and corrosion. In particular, we study
the required topology redundancy to statistically compen-
sate for node failures within a pre-determined observation
period, i.e., the length of the monitoring mission. If we as-
sume all nodes to have the same failure rate, and node fail-
ures to be independent and occurring according to a
Poisson distribution, the minimum number of redundant
sensors DN� to be deployed to compensate for Poissonian
sensor failures is

XDN�

n¼0

ðkTÞn � e�kT

n!
P C�; ð18Þ

where k ðday�1Þ represents the sensor failure rate, T ðdayÞ
the observation time, n the number of sensors that experi-
ence a failure within the observation time, and C� the tar-
get success probability, i.e., the probability that no more
than DN� failures be experienced during the observation
time.

Given a fixed number of redundant sensors deployed in
the body of water, which we indicated as DN�, the left side
of Eq. (18) computes the probability of having no network
failures in the observation time T, i.e., no more than DN�

single sensor failures. For example, if DN ¼ 0�, only the
strictly necessary number of sensors are deployed, without
considering any margin (i.e., the network cannot bear any
Please cite this article in press as: D. Pompili et al., Three-dimens
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single sensor failure). In this case, the left side of Eq. (18)
reduces to e�kT , which represents the success probability
of one sensor, i.e., the probability that a single sensor does
not experience a failure in the monitoring time window. In
this scenario, which represents the lowest degree of network
robustness to node failures, this probability decreases as the
observation time T increases, and depends on the reliabil-
ity of each single sensor (that is determined by the sensor
failure rate k). Conversely, if DN� ¼ 1, i.e., an infinity num-
ber of redundant sensors are theoretically deployed, no
network failure will be experienced, no matter T; this sec-
ond extreme case represents the highest degree of network
robustness to node failures. In-between cases, using a posi-
tive but finite number of redundant sensors, are reported
in Table 1, which quantifies the degree of robustness of
the network.

In particular, Table 1 reports the number of redundant
sensors that need to be deployed to compensate for Pois-
son sensor failures occurring during different observation
times under three success probabilities, when k1 ¼ 1=
ð365=12Þ, k2 ¼ 1=ð365=6Þ, and k3 ¼ 1=ð365=4Þ day�1, i.e.,
in average a sensor experiences one failure every one,
two, and three months, respectively. Note that, as the
observation time and/or the target success probability in-
crease, a higher numbers of nodes need to be deployed in
the body of water. Also, the lower the reliability of individ-
ual sensors (which in this simple model is captured by the
sensor failure rate k), the higher the number of redundant
nodes required to meet a pre-determined application-spe-
cific success probability C�.

5. Deployment in a 3D environment

In this section, we propose three deployment strategies
for three-dimensional UW-ASNs to obtain a target 1-cover-
age g�1 ¼ g� of the 3D region, i.e., the 3D-random, the bot-
tom-random, and the bottom-grid strategies. As previously
discussed, it is shown in Ref. [7] that the sensing range r re-
quired for 1-coverage is greater than the transmission
ional and two-dimensional deployment analysis ..., Ad Hoc
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Fig. 15. Three-dimensional scenario: 3D coverage with a 3D-random
deployment.
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Fig. 16. Three-dimensional scenario: Optimized 3D coverage with a 2D
bottom-random deployment.

1 In shallow water (depth less than 100 m), sensors at the sea-bed can
directly communicate to the surface station, while in deep water they
should use as relay nodes uw-gateways, which are endowed with short-
range horizontal transceivers and long-range vertical transceivers, as
described in Section 3.
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range t that guarantees network connectivity. Since in typ-
ical applications t P r, the network is guaranteed to be
connected when 1-coverage is guaranteed. Thus, in the fol-
lowing we focus on the sensing coverage. In all these
deployment strategies, winch-based sensor devices are an-
chored to the bottom of the ocean in such a way that they
cannot drift with currents. Sensor devices are equipped
with a floating buoy that can be inflated by a pump by
means of an electronically controlled engine that resides
on the sensor. This way, they can adjust their depth and
float at different depths in order to observe a given phe-
nomenon, as described in Section 3.2. In all the proposed
deployment strategies, described hereafter, sensors are as-
sumed to know their final positions by exploiting localiza-
tion techniques.

3D-random. This is the simplest deployment strategy,
and does not require any form of coordination from the
surface station. Sensors are randomly deployed on the bot-
tom of the 3D volume, where they are anchored. Then,
each sensor randomly chooses its depth, and, by adjusting
Please cite this article in press as: D. Pompili et al., Three-dimens
Netw. (2008), doi:10.1016/j.adhoc.2008.07.010
the length of the wire that connects it to the anchor, it
floats to the selected depth. Finally, each sensor informs
the surface station about its final position.

Bottom-random. As in the previous strategy, sensors
are randomly deployed on the bottom, where they are an-
chored. Differently from the 3D-random scheme, the sur-
face station is informed about their position on the
bottom.1 Then, the surface station calculates the depth for
each sensor in order to achieve the target 1-coverage ratio
g�. Finally, each sensor is assigned its target depth and floats
to the desired position.

Bottom-grid. This deployment strategy needs to be as-
sisted by one or multiple AUVs, which deploy the under-
water sensors to predefined target locations to obtain a
grid deployment on the bottom of the ocean. Each sensor
is also assigned a desired depth by the AUV and accord-
ingly floats to achieve the target coverage ratio g�.

Algorithm 1 reports the pseudo code of the procedure
run on the surface station to find the optimal depths of
the sensor nodes, for the bottom-random and bottom-grid
strategies. The positions of the sensor nodes are repre-
sented by a matrix P ¼ ½P1jPijPN�1�T , where Pi represents
the 3D coordinates of the ith sensor. The Nth node (also
N for simplicity) represents the sink, which is located on
the surface of the ocean. For example, Pið3Þ represents
the z coordinate of the ith sensor. We refer to a discrete
set of values, equally spaced with step stepz between 0
(surface) and zmax (ocean bottom), for the depth of the sen-
sor nodes. The function ĝðP;A; rÞ estimates the coverage
ratio g given the positions of the sensors P, the target vol-
ume A, and their sensing range r.

Algorithm 1. 3D Coverage optimization

while (h 6 max steps and g < g�) do
for (i ¼ 1; i < N; i++) do

for (j ¼ 0; j 6 zmax=stepz; j++) do
zold ¼ Pið3Þ
Pið3Þ ¼ j � step z
gnew ¼ ĝðP;A; rÞ
if (gnew > g) then

g ¼ gnew

else
Pið3Þ ¼ zold

end if
end for

end for
h++

end while

Algorithm 1 – presented in Section 5: in the following
we calculate the minimum number of sensors needed to
achieve a desired target 1-coverage ratio g� for the pro-
posed deployment strategies.
ional and two-dimensional deployment analysis ..., Ad Hoc



0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2 0.22
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Normalized sensing range

F
ra

ct
io

n 
of

 3
D

 s
pa

ce
 c

ov
er

ed

No. sensors=25
No. sensors=36
No. sensors=49
No. sensors=64
No. sensors=81
No. sensors=100

Fig. 17. Three-dimensional scenario: Optimized 3D coverage with a 2D
bottom-grid deployment.
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As shown in Figs. 15–17, given a fixed number of sen-
sors we achieve a better coverage ratio with increasing
complexity of the deployment strategy. In fact, the cover-
age ratio obtained with the bottom-grid strategy is greater
than the coverage ratio obtained with the bottom-random
strategy, which is in turn greater than the coverage ratio of
the 3D-random strategy. Moreover, given a target coverage
ratio, the minimum number of sensors needed to achieve
the desired coverage ratio decreases with the complexity
of the deployment strategy. Fig. 18 shows a comparison
between the minimum normalized sensing range that
guarantees coverage ratios of 1 and 0.9 with the bottom-
random strategy and the theoretical bound on the mini-
mum normalized sensing range derived in Ref. [7], where
the authors investigate sensing and communication cover-
age in a 3D environment. According to Theorem 4 in Ref.
[7], the 3D volume is guaranteed to be asymptotically al-
most surely 1-covered iff 4=3pn=Vr3 ¼ ln nþ ln ln nþxðnÞ,
with 1<<xðnÞ 	 ln ln n, where V is the volume of the re-
gion to be covered, n the number of deployed sensors, and r
their sensing range. Hence, to draw Fig. 18 we set
Please cite this article in press as: D. Pompili et al., Three-dimens
Netw. (2008), doi:10.1016/j.adhoc.2008.07.010
xðnÞ ¼ 1þ ln ln n=2. This shows that the bottom-random
deployment strategy very closely approximates the theo-
retically predicted bound, i.e., the minimum sensing range
that guarantees 1-coverage with probability 1 is almost the
same as that predicted by the model in Ref. [7].
6. Conclusions

In this paper, deployment strategies for two-dimen-
sional and three-dimensional architectures for underwa-
ter sensor networks were proposed, and a deployment
analysis was carried out, with the objective of determin-
ing the minimum number of sensors to achieve applica-
tion-dependent target sensing and communication
coverage; providing guidelines on how to choose the
deployment surface area, given a target region; studying
the robustness of the sensor network to node failures,
while providing an estimate of the number of required
redundant sensors.
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