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ABSTRACT

In this paper, different deployment strategies for two-glisional
and three-dimensional communication architectures fatduWa-
ter Acoustic Sensor Networks (UW-ASNSs) are proposed, aad st
tistical deployment analysis for both architectures is/jmted. The
objectives of this paper are to determine the minimum nurober
sensors needed to be deployed to achieve the optimal searsihg
communication coverage, which are dictated by the appdicat
provide guidelines on how to choose the optimal deployment s
face area, given a target region; study the robustness cfetsor
network to node failures, and provide an estimate of the raurab
redundant sensors to be deployed to compensate for pofaible
ures.

Categories and Subject Descriptors:
C.2.1 [Computer-Communication Networks]: Network Aretit
ture and DesigiNetwork topology

General Terms: Design, Performance, Reliability.
Keywords: Underwater Acoustic Sensor Networks, Deployment.

1. INTRODUCTION

Underwater sensor networks are envisioned to enable applic
tions for oceanographic data collection, ocean samplingir@n-
mental and pollution monitoring, offshore exploratiorsatiter pre-
vention, tsunami and seaquake warning, assisted navigatis-
tributed tactical surveillance, and mine reconnaissarideere is,
in fact, significant interest in monitoring aquatic envinoents for
scientific, environmental, commercial, safety, and mijiteeasons.
While there is a need for highly precise, real-time, fine ryedi
spatio-temporal sampling of the ocean environment, ctireth-
ods such as remote telemetry and sequential local sensimptca
satisfy many application needs, which call for wirelessamdter
acoustic networking. UnderWater Acoustic Sensor Netw@uk§-
ASN) [1] consist of sensors that are deployed to performatal
rative monitoring tasks over a given region. UW-ASN comneani
tion links are based oacoustic wireless technologwhich poses
unique challenges due to the harsh underwater environreec,
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as limited bandwidth capacity [7], high and variable pragam
delays [3], high bit error rates, and temporary losses oheotiv-
ity caused by multipath and fading phenomena [8].

We consider two communication architectures for UW-ASNs,
i.e., thetwo-dimensional architecturavhere sensors are anchored
to the bottom of the ocean, and ttieee-dimensional architecture
where sensors float at different ocean depths covering ttiee en
monitored volume region. While the former is designed far ne
works whose objective is to monitor the ocean bottom, therdds
more suitable to detect and observe phenomena that canadebe
quately observed by means of ocean bottom sensor nodes.oe pr
pose different deployment strategies, and provide a maitieah
analysis to study deployment issues concerning both aathites,
with the objectives below:

i) Determine the minimum number of sensors needed to be de-
ployed to achieve the target sensing and communicatiorragee
which are dictated by the application;

i) Provide guidelines on how to choose the optimal deplayme
surface area, given a target region;

iii) Study the robustness of the sensor network to noderfsiu
and provide an estimate of the number of redundant sensdes to
deployed to compensate for possible failures.

The remainder of this paper is organized as follows. In Sec-
tion 2, we review related literature. In Section 3, we dd=xri
the two-dimensional and three-dimensional architecttoe&)\W-
ASNSs, and discuss the relevant deployment challenges. dticBe
4, we derive geometric properties of the triangular-grighldg-
ment, evaluate the trajectory of a sinking device under ties-p
ence of ocean currents, compute the deployment surfacet@area
deploy sensors when a 2D bottom target area needs to be dpvere
and provide an estimate of the number of redundant sensoosrto
pensate for possible failures. In Section 5, we propose amgpare
through simulation experiments three deployment straseigir 3D
UW-ASNSs. Finally, in Section 6, we draw the main conclusions

2. RELATED WORK

The problem of sensing and communication coverage forderre
trial sensor networks has been addresses in several papens.
ever, to the best of the authors’ knowledge, this work is tfe fo
study deployment issues for underwater sensor networksnyMa
previous deployment solutions and theoretical boundsnaisgu
spatio-temporal correlation, mobile sensors, redeplayroénodes,
and particular deployment grid structures may not be féa$dy
the underwater environment.

In particular, in [6], methods for determining network ceswtiv-
ity and coverage given a node-reliability model are disedsand
an estimate of the minimum required node-reliability foratieg
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Figure 1: Architectures for two-dimensional (a) and threedimensional (b) UW-ASNSs; (c): Trajectory of a sinking objed

a system-reliability objective is provided. An interestiresult is
that connectivity does not necessarily imply coverage.h&siode-
reliability decreases, in fact, the sufficient conditiom émnnec-
tivity becomes weaker than the necessary condition for remee
Although [6] provides useful theoretical bounds and insiigito
the deployment of wireless terrestrial sensor networlsattalysis
is limited to grid structures. In [2], two coordination stealgo-
rithms are compared, a random and a coordinated sleep schieme
is shown that when the density of the network increases, ube d
cycle of the network can be decreased for a fixed coverage.
though [2] provides sound coverage algorithms for teri@ssen-
sor networks, its results cannot be directly applied to tidenwva-
ter environment where the sensor density is much lower thémei
terrestrial case, and spatio-temporal correlation caofteh be as-
sumed [1]. In [9], sensor coverage is achieved by moving@ens
nodes after an initial random deployment. However, [9] nexgu
either mobile sensor nodes or redeployment of nodes, whaph m
not be feasible for UW-ASNSs. In [4], sensing and communarati
coverage in a three-dimensional environment are rigoyongesti-
gated. The diameter, minimum and maximum degree of the reach
ability graph that describes the network are derived as etifumof
the communication range, while different degrees of cayerd-
coverage and, more in general, k-coverage) for the 3D emviemt
are characterized as a function of the sensing range. #tiregéy, it

is shown that the sensing rangeequired for 1-coverage is greater
than the transmission rangehat guarantees network connectiv-
ity. Since in typical applications > r, the network is guaranteed
to be connected when 1-coverage is achieved. Although tleese
sults were derived for terrestrial networks, they can aksafiplied

in the underwater environment. Thus, in this paper, we witls
on the sensing coverage when discussing deployment iss3& i
UW-ASNS, as in three-dimensional networks it implicitly piies
the communication coverage.

Al-

3. COMMUNICATION ARCHITECTURES

We consider two communication architectures for undemvate
sensor networks, i.e., @vo-dimensionabnd athree-dimensional
architecture[1], and identify the relevant deployment challenges.
As in terrestrial sensor networks, in UW-ASNSs it is neceggar
providecommunication coveragee., all sensors should be able to
establish multi-hop paths to the sink, asehsing coverage.e., the
monitored area should be covered by the sensors. More fiyymal
thesensing range of a sensor is the radius of the sphere that mod-
els the region monitored by the sensor (sensing sphere) rtfopo
A, of the monitored regiond is said to be&k-coveredf every point

in A,, falls within the sensing sphere of at le&ssensors. Thé&-
coverage ratiay;, of a monitored regiot is the fraction of the vol-
ume/area that i&-covered by a 3D/2D UW-ASN, respectively. In
the following, we will consider the case &f= 1 both for 2D and
3D networks to obtain simpl&-coveragen; of the region, since
underwater sensors may be expensive devices and spapoit@m
correlation may not be assumed [1].

3.1 Two-dimensional UW-ASNs

A reference architecture for two-dimensional underwagerssr
networks is shown in Fig. 1(a), where deployed sensor nodes a
anchored to the bottom of the ocean. Underwater sensors enay b
organized in a cluster-based architecture, and be intesmad
to one or moreunderwater gatewaygiw-gateways) by means of
wireless acoustic links. Uw-gateways are network devieebarge
of relaying data from the ocean bottom network to a surfaatsost.
They are equipped with a long-rangertical transceiver, which is
used to relay data tosurface stationand with ahorizontaltrans-
ceiver, which is used to communicate with the sensor nodssrid
commands and configuration data, and to collect monitoréal da
The surface station is equipped with an acoustic transceitech
may be able to handle multiple parallel communications \tlith
uw-gateways, and with a long-range radio transmitter arstel-
lite transmitter, which is needed to communicate withoasshore
sinkand/or to asurface sink

The main challenges that arise with such two-dimensional ar
chitecture are: i) determine the minimum number of sensodcs a
uw-gateways that need to be deployed to achieve the tangghge
and communication coverage, which are dictated by the ctjin
requirements; ii) provide guidelines on how to choose thécgd
deployment surface area, given a target bottom area; tigysthe
topology robustness of the sensor network to node failuaed,
provide an estimate of the number of redundant sensor nodes t
deployed to compensate for failures. In Section 4, we dsaus
detail these issues and provide solutions.

3.2 Three-dimensional UW-ASNs

Three-dimensional underwater networks are used to detect a
observe phenomena that cannot be adequately observed g mea
of ocean bottom uw-sensor nodes, i.e., to perform coopersim-
pling of the 3D ocean environment. In this architecture,sses
float at different depths to observe a given phenomenon. Ose p
sible solution would be to attach each sensor node to a surfac
buoy, by means of wires whose length can be regulated totadjus
the depth of each sensor node. However, although this enluti
enables easy and quick deployment of the sensor networki-mul



ple floating buoys may obstruct ships navigating on the sarfar
they can be easily detected and deactivated by enemiesitamil
settings. Furthermore, floating buoys are vulnerable talesand
tampering or pilfering. A different approach is to anchoneh-
based sensor devices to the bottom of the ocean, as depidtagl i
1(b). Each sensor is anchored to the ocean bottom and ispegliip
with a floating buoy that can be inflated by a pump. The buoyspull
the sensor towards the ocean surface. The depth of the searsor
then be regulated by adjusting the length of the wire thaheots
the sensor to the anchor, by means of an electronically aitedr
engine that resides on the sensor [1].

Many challenges arise with such architecture, which nedzbto
solved in order to enable underwater monitoring, includiphgen-
sors should collaboratively regulate their depth in ordeachieve
3D sensing coveragef the ocean column, according to their sens-
ing ranges; ii) sensors should be able to relay informatmothé
surface station via multi-hop paths, as in 3D underwatenords
there may be no notion of uw-gateway. Thus, network devices
should coordinate their depths in such a way as to guarahge t
the network topology be always connected, i.e., at leastparie
from every sensor to the surface station always exists, anié\ae
communication coverag&Ve discuss sensing and communication
coverage in 3D UW-ASNSs in Section 5, and propose three deploy
ment solutions.

4. DEPLOYMENTINA2D ENVIRONMENT

In this section, we provide a mathematical analysis of tla@lyr
properties of sensor devices that are deployed on the sudhc
the ocean, sink, and reach the ocean bottom. To achieventis,
study the trajectory of sinking devices (sensors and uwvgas)
when they are deployed on the ocean surface with known linitia
conditions (position and velocity). This allows us to captboth
the case when sensor nodes egerdomly deployen the ocean
surface, e.g., scattered from an airplane, or the case véresors
areaccurately positionece.g., released from a vessel.

To address the deployment challenges presented in theopsevi
section, in Section 4.1 we propose thiangular-grid deployment,
and derive useful geometric properties. In Section 4.2, twdys
the dynamics of a sinking object and evaluate its trajectmger
the presence of ocean currents. In Section 4.3, we chamter
the different sinking behavior of sensors and uw-gatewayt)
the objective of describing their average horizontal @dispient
and study the main communication properties of sensoresist
In Section 4.4, we derive the side margins that should be tsed

deploy sensors on the ocean surface when a 2D target ares. need

to be covered on the ocean bottom under the presence of turren
Finally, in Section 4.5, we derive an estimate of the numbieeo
dundant sensors to be deployed to compensate for possibiea
and provide the network with robustness.

4.1 Triangular-grid Coverage Properties

In this section, we propose theangular-grid deployment, and
derive useful geometric properties. Let us consider thensom
case of sensors with same sensing rangdhe optimal deploy-
ment strategy to cover a two-dimensional rectangular as@gu
the minimum number of sensors is to center each sensor a¢the v
tex of a grid of equilateral triangles, as shown in Fig. 2(@&jith
this configuration, by adjusting the distané@among sensors, i.e.,
the side of the equilateral triangles, it is possible to eefull cov-
erage i.e.,n = 1. In addition, this enables to optimally control the

1, i.e., the uncovered aredBC depicted in Figs. 2(a-b) is zero,
and the overlapping areas are minimized. This allows toexehi
the full coverage of a target area, but requires the highastber
of sensors. Conversely, as the distance among sensorasestre
i.e., the number of deployed sensors decreases, the cevextg
decreases. Therefore, there is a trade-off between the eruofib
deployed sensors and the achievable sensing coverage.eWe ar
terested in finding the minimum number of sensors that neéd to
deployed in order to guarantee a target sensing coveragehich

is dictated by the application requirements. To this endpresent
the following theorem.

THEOREM 1. Inan equilateral grid the sensing coveraggd, r),
i.e., the ratio of the covered area and the target area, is

A —A A
d DEX_‘DEFABC = - éig % e [07 2]
e = v () 7 €(2,00),
(1)
where:
2
Aapc = TS (% - r2 — %dQ) — 3r2 arcsin 2€ BC
(2

+3BC\/4r2 - BC®, BC =% — /312 - 3a2.

PrRoOF. With reference to Fig. 2(b), which represents a zoomed
portion of Fig. 2(a) AE = r andEH = d/2, wherer is the sens-
ing range and is the distance between sensors. Since the triangle
DEF is equilateral by constructioi7O = (1/3/6)d. Conse-
quently, sincedH = /r2 — d2/4, itholdsAO = HO — AH =
(V3/6)d — \/r2 —d2/4. As triangle DEF is equilateral, tri-
angle ABC is equilateral too. SincelO = (v/3/3)BC, then

BC = d/2 — /3r2 — (3/4)d2. Therefore, the area of triangle
ABC'is AﬁBC = (\/5/4)W2. In order to express the sens-
ing coverage)(d, r) as a function ofl andr, we need to compute
the aread s gc of the uncovered regiomMA BC among the circles
with centers inD, E, and F, and radiusr. This can be com-
puted asdapc = AﬁBc — 3 - Aprck, Wwhere Agrcox coin-
cides with the difference of the areas of the circular seB6\IC' F’

and the triangleBCF, i.e., Aprcxk = Aprcr — A§CF =
r? arcsin(BC/2r) — (BC /4)\/ 4r2 — BC”.

2
ConsequentlyAapc = (v/3/4) (d/2 — — (3/4)d2) -

+(3/4)BC\/4r2 — BC", whereBC = d/2—
\/3r2 — (3/4)d?, which gives (1) in the non-trivial casé/r €

[0,2]. As far as the casé/r € (2,00) is concerned, no over-
lapping areas are formed, and the coverggean be computed

straightforward.

3r2 arcsin(BC/2r)+

O

CoROLLARY 1. Inan equilateral grid the sensing coverage de-
pends only on the ratio of the inter-sensor distad@nd the sens-
ing ranger, and not on their absolute values, i.g(d, r) = n(d/r).

Let us note in (1) that, whed/r < /3, it holds A%, =
Aasc 0, which means that in this case the highest possible
coverage is achieved) = 1). Moreover, A4 sc(d) is a monotoni-
cally increasing function whes/r ranges irfv/3, 2], which makes
the coverage)(d,r) a monotonically decreasing function when

coverage ratig), defined as the ratio between the covered area and d/r > /3. Figure 2(c) reports the sensing coverage as a decreas-

the target area. In particular, as it will be mathematicpligven
in the following, whend = +/3r the coverage ratig is equal to

ing function of the ratio ofi andr. For a target sensing coverage
n* = 0.95, it is shown that the optimal ratio i&" /r = 1.95.
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Figure 2: Triangular-grid deployment. (a): Grid structure and side margins; (b): Uncovered area; (c): Sensing coverag

In order to compute the minimum number of sensors that need to

be deployed to cover a target area with silesdh using the pro-
posed equilateral grid, we should first find the optimmargins Al

and Ah from the center of the upper-left sensing circle, as shown
in Fig. 2(a). In particular, given the application-depemtdarget
coveragen™, from Fig. 2(c) we compute the optimal ratity /r.

In order for the uncovered areas on the border of the targettar
have the same coverage raiio, the margins should be selected as
Ah=HO + OT = (v/3/2)d* — r, whereOT = OF — TF =
(v/3/3)d — r, and Al = 20H cos(n/6) = d*/2. If we denote

as N™ the minimum number of sensors, we havé = N;* - N},
where N} and N;; represent the minimum number of sensors de-
ployed along sidesandh, respectively. Consequently, the follow-
ing relations need to be satisfied,

9AL+ (Nf — 1)d* > 1 = N = hf* + 1]
9Ah + (N — 1)d* sin(n/6) > h = Nj = [W + 1]

Finally, the minimum number of sensofé™ required to cover a
target area with sidelsandh, under the constraints of providing a
ratiod” /r to satisfy the target coverage ratjo is

l—d 2v/3h — 6d* + 4/3r
= +1H o +1]
(3

In Figs. 3(a-c), (3) is plotted for three different targetas, i.e.,
Ay = 100x100 m?, A2 = 300x200 m?, andAs = 1000x1000 m?,
and for several sensing ranges the interval[10, 35| m

4.2 Trajectory of a Sinking Object

In this section, we study the dynamics of a sinking object and
evaluate its trajectory under the presence of ocean csrrempar-
ticular, we first consider the ideal case in which the velocit
the ocean current does not change with depth; then, we etttend
model to capture the more realistic case in which the veladithe
current depends on depth.

According to Newton’s first law of motion, the acceleratign
describing the sinking in the water of an object with a dengit
and volumél” is determined by the following vectorial motion law,

4)

N*(l,h,d",7) = {

ﬁw+ﬁB+ﬁR+ﬁc:pV'§
where:

o Fyy = pV - g is theweight force which depends on the density
p [Kg/m3] and volumeV [m3] of the sinking object, and on the
terrestrial gravitational acceleratign= 9.81 m/s?;

e Fp = —pwV - g is the buoyant forcedue to the Archimede’s
principle, which is equal to the weight of the displaced flwidhere
pw = 1050 Kg/m?3 represents the average density of salty water;

o Fr = —KpwnApg -V is thefluid resistance forgawhich is propor-
tional through the constarit = 0.2 Nm?2s/Kg [5] to the velocity
+ [m/s] of the object, to its cross-sectiofiz [m?], and to a para-
metery accounting for the resistance caused by the object shape;

o Fo= CoAc - (Ve —V) is theforce of the currentwhich is propor-
tional through the constait = 721.7 Ns/m? [5] to the difference
between the velocity of the ocean currefi [m/s] and the object
velocity ¥ [m/s], to the cross-sectiod ¢ [m?2] of the object facing
the current, and to an object-dependent shape factor

We project (4) onto the x-, y-, and z- axes, which are directed
as shown in Fig. 1(c), and we denote the dynamic positionef th
sinking object a® = (z,y, z), its velocity asv = (&, v, 2), and
its acceleration ag = (&, 9, 2). We then consider the velocity of
‘the currentv. = (vZ,v¥,vZ), which, for the sake of clarity, is first
assumed to be independent on the ocean depth (we will thex rel
this assumption). Under the assumption that no significartical
movement of ocean water is observed, i.e., the consideesdigr
neither arupwellingnor adownwelling areathe current along the
z-axes can be neglected (~ 0), and (4) leads to three scalar laws,

z2: Fy+Fp+Fg=pV:Z.
(5)

Specifically, we obtain the following dynamic system equiagi,

x: F&=pVi; y: Fg=pVy;

13 CocA®Y .  CocA™Y =z

T+ % y:c = —pV Ve

- CoA™Y . CoA”

i+ =—y = =5 (6)
KppwA® P— Pw

Z+ 2=

whereA” andA® represent the horizontal and vertical cross-sections,

respectively. By solving this dynamic system, with theialiton-
ditions of the object on the surface at tin® i.e., its position
P(t°) = (z(t°),y(t°), 0) and velocityw(t°) = ((t°), 9(t°), (%)),
we obtain the solution,

_ 7CaA“J, _ 40

2(t) = 2(°) + o7 - (t-t°)+7g;;3y;ﬁv [1—e “7v ¢
,Uy CUA

y(t) = y(t°) + vl - (¢ — 1°) + QL 1 — o~ St
KpypA?

2(t) = 02 - (t—10) 4 [5(t0) —vZ]  [L—e v ),

@)
where we denoted as, = £2=24) [m /s] theterminal velocity

alongz, which is computed by imposing in (5) the following force
equilibrium, Fy;, + Fg + Fg = 0,i.e.,Z2 =0in (6).
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Figure 3: Minimum no. of sensors in triangular-grid deployment vs.
Ay = 300x200 m?; (c): Az = 1000x1000 m?

Let us now generalize this result by considering the mork rea
istic case in which the velocity of the ocean current depesrds
depth, i.e.¥. = (v%(z),v¢(2),0). There are two types of marine
currents each caused by a range of distinct drivess, tidalocean
currents, such as the Gulf Stream, ditldl streams. The complex
hydrodynamic system of currents is powered by many ford¢es, t
crux being the playoff between the joint forces of solar mgpof
tropical surface waters and the polar contributions of é@sh wa-
ter ice-melt flooding into the ocean and the general coolintdp®
salty ocean water. While studying the global current systerakes
up the larger part of the science @feanographyin this paper we
focus on the effect dbcal streamsn the monitored volume region.
In particular, we consider an ocean volume with constantrde
(flat botton), andH different ocean current layefs= 1, ..., H, of
width Az". We model the current on each plane xy in a laly¢o
be a piecewise constant function with modufeand angular devi-
ation from the x-axes, as depicted in Fig. 1(c). This allows us
to model thethermohaline circulatior(also known as the ocean’s
conveyor belt), i.e., deep ocean current, sometimes callecha-
rine rivers that flows with constant velocity and direction within
certain depths, driven by density and temperature graglient

Given these assumptions, our objective is to calculate ¢ h
zontal displacement of a sinking object on the x- and y-axesch
of the layers it sinks through. To accomplish this, we reivetg
apply the solution (7) to the dynamic system (6) to each |ayer
ing as initial conditions of the object the final position amdocity
computed in the previous layer. If we denote the initial fiosiof
objectn as(z%,y%,0) and its velocity agi%, 7%, 22), given all
its physical characteristics such as voluiig densityp,,, cross-
sectionsA;Y and A7, and horizontal and vertical shape factqrs,
ando,,, respectively, we can track the positionrofvhile it sinks.
Specifically, we have

mn(t) = m% + Z?;ll A:Cf.b + Uf cos Oéil . (t _ t271)+
"'n(ﬁ;il — /g' S }Cl 7M, titzfl
e e [ e (T ]
yn(t) = y5 + 0 Ayl +olisinalr - (8 —th7h)+
Z‘/n(tzfl)fvs’ sina’g 7CU”Af‘y~(t—th'*1) 3
Mo S G ] ®
tn* S t S tn
2a(t) = min{vs, - (¢ — )+
KPwM71Afl_ _ 40
+[20 — i) [L—e™ enva Tt} SHY

wheret® andt” are the instants object is released on the ocean

22 23

sensor distance over sensing range. (a}; = 100x100 m?; (b):

surface and exits laydt, respectively. More precisely” is the
instant for which it holdsz,, (t2) = 2" = 3 | Az, ie., the
depth of the object coincides with the sum of the widih® of
each layet the object sank through, as shown in Fig. 1(c).

In (8), the total displacement on the x- and y-axes when thie si
ing object is inside layeh is recursivelycomputed as the sum of
the displacements in each of the— 1 previously crossed layers
i = 1,...,h — 1, plus the displacement in layér itself. These
displacements are determined as partial solution of theumyn
system (6) in each layer, and have the following structure,

Azl =vicosal - (£ —t& )+
:‘vn(tzfl)fus’ cos a}cl — CU"()E’?J
T Co AT e T

Ayl =wisinal - (th — i+

ConARY
[1—e Pnvn_

Lt iy
+ nTtn )
C)

yn(tzfl)fv? sin a? .

) i1
(tp—ty )]
ConARY /pnVn :

+
Finally, in order to be able to determine the position of obje
n from (8), we need to substitute in (8) and (9) the x- and y-
component of the velocity the object has when it enters layer
1,.., H, ie., (&,(th"1), 9. (t"~1)), which can be computed as
exit velocity from layerh — 1 by solving (6). We report these
velocities in the following,

. ph—1 h—1 h—1
Tn(ty ") =ve  cosae +

ConARY (\h—1_ h—2
. _ _ 7 B b1y
Flan(th2) —vi T eosal Tl e T U i)

- h—1 h—1 - h—1

G (th™1) = v T sinal ™1+

ConARY (\h—1_ h—2
e L B -1y

Hgn(th2) =0l T sinal T e onva U0 w0

(10)
which can be recursively computed given that(t%) andg,, (t2)
are the known initial velocities on the surface.

Equations (8), (9), and (10) allow us to track the dynamic po-
sition of objectn while it sinks, given complete knowledge about
the structure of the currents in the volume of interest. bcpice,
however, we may only leverage some statistical informatiothe
currents, which can be used to estimate the final positionds-a
ployed object. While this offers a mathematical tool to gttige
dynamic of a sinking object, our ultimate objective is to Ideao
infer the statistical sensing and communication propexfe two-
dimensional sensor network that reaches the ocean bottowi|la
be discussed in the following section.
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Figure 4: (a): Average horizontal displacement of sensorsral uw-gateways vs. current velocity (for three different deths); (b):
Maximum and average sensor-gateway distance vs. no. of degkd gateways (in three different volumes, and with*** = 1 m/s);
(c): Normalized average and standard deviation of no. of sesors per uw-gateway vs. no. of deployed gateways (for grid drrandom
deployment strategies, in three different volumes, and wit v{**® = 1 m/s)

4.3 Communication Properties of 2D UW-ASNs

In this section, we characterize the different sinking héra
of sensors and uw-gateways, with the objective of desaibih
the average horizontal displacement of sensors and uwrggse
when different depths and current velocities are consétjeiethe
main properties of the clusters that have an uw-gatewayussecl
head, e.g., study the maximum and average sensor-gateway di
tance when the number of deployed gateways varies; iii) ¥he a
age and standard deviation of number of sensors in eacleclust
Let us consider a set of sensdtsvith cardinality.S = |S| char-
acterized by the same densjty, volumeVs, cross-sectionsts’
and A%, and shape factorss andos, and a set of uw-gateways
with G = |G|, in general with different values @ig, Vg, AgY, Ag,
g, andog. Given the matrices of the known initial positions of the
deployed sensors and uw-gatewadg§, = [PY| - -- |P2|- - - [Pg]"
andPg = [PY|---|P2|---|P&]", respectively, wherd?
[z2 y? 0" Vs € SandP2 = [z) yy 0]" Vg € G are position
column vectors, and the matrices of their known initial eé#ies,

ﬁ = [V |vO - VeI andﬁ = [V?I---Ivg|~-~|v0G]T,
wherev? = [i? ¢? 2" Vs € Sandvy = [i) 99 29]"

Vg € G are velocity column vectors, the final positions on the
ocean bottom of the sensors and uw-gatewd/s,and P, re-
spectively, can be derived using (8), (9), and (10) when edl d

ployed devices have reached the bottom, i.e., when tf >
max {maxses t; maxyeg tf}. Specifically,
Ps =P +APs(vd), PG=P+APg(vg) (11

where APs(v2) and APg(vd) are matrices accounting for the
total displacements accumulated while the sensors anchewgys,
respectively, were sinking through the ocean current Byer.,

[ pr Al g - o Al .]T

% = . Zh:l Ay? . 7& = . Zh:l Ayg . .
[ 27 J [ . 2 .
(12)

and current velocities are considered. In particular, wesioter

ps = 2000kg/m?, p, = 2500kg/m?, Vi, = 0.5 - 107* m?,
andV, = 10~ m?® to account for the common physical charac-
teristics of underwater sensor nodes and uw-gateways,hwhic
flect into different sinking properties, as formalized irL)1 Note
that gateways accumulate smaller displacements thanrsesisoe
their sinking times are shorter. In Fig. 4(b), we depict thaxim
mum and average sensor-gateway distance when the numbeer of d
ployed gateways increases. In particular, we considee tiheploy-
ment volumes ¥; = 100x100x50 m®, Vo = 300x200x100 m?,

and V3 = 1000x1000x500 m®) and a one-layer current scenario
(H = 1) with v*** = 1m/s. According to the specific sensor
transmission rangg, Fig. 4(b) allows setting the minimum num-
ber of uw-gateways that need to be deployed. In Fig. 4(c), we
present the normalized average and standard deviatiomdienof
sensors per uw-gateway when two deployment strategiesoare c
sidered, theandomand thegrid deployment Interestingly, while
the average number of sensors does not depend on the deployme
strategy, the sensor dispersion is much lower in a grid stregcin-
dependently on the number of gateways deployed. This isergen
result that does not depend on the considered scenario.

4.4 Deployment Surface Area: Side Margins

In this section, we compute the deployment surface areaevher
sensors should be deployed, when a 2D target area needsde-be ¢
ered on the bottom of the ocean. As described in Sectionsl2 a
4.3, ocean currents may significantly modify the sinkingetrto-
ries of sensors and uw-gateways. Therefore, the surfadeydep
ment should take into account the effect of the currentsrileo
to position as many deployed sensors inside the target anpasa
sible. To achieve this, in the following we considewarst-case
scenariowhere the effect of currents, in terms of sensor displace-
ments, is captured. The objective is to dimension the depboy
surface area, i.e., to asses properface side margins

With reference to Fig. 5, we consider a bottom target areh wit
sidesl andh, and analyze the two caseswfknown current direc-

tion (a), where we denote aSdyax = VAZZ 00 + AyZa. the

In (12), each element can be computed as in (9). Note that the maximum horizontal displacement a sinking sensor can expes,

dependence on the initial velocity in (12) has been omittedie
sake of notation simplicity.
InFig. 4(a), we show the expected horizontal displacemeht=

v/ Az? + Ay? of sensors and uw-gateways when different depths

i.e., how far in the horizontal plane xy a sensor can drife (B&y.
1(c)), andknown current directiorib), where we denote asd,,qx
the same metric used in the previous case ami@s . the max-
imum angular deviation of the current from its known direnti3,



Table 1: Redundant sensorsA N* to compensate for failures

A
il Obs. Time T [days] | 30 | 60 | 90 | 120 | 150 | 180
ki e e , T =090 2145 7 8] 9
i : i T = 0.95 356 7| 9| 10
C rarget | © rarget T; =0.99 46|89 |11 12
I* |I I || Area

! : failures, which in the underwater may be caused by foulirtycan-
| : rosion. In particular, we study the required topology rethncy to
[ T e o — e — statistically compensate for node failures within a predatned
i K i S observation period, i.e., the length of the monitoring missIf we
assume node failures to be independent and occurring aegdod
(a) (b) a Poisson distribution, the minimum number of redundanseen
AN™ to be deployed to compensate for Poissonian failures is,

AN~ n =T
PR, a7

n!
n=0

Figure 5: Deployment surface area for unknown (a) and known
(b) current direction 3, given a bottom target arealxh

where) [day 1] represents the sensor failure rafgday] the ob-
servation timen the number of sensors that experience a failure
within the observation time, anid* the target success probability,
i.e., the probability that no more thakN™* failures be experienced
during the observation time. Table 1 reports the number aiime
dant sensors that need to be deployed to compensate fooRoiss
sensor failures occurring during several observation simneder
three different success probabilities, whers 1/(365/12) day ",

i.e., in average a sensor experiences one failure everyimont

which is the angle the direction of the current forms withesidof
the target area, as depicted in Fig. 5(b). Note that, withass in
generality, it always holds that € [0, 7/2). More specifically, the
dottedcircular sectorin Fig. 5(b), characterized by radidsd,q.
and angleAanq.z, represents the region of the ocean bottom that
may be reached by a sensor that is deployed on the oceanesurfac
exactly on the vertex of the circular sector itself. Thisioegrep-
resents the statistical uncertainty in the final anchortjpwsf a
sensor caused by drifting due to ocean currents during tikénsj.
As far as the side margins in the unknown current directice ca
are concerned, from geometric properties of Fig. 5(a) id$ol 5. DEPLOYMENTINA3DENVIRONMENT
I — 14 9Ad,.. _ In thi_s section, we propose th_ree deployment strategiebirfee-
{ W — 4 2Admm (13) dimensional UW-ASNSs to obtain a targktcoveragen; = n* of
maws the 3D region, i.e., th@D-random the bottom-randomand the
while for the known current direction case (Fig. 5(b)) itdml bottom-gridstrategies. As previously discussed, it is shown in [4]
. . . that the sensing rangerequired for 1-coverage is greater than the
{ ! = L+ Adpas - {max [0; sin(5 — Aamaz)] + sin(8 + Admaz)} yransmission range that guarantees network connectivity. Since
h* = h+ Admaz - {max [cos(8 — Admaz); cos(5 + Admaz)]}- i typical applicationg > r, the network is guaranteed to be con-
nected when 1-coverage is guaranteed. Thus, in the folgpwia
focus on the sensing coverage. In all these deploymenegtest
winch-based sensor devices are anchored to the bottom of &
in such a way that they cannot drift with currents. Sensoicdsv

In (13) and (14), the worst-case maximum displacement and-ma
mum angular deviation a sensor can experience are,

H H
Adumag = —2 . va””‘”’ (15) are equipped with a floating buoy that can be inflated by a pump
H- v h=1 by means of an electronically controlled engine that resatethe
sensor. This way, they can adjust their depth and float areliff
th1 pmaT gip gftmae ent depths in order to observe a given phenomenon, as desdanib
Adimaz = arctan =77 PP o qman (16) Section 3.2. In all the proposed deployment strategies;ritresi
h=1"c

hereafter, sensors are assumed to know their final posibpmesx-
where z¥ is the ocean depthH is the number of ocean current  ploiting localization techniques.

layers,vZ, is the terminal velocity (see Section 4.2), arnfd™® 3D-random. This is the simplest deployment strategy, and does
anda™a% are the maximum current velocity and angular devia- not require any form of coordination from the surface stati®en-
tion in layerh, respectively. The mathematical derivation of (14), sors are randomly deployed on the bottom of the 3D volumerevhe
(15), and (16) is omitted for lack of space. Interestinglyeg the they are anchored. Then, each sensor randomly choosegits de
same target area, the side surface margins in the unknowencur  and, by adjusting the length of the wire that connects it toah-
direction case (13) are larger than those computed if sofioe-in  chor, it floats to the selected depth. Finally, each sensorrirs the
mation about the current direction can be leveraged (14)s iEh surface station about its final position.

also shown in Fig. 5, where the surface areas (outside smdtdm- Bottom-random. As in the previous strategy, sensors are ran-
gles) in the two cases are noticeably different, while thgdabarea domly deployed on the bottom, where they are anchored. Diffe
(inside dotted rectangle) is the same. ently from the 3D-random scheme, the surface station isriméol
ey . about their position on the bottom. Then, the surface statad-
4.5 Reliability Margin culates the depth for each sensor in order to achieve thettasg

In this section, we provide an estimate of the number of redun coverage ratio)*. Finally, each sensor is assigned its target depth
dant sensors required to endow the network with robustoessde and floats to the desired position.
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Figure 6: Three-dimensional scenario. (a): 3D coverage wita 3D random deployment; (b): Optimized 3D coverage with a 2D
bottom-random deployment; (c): Optimized 3D coverage witha 2D bottom-grid deployment

Bottom-grid. This deployment strategy needs to be assisted by o~ Wirimum sensing range (coverage rallo=0.)
one or multiple AUVs, which deploy the underwater sensopés @ S Sonsngrangeboung o
defined target locations to obtain a grid deployment on thobo T ]
of the ocean. Each sensor is also assigned a desired deptle by t
AUV and accordingly floats to achieve the target coverage rgt

As shown in Figs. 6(a-c), given a fixed number of sensors we
achieve a better coverage ratio with increasing complexitthe
deployment strategy. In fact, the coverage ratio obtainih tive
bottom-grid strategy is greater than the coverage ratiaioét with

Sensing range

031

the bottom-random strategy, which is in turn greater thancthv- 0zsf

erage ratio of the 3D-random strategy. Moreover, given getar

coverage ratio, the minimum number of sensors needed tewahi oz

the desired coverage ratio decreases with the complexityef

deployment strategy. Figure 7 shows a comparison between th Ol 20 s 4 s e 70 s s 10
minimum normalized sensing range that guarantees coveeage Number of sensors

tios of 1 and 0.9 with the bottom-random strategy and theréteo

ical bound on the minimum normalized sensing range derived i Figure 7: Theoretical and experimental sensing range

[4], where the authors investigate sensing and commupitatv-

erage in a 3D environment. According to Theorem 4 in [4], tBe 3
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