An analysis of flow, temperature, and chemical composition distortion in gas sampling through an orifice during chemical vapor deposition
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Measurement of the chemical composition of gases sampled through a small hole in the substrate can be a useful diagnostic for investigations of the chemistry of chemical vapor deposition (CVD) processes. Ideally, one would measure the composition of the gas at the growth surface. However, the flow disturbance due to sampling causes the conditions at the mouth of the orifice to be different from those at the growth surface. Unless the orifice diameter is sufficiently small, relative to the thickness of chemical and thermal boundary layers above the growth surface, the sampled composition will differ from the composition at the growth surface. In this work, we present results of two-dimensional simulations of the flow, heat transfer, and chemical reactions in an axisymmetric stagnation point flow with gas sampling through a small orifice in the substrate on the symmetry axis of the flow field. Detailed results are given for atmospheric-pressure radio-frequency plasma CVD of diamond, corresponding to experiments performed in our laboratory. We also present more general results, approximate analytical representations of the flow field, and scaling rules for the size of the disturbance due to the sampling orifice. © 1999 American Institute of Physics. [S1070-6631(99)01204-0]

I. INTRODUCTION

Gas sampling through an orifice in the substrate, followed by gas chromatographic or mass spectrometric analysis of the sampled gases, has been used to investigate the chemistry of a wide range of chemical vapor deposition (CVD) processes. Systems where this technique has been applied include combustion CVD of diamond,1 hot filament CVD of diamond,2 atmospheric-pressure radio-frequency plasma CVD of diamond,3,5 microwave plasma CVD of diamond,6 plasma-enhanced CVD of diamondlike carbon,7 laser-assisted CVD of germanium,8 thermal CVD of AlN from ((CH3)3AlH3)9, MOCVD of GaAs,10,11 photo-assisted CVD of Si3N4,12 tungsten CVD,13 and laser-induced CVD of amorphous hydrogenated silicon.14 In several of these studies,1,2,4 measured concentrations were explicitly compared to one-dimensional simulations of a chemically reacting stagnation point flow computed using the SPIN code15 from Sandia National Laboratories. In other cases, though such explicit comparisons were not made, the composition of the gas entering the sampling orifice was assumed to be identical to the composition at the film surface. This neglects any effects that the flow into the orifice has on the flow, temperature, and concentration fields in its vicinity.

Our interest in exploring the effect of these sampling distortions arises from the experimental and modeling studies of atmospheric-pressure radio-frequency plasma CVD of diamond performed previously in our laboratory.4,5,16,17 In these experiments, diamond was deposited on a molybdenum substrate at atmospheric pressure using a radiofrequency induction plasma operating with argon as the main plasma gas. Methane and hydrogen were the reactants, with typical inlet CH4:H2:Ar ratios of 1:50:500. Gases were sampled through a 70 μm orifice at the center of the substrate and analyzed by gas chromatography. A two-dimensional model of the plasma predicted peak temperatures above 10000 K. For typical conditions, that model predicted that the 4000 K isotherm is approximately 2 mm from the substrate. A one-dimensional stagnation point flow model was used to model the deposition and boundary layer chemistry, with the freestream conditions obtained from the predictions of the two-dimensional plasma model at the 4000 K isotherm. The freestream composition was taken as an equilibrium mixture of Ar, H, H2, and the C1 and C2 hydrocarbons at 4000 K and 1 atm.17 A third model predicted composition changes in the sampling line to the gas chromatograph.4,18 The stagnation point flow model predicts chemical boundary layer thicknesses comparable to the orifice diameter for some species. It was also found that the predicted concentrations at a distance of 200 μm above the substrate surface were in much better agreement with the measured concentrations than were the predicted concentrations at the surface.4 This suggests that sampling distortions due to the flow into the orifice are important in this system.

Sampling distortions in molecular beam mass spectrometry (MBMS) of reactive species in flames have been considered by several authors. Flame sampling is a similar, but not identical problem to the one considered here. In flame sampling, the goal is to obtain the composition of the unburned flame, the situation that would exist if no sampling
probe were present at all and, therefore, no surface reactions occurred. In sampling through a CVD substrate, the goal is to measure the concentrations that would exist at the surface if it did not have a hole in it, with the surface reactions undisturbed. What the two situations have in common is a shifting of the isotherms and composition profiles toward the sampling orifice due to the flow into it. An early analysis of MBMS sampling from flames was presented by Hayhurst, Kittelson, and Telford, who used simple analytical approximations to the flow field to estimate the disturbance of the flame due to flow into the probe and due to the boundary layer formed near the probe entrance. Later, Yi and Knuth studied the shift of concentration profiles due to flow into a sampling cone by performing two-dimensional calculations for inviscid flow, diffusion, and a single first order chemical reaction in a binary mixture. Knuth and Smith have reviewed these and many other studies of composition distortions in MBMS sampling.

One goal of the present work was to quantitatively determine the effect of distortions due to flow into the sampling orifice on measured species concentrations during atmospheric-pressure radio-frequency plasma CVD of diamond under the conditions used in our laboratory. An additional objective was to generalize these results to allow simple calculation of the approximate extent of the sampling disturbance under conditions relevant to other CVD processes. To do this, we have performed two-dimensional simulations of the near-orifice region of a stagnation point flow in which there is critical flow through a small orifice located on the axis of the flow. For conditions corresponding to experiments from this laboratory that have been presented previously, simulations that included detailed diamond CVD chemistry in both the gas phase and on the surface were carried out. To generalize the results, we also performed less computationally expensive simulations, including only three species and a single surface reaction, over a range of pressures, total flow rates, orifice diameters, and freestream and substrate temperatures. These results are compared to results based on simple, analytical streamfunction representations similar to those used by Hayhurst, Kittelson, and Telford. Approximate scaling rules for the size of the sampling disturbance are obtained from the results. These can be used to estimate the effects of sampling under other conditions.

II. SIMULATION METHODOLOGY

The numerical simulations presented in this work were carried out using the commercial finite volume based computational fluid dynamics code CFD-ACE. The solution procedure used in this code is essentially that presented by Patankar, with the additional capabilities of using multiple domains, body fitted coordinates, and higher-order differencing schemes. The equations solved were the mixture continuity equation, the axial and radial momentum conservation equations, the energy conservation equation, a continuity equation for each gas phase chemical species, and a surface species conservation equation for all but one of the surface species. These equations are summarized in Table I. In this work, first order upwinded differences were used for the density, second order upwinded differences were used for the velocity components, and central differences were used for the enthalpy and species mass fractions. The flow was treated as compressible, and variations of thermodynamic and transport properties with temperature, pressure, and composition were accounted for. Temperature and composition dependent mixture viscosity, thermal conductivity, mixture-averaged diffusion coefficients, and thermal diffusion coefficients were obtained from the kinetic theory of gases with Lennard-Jones parameters taken from the CHEMKIN transport property library. Thermodynamic properties of the chemical species were taken from the CHEMKIN thermodynamic database. The CFD-ACE program was augmented with routines to allow calculation of the thermal diffusion coefficients using the rigorous methods of the CHEMKIN transport package, and with routines to solve for the fractional coverages of the surface species and to couple the rates of surface reactions to the gas phase species continuity equations through their boundary conditions at the growth surface. SURFACE CHEMKIN was used to manage the surface reaction mechanism and to compute reaction rates of surface reactions, while the built-in capabilities of CFD-ACE were used to handle the gas phase chemistry. The computational domain is sketched in Fig. 1, where we have indicated the boundary conditions used. This geometry corresponds to the sampling orifice used in the experiments presented in previous work from this laboratory.

For simulations used to obtain quantitative results corresponding to experiments performed in our laboratory (see above), detailed reaction mechanisms were used in both the gas phase and on the surface. In the gas phase, a mechanism consisting of 27 reactions among 16 species (H₂, H, Ar, and the C₁ and C₂ hydrocarbons) was used. This reduced mechanism was obtained from the larger set of reactions reported elsewhere by application of the mechanism reduction based on principal component analysis. The larger mechanism upon which this reduced mechanism is based contains the hydrocarbon reactions found in the GRI mechanism for methane combustion augmented by additional reactions involving atomic carbon, and with some rate parameters updated based on more recent results. The extended growth-by-methyl mechanism of Yu and Girshick, based on the Harris mechanism, was used at the diamond deposition surface. Simpler simulations were also performed, in which only H, H₂, and Ar were included, and the only chemical reaction was H atom recombinaction at the surface with a recombination coefficient of 0.16.

For the simulations including detailed chemistry, the expanding portion of the domain downstream of the sampling orifice was omitted. The pressure profile at the orifice exit calculated without detailed chemistry was imposed as a boundary condition for the simulations that included detailed chemistry. The velocity profile at the orifice outlet obtained using this pressure boundary condition was identical to that obtained with the larger domain. Solutions of the quasi-one-dimensional stagnation point flow problem, for comparison to the two-dimensional results, were obtained using the SPIN code from the CHEMKIN package. These included the same
TABLE I. Governing equations.\(^{a}\)

<table>
<thead>
<tr>
<th>Equation Type</th>
<th>Equation</th>
</tr>
</thead>
</table>
| Mixture continuity | \[
\frac{1}{\rho} \frac{\partial \rho}{\partial t} + \frac{\partial}{\partial x_i} (\rho u_i) = 0
\]
| Radial momentum | \[
\rho \left( \frac{\partial u_r}{\partial t} + u_r \frac{\partial u_r}{\partial r} + \frac{u_z}{r} \frac{\partial u_z}{\partial z} \right) + \frac{1}{r} \frac{\partial}{\partial r} \left( r \rho u_r \frac{\partial u_r}{\partial r} \right) = -\frac{\partial p}{\partial r} + \frac{1}{r} \frac{\partial}{\partial r} \left( r \mu \frac{\partial u_r}{\partial r} \right)
\]
| Axial momentum | \[
\rho \left( \frac{\partial u_z}{\partial t} + u_r \frac{\partial u_z}{\partial r} + u_z \frac{\partial u_z}{\partial z} \right) + \frac{1}{r} \frac{\partial}{\partial r} \left( r \rho u_z \frac{\partial u_z}{\partial z} \right) = -\frac{\partial p}{\partial z} + \frac{1}{r} \frac{\partial}{\partial r} \left( r \mu \frac{\partial u_z}{\partial z} \right)
\]
| Energy | \[
\rho C_p \left( \frac{\partial T}{\partial t} + u_r \frac{\partial T}{\partial r} + \frac{u_z}{r} \frac{\partial T}{\partial z} \right) = \sum_{i=1}^{N_s} \left( \rho v_i c_{p_i} \frac{\partial T}{\partial r} \right) + \frac{1}{r} \frac{\partial}{\partial r} \left( r \rho v_i c_{p_i} \frac{\partial T}{\partial r} \right) + \frac{1}{r} \frac{\partial}{\partial z} \left( r \rho v_i c_{p_i} \frac{\partial T}{\partial z} \right) - \sum_{i=1}^{N_s} \rho v_i c_{p_i} \frac{\partial T}{\partial t} + \sum_{i=1}^{N_s} \frac{\partial}{\partial r} \left( r \rho v_i c_{p_i} \frac{\partial T}{\partial r} \right) + \frac{1}{r} \frac{\partial}{\partial z} \left( r \rho v_i c_{p_i} \frac{\partial T}{\partial z} \right) - \sum_{i=1}^{N_s} \rho v_i c_{p_i} \frac{\partial T}{\partial t} \]
| Species continuity | \[
\rho \left( \frac{\partial Y_i}{\partial t} + u_r \frac{\partial Y_i}{\partial r} + \frac{u_z}{r} \frac{\partial Y_i}{\partial z} \right) = \sum_{j=1}^{N_s} \left( \rho v_i c_{p_i} \frac{\partial Y_i}{\partial r} \right) + \frac{1}{r} \frac{\partial}{\partial r} \left( r \rho v_i c_{p_i} \frac{\partial Y_i}{\partial r} \right) + \frac{1}{r} \frac{\partial}{\partial z} \left( r \rho v_i c_{p_i} \frac{\partial Y_i}{\partial z} \right) - \sum_{j=1}^{N_s} \rho v_i c_{p_i} \frac{\partial Y_i}{\partial t} + \sum_{j=1}^{N_s} \frac{\partial}{\partial r} \left( r \rho v_i c_{p_i} \frac{\partial Y_i}{\partial r} \right) + \frac{1}{r} \frac{\partial}{\partial z} \left( r \rho v_i c_{p_i} \frac{\partial Y_i}{\partial z} \right) - \sum_{j=1}^{N_s} \rho v_i c_{p_i} \frac{\partial Y_i}{\partial t} \]

\(^{a}\)r=radiial coordinate, \(\varepsilon=\)axial coordinate, \(u=\)axial velocity, \(v=\)radial velocity, \(T=\)temperature, \(\rho=\)density, \(p=\)pressure, \(Y_1=\)mass fraction of species \(k, X_i=\)mole fraction of species \(k, \theta_i=\)fractional coverage of surface species \(k, h_i=\)molar enthalpy of species \(k, \tau=\)stress tensor, \(\omega=\)molar production rate of species \(k\) by gas phase reactions, \(K_i=\)number of gas phase species, \(s_i=\)molar production rate of species \(k\) by surface reactions, \(K_i=\)number of surface species, \(C_p=\)mixture specific heat, \(C_p=\)specific heat of species \(k, \lambda=\)mixture thermal conductivity, \(U_i=\)axial diffusion velocity of species \(k, V_i=\)radial diffusion velocity of species \(k, D_{km}=\)mixture-averaged diffusion coefficient of species \(k\) in the mixture, \(M_k=\)molecular weight of species \(k, D^t_{ik}=\)thermal diffusion coefficient for species \(k\).

**FIG. 1. Sketch of computational domain showing the boundary conditions applied. Variables are defined in Table I.**

---

Chemistry as the two-dimensional simulations. The pressure profile boundary condition applied along the radial outflow boundary of the domain \(p(z)\) in Fig. 1 was obtained by integration of the axial momentum equation for the quasi-one-dimensional stagnation point flow using the velocity, density, and viscosity profiles predicted by the SPIN code. Therefore the imposed pressure boundary condition was the pressure profile that would be present in an ideal stagnation point flow. This boundary condition was necessary to achieve quantitative agreement between the quasi-one-dimensional solution and the two-dimensional simulations at points radially distant from the orifice.

### III. RESULTS AND DISCUSSION

#### A. Typical results

Typical isotherms and streamlines are shown in Fig. 2. These are for a freestream velocity \(U_0\) of 10 m/s, an upstream pressure \(p_0=1\) atm, a freestream temperature \(T_0=4000\) K, a wall temperature \(T_w=1200\) K, an orifice diameter of 70 \(\mu\)m, and a downstream pressure \(p_2\) of 20 Torr. These are conditions corresponding to the experiments and calculations presented by Girshick, Li, Yu, and Han. Only the streamlines near the orifice are shown. The streamlines are those of an ideal stagnation point flow, except near the sampling orifice. Likewise, the isotherms (and concentration isolines, not shown) are parallel to the substrate far from the orifice, as they would be in an ideal stagnation point flow. Compressibility effects are not signifi-
For the conditions of Fig. 2, the separation streamline between flow that enters the orifice and flow that exits radially meets the substrate at about 0.4 mm from the symmetry axis. The radial position of this stagnation ring (hereafter denoted $R_{st}$) is one measure of the size of the disturbance due to sampling. Significant distortion of the isotherms is observed near the orifice. The radial extent of this distortion is comparable to the stagnation ring location, $R_{st}$. Another measure of the size of the disturbance is the axial distance by which the isotherms are shifted at the center of the orifice. We define this shift (hereafter denoted $\delta_{T}$) as the distance from the substrate, at points radially distant from the orifice, for which the temperature is equal to the temperature at the center of the orifice. For the case shown in Fig. 2, this shift is about 70 μm. There are corresponding shifts of the concentration isolines for each chemical species. The distortions in the concentration profiles are coupled to each other and to the distortions in the temperature profile by gas phase reactions, since the rates of these reactions are highly temperature dependent. These shifts in the isotherms and concentration isolines will significantly affect the concentration of a species entering the orifice if they are comparable to the thickness of the chemical boundary layer for that species.

B. Results from simulations with detailed chemistry

As described above, simulations including detailed chemistry corresponding to the diamond deposition experiments described by Lindsay, Larson, and Girshick were performed to determine quantitatively the effect of the sampling disturbance in those experiments. Figure 3 shows results of calculations corresponding to deposition at a substrate temperature of 1200 K, a pressure of 1 atm, an orifice diameter of 70 μm, and an input methane to hydrogen ratio of 2%. Figure 4 shows corresponding axial species profiles on the axis of symmetry and 2 mm from the axis of symmetry for several compounds of interest in diamond deposition. For acetylene, shown on the left-hand side of Fig. 3, the concentration boundary layer is thick compared to the size of the sampling disturbance, and the acetylene mole fraction at the orifice is only slightly different from its value at the growth surface away from the orifice. However, methane is formed in a boundary layer whose thickness is comparable to the dimensions of the sampling disturbance, and therefore its mole fraction at the orifice is substantially different from its value at the growth surface. Similar observations can be made for the other species shown in Fig. 4. Mole fractions of all of the species at the orifice center, at the growth surface, and averaged over the flow through the orifice are given in Table II. The difference between the mole fractions of species at the growth surface and at the orifice ranges from about 2% for argon, H₂, and C₂H₂, to several orders of magnitude for trace species that are formed or destroyed in a very thin region near the surface.

For each species we can define an effective sampling distance (δₜ) as the distance from the substrate, at points radially distant from the orifice, where its mole fraction is equal to its mole fraction at the center of the orifice. Table II presents these effective sampling distances. These range
from 31 to 160 \( \mu m \), depending on the diffusion coefficient of the species, its unperturbed concentration profile, and how it is coupled to the other species by reaction. The corresponding shift in the isotherms (\( \delta_T \) as defined above) is 60 \( \mu m \). This is comparable to the shifts in the concentration isolines for most of the species. Yi and Knuth\textsuperscript{22} found, in their simulations of flow into an orifice at the tip of a sampling cone, that the effective sampling distance for species whose characteristic reaction time was larger than the characteristic flow time was approximately given by

\[
\frac{\delta_k}{d} = \alpha \frac{\text{Pe}^{0.5}_{m,k}}{	ext{D}_{km}},
\]

where \( d = \) orifice diameter, \( \text{Pe}_{m,k} = \) Peclet number for mass transfer = \( \text{Re Sc} = \frac{u_{av} d}{D_{km}} \), \( u_{av} = \) average velocity at the orifice, \( D_{km} = \) mixture-averaged diffusion coefficient for species \( k \), \( \alpha = \) a constant of proportionality, 0.19 in Yi and Knuth’s work.\textsuperscript{22}

The final column of Table II gives the value of \( \delta_k \) from this expression for each species, with the constant of proportionality set at \( \alpha = 0.163 \), which gave the best agreement with the detailed calculations when H\textsubscript{2}, Ar, CH\textsubscript{2}, CH\textsubscript{3}, and C\textsubscript{2}H\textsubscript{2} were excluded (see footnotes to Table II). For these species, there is reasonable agreement between the prediction from Eq. (1) and the observed value of \( (\delta_k) \). Thus, Eq. (1) can give a useful, semiquantitative estimate of the sampling distance for species that have a significant concentration gradient near the surface and for which the concentration increases or decreases monotonically over a distance of a few orifice diameters from the surface. The concentrations of species without a significant concentration gradient near the surface will be unaffected.

We would expect the effective sampling distance to depend only on the Peclet number if the only processes governing the species concentrations were convection and molecular diffusion. In this reactive flow, gas phase reactions, surface reactions, and thermal diffusion lead to dependence on other dimensionless quantities in addition to the Peclet number. In principle, the effective sampling distance for each component should depend on its thermal diffusion ratio [which can be defined as \( k_T = \frac{D_{km}^2}{\rho Y_k D_{km}} \) in a multicomponent system], its gas phase Damköhler number [defined as \( \text{Da}_g = \frac{(\dot{\omega}_k d^2)}{(c_k D_{km})} \)], and its surface Damköhler number [defined as \( \text{Da}_s = \frac{\dot{\rho} \dot{d}}{(c_k D_{km})} \)]. These numbers are defined based on reaction rates and diffusion coefficients at a particular location. It may not be possible to define a representative production rate (\( \dot{\omega}_k \)) for a species, since that quantity may change by orders of magnitude over distances comparable to the orifice diameter. We evaluated these three dimensionless groups using the concentrations, properties, and production rates at the substrate surface and examined the dependence of the effective sampling distance on them.

![Figure 3](image-url) Acetylene and methane concentration profiles from two-dimensional simulations including detailed gas phase and surface chemistry. Conditions are the same as in Fig. 2. The freestream composition is an equilibrium mixture of the sixteen species considered at 4000 K and 1 atm with atom fractions of 40.3% H, 59.1% Ar, and 0.54% C.

![Figure 4](image-url) Concentration profiles for several important species in diamond deposition from the same simulation presented in Fig. 3. Solid lines are the axial profiles at radial positions far from the orifice, and the dashed lines are the profiles along the symmetry axis.
TABLE II. Species concentrations.

<table>
<thead>
<tr>
<th>Species</th>
<th>Mole fraction at orifice center</th>
<th>Mole fraction averaged over orifice outflow</th>
<th>Mole fraction at surface</th>
<th>Effective sampling distance ((d_s))</th>
<th>Estimated (d_s) from Eq. (1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>H(_2)</td>
<td>(2.31 \times 10^{-1})</td>
<td>(2.34 \times 10^{-1})</td>
<td>(2.37 \times 10^{-1})</td>
<td>a</td>
<td>38</td>
</tr>
<tr>
<td>CH(_4)</td>
<td>(2.71 \times 10^{-3})</td>
<td>(3.93 \times 10^{-3})</td>
<td>(9.87 \times 10^{-5})</td>
<td>88</td>
<td>74</td>
</tr>
<tr>
<td>C(_2)H(_6)</td>
<td>(5.90 \times 10^{-6})</td>
<td>(1.13 \times 10^{-3})</td>
<td>(3.83 \times 10^{-5})</td>
<td>82</td>
<td>86</td>
</tr>
<tr>
<td>Ar</td>
<td>(7.44 \times 10^{-1})</td>
<td>(7.43 \times 10^{-1})</td>
<td>(7.54 \times 10^{-1})</td>
<td>a</td>
<td>160</td>
</tr>
<tr>
<td>CH(_3)</td>
<td>(3.12 \times 10^{-5})</td>
<td>(2.84 \times 10^{-5})</td>
<td>(1.84 \times 10^{-5})</td>
<td>43</td>
<td>74</td>
</tr>
<tr>
<td>H</td>
<td>(2.12 \times 10^{-2})</td>
<td>(1.97 \times 10^{-2})</td>
<td>(5.31 \times 10^{-3})</td>
<td>46</td>
<td>31</td>
</tr>
<tr>
<td>C(_2)H(_6)</td>
<td>(5.72 \times 10^{-9})</td>
<td>(2.30 \times 10^{-8})</td>
<td>(1.79 \times 10^{-7})</td>
<td>81</td>
<td>90</td>
</tr>
<tr>
<td>C</td>
<td>(5.05 \times 10^{-5})</td>
<td>(4.39 \times 10^{-5})</td>
<td>(1.07 \times 10^{-5})</td>
<td>89</td>
<td>64</td>
</tr>
<tr>
<td>CH</td>
<td>(1.76 \times 10^{-6})</td>
<td>(1.32 \times 10^{-6})</td>
<td>(1.69 \times 10^{-7})</td>
<td>88</td>
<td>60</td>
</tr>
<tr>
<td>C(_2)H</td>
<td>(5.98 \times 10^{-6})</td>
<td>(4.95 \times 10^{-6})</td>
<td>(2.63 \times 10^{-6})</td>
<td>153(^{a})</td>
<td>73</td>
</tr>
<tr>
<td>C(_2)H(_6)</td>
<td>(1.96 \times 10^{-8})</td>
<td>(1.24 \times 10^{-8})</td>
<td>(5.18 \times 10^{-10})</td>
<td>81</td>
<td>76</td>
</tr>
<tr>
<td>C(_2)H(_4)</td>
<td>(4.74 \times 10^{-7})</td>
<td>(2.77 \times 10^{-7})</td>
<td>(6.34 \times 10^{-9})</td>
<td>61</td>
<td>85</td>
</tr>
<tr>
<td>CH(_4)</td>
<td>(3.57 \times 10^{-1})</td>
<td>(3.54 \times 10^{-3})</td>
<td>(3.49 \times 10^{-3})</td>
<td>a</td>
<td>85</td>
</tr>
<tr>
<td>C(_2)H(_2)</td>
<td>(5.38 \times 10^{-6})</td>
<td>(8.54 \times 10^{-6})</td>
<td>(1.62 \times 10^{-5})</td>
<td>85</td>
<td>86</td>
</tr>
<tr>
<td>C(_2)H(_6)</td>
<td>(6.98 \times 10^{-9})</td>
<td>(2.24 \times 10^{-8})</td>
<td>(1.50 \times 10^{-7})</td>
<td>80</td>
<td>90</td>
</tr>
<tr>
<td>CH(_3)</td>
<td>(1.12 \times 10^{-7})</td>
<td>(7.81 \times 10^{-8})</td>
<td>(9.22 \times 10^{-9})</td>
<td>58</td>
<td>73</td>
</tr>
</tbody>
</table>

\(^{a}\)The effect of the sampling disturbance on the concentrations of these species is negligible.

\(^{b}\)CH\(_3\) behaves anomalously because its unperturbed concentration profile goes through a maximum about 80 \(\mu\)m from the surface.

\(^{c}\)CH\(_2\) behaves anomalously because its unperturbed concentration profile goes through a minimum about 25 \(\mu\)m from the surface.

The effective sampling distance appeared to correlate with \(D_\text{a}\), and with \(k_T\), but we do not have a sufficient number of results over a large enough range of these parameters to make any general statements about this dependence. The effective sampling distance did not appear to depend significantly on \(D_\text{a}\), but again there is insufficient information to generalize.

In previous modeling of the diamond deposition experiments to which these calculations correspond,\(^{a}\) it was found that there was significant disagreement between the concentrations measured in a sample withdrawn through the 70 \(\mu\)m orifice and the predictions of the gas phase concentrations at the surface obtained from a one-dimensional boundary layer model that did not account for perturbations due to the flow into the sampling orifice. It was speculated that this difference might be due to sampling effects. This hypothesis was based on the observation that the measured concentrations agreed reasonably with the gas phase concentrations predicted by the model at a position 200 \(\mu\)m above the growth surface. The simulations presented here, and others not presented, showed that sampling effects could not fully account for the discrepancies. However, they also showed that sampling effects were significant, and that inclusion of these effects moves the model predictions closer to agreement with the experimental observations. For example, as seen in Table II, sampling effects can cause the sampled CH\(_4\) concentration to differ from the concentration at the surface by more than a factor of 2. The previous calculations used the reaction mechanisms presented by Yu and Girshick\(^{16}\) and by Lindsay.\(^{15}\) More recent calculations,\(^{31}\) that used the same reaction mechanism as the present work, showed that the bulk of the discrepancy between the model and experiment was due to inadequacy of the gas phase reaction mechanism used. The revised reaction mechanism, when sampling effects are also properly accounted for, gives good agreement with the experimentally measured concentrations of the stable hydrocarbons.\(^{31}\)

**C. Comparison of detailed simulations to simplified streamfunction expressions**

The flow field from the two-dimensional simulations presented here can be reasonably approximated by an analytical streamfunction. In their analysis of sampling effects in molecular beam mass spectrometry from flames, Hayhurst, Kittelson, and Telford\(^{19}\) approximated the flow field using the superposition of the streamfunctions for inviscid, incompressible flow against a flat plate and into a point sink. If we adopt the same approach, the streamfunction and corresponding velocity components are

\[ \psi(r, z) = 2k r^2 z - \frac{m z}{\sqrt{r^2 + z^2}}, \]  
\[ \rho u = - \left[ \frac{1}{r} \frac{\partial \psi}{\partial r} \right] = -4k z - \frac{m z}{(r^2 + z^2)^{3/2}}, \]
\[ \rho v = - \left[ \frac{1}{r} \frac{\partial \psi}{\partial z} \right] = 2k r - \frac{m r}{(r^2 + z^2)^{3/2}}, \]

where \(\psi(r, z)\) = streamfunction (lines of constant \(\psi\) are streamlines); \(r\) = radial coordinate; \(z\) = axial coordinate, with the orifice in the \(z=0\) plane; \(\rho\) = density; \(u\) = axial velocity;
$v =$ radial velocity; $m = \dot{m}/(2\pi) =$ total mass flow rate into sink)/(2\pi); $k = -\left(\rho_0 u_0\right)/(4z_0);$ and $\rho_0, u_0 =$ density and axial velocity in a reference plane at $z = z_0$.

The first term on the right-hand side of each expression describes the flow against an infinite plane, and the second term describes flow into a point sink. The streamfunction formulation guarantees satisfaction of the overall continuity equation, but the velocity components are not required to satisfy any momentum balances. Figure 5 compares the streamlines from the above streamfunction to those from the detailed simulation for the same conditions described in the previous section. The sink strength ($m$) was set to match the flow rate through the orifice from the two-dimensional numerical simulations, and the reference plane ($z = z_0$) was taken to be 2 mm from the substrate. This was the inflow boundary location for the detailed simulations. This simplified streamfunction gives a reasonable approximation to the flow field. A useful result from the simplified streamfunction is the simple scaling rule that it provides for the size of the disturbance in the flow field. The location of the stagnation streamline ($\psi = 0$) and taking the limit as $z$ goes to zero. This gives

$$R_{st} = \left(\frac{m}{2k}\right)^{1/3},$$

which upon substitution of expressions for $m$ and $k$ gives the dependence of the radial extent of the flow disturbance on operating parameters such as temperatures, freestream velocity, pressure, orifice diameter, etc.

The above streamfunction may be improved to give better agreement with the flow field from the detailed simulations by making modifications that require it to satisfy more physically realistic boundary conditions. For predicting the axial extent of the disturbance, it seems particularly important that the streamfunction result in a velocity field that has zero radial velocity at the substrate surface so that it satisfies the no-slip boundary condition there. Several modifications to Eq. (2) that satisfy appropriate boundary conditions for this problem ($\psi = u = v = 0$ at $z = 0$, $\psi = -m$ and $v = 0$ at $r = 0$, and $\psi = 2kr^2z$ at $z = z_0$) were investigated. The simplest expression that was found to give significantly improved agreement with the numerical simulations was

$$\psi(r,z) = 2kr^2z\left[\left(\alpha - 2\right)\frac{z^3}{z_0^3} + \left(3 - 2\alpha\right)\frac{z^2}{z_0^2} + \alpha\frac{z}{z_0}\right] - \frac{mz^2}{\sqrt{(r^2 + z^2)((\beta r)^2 + z^2)}}.$$

where $\alpha$ and $\beta$ are dimensionless constants.

We treat the dimensionless numbers $\alpha$ and $\beta$ as free parameters that may be used to match this streamfunction to those from the detailed simulations. Constant values of $\alpha = 9$ and $\beta = 1$ gave good results for the range of conditions studied in this work (see below). Figure 6 compares this streamfunction (with $\alpha = 9$ and $\beta = 1$) to the detailed simulation results for the same conditions shown in Fig. 5. The agreement is much improved, particularly for the location of the stagnation streamline. Similar agreement was observed for a range of other conditions, using the same values of $\alpha$ and $\beta$. This expression predicts that the radial position of the stagnation ring will be given by

$$R_{st} = \left(\frac{mz_0}{2\alpha^2\beta k}\right)^{1/4}.$$
which has a slightly weaker dependence of \( R_{st} \) on the operating parameters than expression (5).

\[ D. \text{ Predicted and observed scaling of the flow disturbance} \]

To predict the size of the flow disturbance, we first need to calculate the mass flow rate through the orifice (\( \dot{m} \)). For isentropic, adiabatic choked flow through an orifice of diameter \( d \), the mass flow rate is given by \[ \dot{m} = \left( \frac{2}{\gamma+1} \right)^{\frac{\gamma+1}{2(\gamma-1)}} \sqrt{\frac{\gamma M}{RT_0}} \left( \pi d^2 \right) p_0, \] where \( \gamma \) is the specific heat ratio, \( M \) is the molecular weight of the gas, \( R \) is the universal gas constant, \( T_0 \) is the upstream temperature, and \( p_0 \) is the upstream pressure. Since a real flow is neither isentropic nor adiabatic, the actual mass flow will be lower. Equation (8) is generally multiplied by a discharge coefficient \( (C_D) \), which is an empirical factor relating the observed flow rate to the theoretical flow rate from (8). \( C_D \) depends on the orifice geometry and the flow conditions. Measurements and correlations for \( C_D \) for different orifice geometries and conditions are available in the literature.\textsuperscript{36,37} Comparing results of our detailed flow simulations to Eq. (6), with \( T_0 \) and \( \gamma \) evaluated at the substrate temperature, gave discharge coefficients in the range \( C_D = 0.08 \) to \( C_D = 0.56 \). As can be seen in Fig. 7, the discharge coefficient was found to scale with the square root of the Reynolds number. In this figure, both the Reynolds number and Eq. (8) were evaluated using conditions at the substrate surface. Of course, this scaling cannot be obeyed for large values of the Reynolds number, since as \( \text{Re} \to \infty \), the discharge coefficient must go to one (frictional losses will be negligible). For the orifice geometry considered here, this correlation allows us to estimate the discharge coefficient, and therefore the flow through the orifice. Note that an iterative process is required, since the Reynolds number depends on the flow through the orifice. It is also easy to measure the total flow into the orifice experimentally. In the remainder of this work, we will
assume that the mass flow rate through the orifice ($\dot{m}$) is known, either from a correlation like the one in Fig. 7 or from experiment.

To test the expected variation of the sampling disturbance with reactor conditions, a set of fifty simulations was conducted with only three chemical species (H, H$_2$, and Ar), no gas phase reactions, and only hydrogen recombination at the substrate surface. The base conditions for these simulations were those given above for the simulations that included detailed chemistry. These correspond to our atmospheric pressure radio-frequency plasma CVD system, where the boundary layer above the substrate is quite thin and these sampling effects are more likely to be important than in lower temperature systems. Five parameters ($p_0$, $d$, $u_0$, $T_0$, and $T_s$) were independently varied, and measures of the size of the sampling disturbance predicted by the numerical simulations were compared to simple scaling rules. The location of the stagnation ring ($R_d$) is a good measure of the radial extent of the disturbance, and can be predicted from Eq. (5) or (7). Figure 8 compares those predictions to the predictions of the detailed numerical simulations for variation of $R_d$ with pressure ($p_0$), orifice diameter ($d$), freestream velocity ($u_0$), substrate temperature ($T_s$), and freestream temperature ($T_0$). The solid lines are the predictions from (5), and the dashed lines are those from (7). For this range of conditions, these expressions capture essentially the correct dependence of the radial extent of the sampling disturbance on these five parameters. This allows us to predict, at least semiquantitatively, the radial size of the sampling disturbance and, using Eq. (4) or (6), to obtain an approximate flow field for arbitrary conditions.

As can be seen from Eqs. (5) and (7), the location of the stagnation ring depends on the ratio of the strength of the flow into the orifice (of which $m$ is a measure) to the strength of the overall stagnation point flow (of which $k$ is a measure). The change in the stagnation ring position with pressure [Fig. 8(a)] arises from the increased volumetric flow rate into the orifice with increasing pressure. If the discharge coefficient ($C_D$) were constant, then the volumetric flow rate into the orifice would be constant (mass flow rate proportional to pressure), and the location of the stagnation ring would be independent of pressure. However, the discharge coefficient increases with increasing pressure (roughly as the square root of pressure, since the Reynolds number is proportional to pressure) and therefore the radius of the stagnation streamline increases with increasing pressure as well. This is a kinematic effect. The higher volumetric flow into the orifice at higher pressures leads to a larger region of streamlines entering the orifice. Likewise, the stagnation ring radius increases with increasing orifice diameter [Fig. 8(b)] because the volumetric flow rate into the orifice increases with the orifice diameter while the strength of the stagnation flow is unchanged. The volumetric flow rate increases roughly as $d^{2.5}$ since the Reynolds number is proportional to $d$ (giving $C_D \sim d^{0.5}$), and the flow rate for an ideal choked flow is proportional to $d^2$. The discharge coefficient is nearly independent of the inlet velocity ($u_0$) so both the mass flow rate and volumetric flow rate into the orifice are unaffected by changes in the inlet velocity. The decrease in the stagnation ring radius with increasing inlet velocity [Fig. 8(c)] reflects the fact that for an increasing inlet flow rate (increasing strength of the stagnation point flow), the constant flow rate through the orifice is a decreasing fraction of the total flow. Changing the substrate temperature at fixed inlet temperature affects the flow into the orifice but does not affect the stagnation point flow. The flow rate into the orifice decreases roughly as $T_s^{-1/2}$, so the stagnation ring radius decreases as something like $T_s^{-1/8}$, consistent with the weak dependence observed in Fig. 8(d). Increasing the inlet temperature decreases the mass flow rate of the stagnation point flow, due to the decrease in the inlet density (with fixed inlet velocity). It has little effect on the flow into the orifice, since the density near the orifice is set by the substrate temperature. As the inlet temperature is increased, the flow into the orifice is an increasing fraction of the total flow, and the radius of the stagnation ring increases [Fig. 8(e)], roughly as $T_0^{1/4}$.

The axial extent of the sampling disturbance does not correlate directly with the radial extent. A good measure of the axial extent is the length of the isotherm corresponding to the temperature at the center of the orifice. The isotherm shift ($\delta_I$) is defined as the distance from the surface, at points radially far from the orifice, where the temperature is equal to the temperature at the center of the orifice entrance. If the energy balance equation (see Table I) is made dimensionless, and the terms corresponding to compressibility, reaction, and species diffusion are dropped, the Peclet number remains as the only dimensionless parameter in the equation. Therefore, when convection and conduction dominate the effects of compressibility and reaction, the solution will depend only on the Peclet number. In analogy to Eq. (1) and the work of Yi and Knuth, we expect that the isotherm shift ($\delta_I$) will be proportional to the square root of the Peclet number,

$$\frac{\delta_I}{d} = \alpha \text{Pe}_h^{0.5},$$

where $\text{Pe}_h$=Peclet number for heat transfer=Re Pr = $(m C_p) / (\pi d \lambda)$, $C_p$ = specific heat, $\lambda$ = thermal conductivity, $\alpha$ =a constant of proportionality, taken to be 0.22 in this work.

Figure 9 compares the predictions of Eq. (9) to the values of $\delta_I$ obtained from examination of the detailed calculations. The scaling predicted by Eq. (9) is followed closely, except when the freestream temperature and the substrate temperature are close to each other, so that the system is nearly isothermal [see Fig. 9(e)]. If the temperature profile was determined solely by convection and conduction, then we would expect $\delta_I$ to depend only on the Peclet number. However, for nearly isothermal conditions, this is not the case. When the system is nearly isothermal, then the temperature gradients in the system are small, and therefore the conductive and diffusive terms in the energy equation are small. The terms in the energy equation corresponding to gas expansion do not depend on the temperature gradient, so they become relatively important under these conditions. Gas
expansion cools the gas near the orifice, shifting the isotherms away from the orifice (less net shift toward the orifice) when the substrate temperature is lower than the inlet temperature and shifting the isotherms toward the orifice (more net shift) when the substrate temperature is higher than the inlet temperature. This is what is observed in Fig. 9(e).

Taken together, Eqs. (7) and (9) allow us to obtain semiquantitative estimates of the size of the disturbance due to the flow field. These may be compared to the thickness of the concentration and temperature boundary layers and the overall dimensions of the flow system to qualitatively evaluate the effect of sampling disturbance on measured species concentrations.

IV. SUMMARY AND CONCLUSIONS

Results of detailed two-dimensional reacting compressible flow calculations of gas sampling through an orifice during chemical vapor deposition were presented. Quantitative

![Graphs and figures showing comparisons of predicted locations of the stagnation ring (R_{st}) predicted by scaling rules based on simplified streamfunctions to results of the detailed calculations. The solid line is from Eq. (5) and the dashed line is from Eq. (7) in the text. The filled circles connected by a solid line are the results of individual runs of the detailed simulations.](https://example.com/graphs)
results corresponding to atmospheric radiofrequency plasma CVD of diamond showed that these disturbances can be significant and can partially account for discrepancies between experimental concentration measurements and modeling results. Simplified streamfunctions were presented that closely approximate the flow field from the detailed calculations. Finally, scaling rules for the radial and axial extent of the sampling disturbance were presented and evaluated by comparison to the results of the detailed simulations over a range of operating conditions.
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