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Perspective

Reasons for Secrecy and Deception in Homeland-Security
Resource Allocation

Jun Zhuang1,∗ and Vicki M. Bier2

In this article, we explore reasons that a defender might prefer secrecy or deception about
her defensive resource allocations, rather than disclosure, in a homeland-security context.
Our observations not only summarize and synthesize the results of existing game-theoretic
work, but also provide intuitions about promising future research directions.
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1. INTRODUCTION

Unlike natural disasters, attackers are intelli-
gent and adaptive.(1,2) Therefore, while investments
in protection from natural disasters are usually dis-
closed to the public, anti-terrorism investments are
not always disclosed. Understanding when and how
such investment information should be disclosed is
a challenging issue for governments and other orga-
nizations facing terrorist attacks or other intentional
threats.

Traditionally, security-related information such
as defensive resource allocations is often kept secret.
Preventing potential attackers from obtaining such
information may make defenders feel safer. More-
over, there is a long tradition of deception in the
military arena, as well as in business and capital
ventures. However, while it is generally considered
legitimate to use secrecy or deception in military

1 Department of Industrial and Systems Engineering, University
at Buffalo, the State University of New York, NY, USA.

2 Department of Industrial and Systems Engineering, University
of Wisconsin–Madison, WI, USA.

∗Address correspondence to Jun Zhuang, Department of Indus-
trial and Systems Engineering, University at Buffalo, the State
University of New York, Buffalo, NY 14260, USA; tel: 1-716-645-
4707; fax: 1-716-645-3302; jzhuang@buffalo.edu.

strategies, these might not always be viewed as vi-
able or legitimate strategies for homeland security.
For example, even if it is optimal to deploy false de-
fenses in order to deter military attacks, it may be
politically infeasible to rely on this strategy in the
context of homeland security, since members of the
public might dislike being deceived or misled, and
may want to know how they are being protected,
even if that makes the defenses less effective.

In this article, we explore reasons that a defender
might prefer secrecy or deception, rather than truth-
ful disclosure, in a homeland-security context. In par-
ticular, Section 2 reviews the literature on secrecy
and deception. Section 3 focuses on the case when
the defender has private information; that is, when
the attacker is uncertain about some defender char-
acteristics, and can use information disclosed by the
defender to infer those characteristics. Section 4 con-
siders the benefits of partial secrecy and partial de-
fense when the success probability of an attack is a
nonconvex function of the defensive investment. Sec-
tion 5 lists a few other reasons for secrecy and de-
ception. Finally, Section 6 concludes this article, and
suggests some future research directions. Our obser-
vations summarize the results of past game-theoretic
work, but also provide intuitions about promising fu-
ture research directions.
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2. LITERATURE REVIEW

In the theoretical literature, disclosure of player
actions is often found to be preferable to se-
crecy. Levy notes that the benefits of truthful dis-
closure include “enhanced accountability, enhanced
predictability, and the provision of expert infor-
mation to the economy.”(3) For example, in the
classic game of Prisoner’s Dilemma, disclosure in-
creases coordination between players, and there-
fore increases the benefits to both parties over time
in repeated games. However, homeland security is
not a coordination game, and intuition suggests
that secrecy or even deception may sometimes be
desirable.

Recent game-theoretic research has also in-
dicated that publicizing defensive information in-
stead of keeping it secret may help to deter at-
tacks.(4,5) Similarly, Edmonds has argued that clas-
sifying too much information could hurt national
security by impeding information sharing between
first responders or others responsible for security,
thereby decreasing the effectiveness of defenses.(6)

Thus, it appears that at least under some circum-
stances, there can be merits to releasing defensive
information.

Secrecy and deception have, of course, been in-
vestigated in military analyses,(7) psychology,(8) and
computer science,(9,10) as well as economics and polit-
ical science.(11,12) However, few of these studies have
focused specifically on disclosure of resource alloca-
tions.

The Merriam-Webster online dictionary defines
“secrecy” as “the habit or practice of keeping se-
crets or maintaining privacy or concealment.”(13) Bok
describes secrecy as “intentional concealment.”(14)

These definitions are straightforward and widely ac-
cepted (with minor modifications) in most fields, in-
cluding the military, computer security, economics,
political science, and homeland security. Tefft sur-
veys secrecy from a variety of perspectives, in-
cluding the comparison with privacy, the politics
of secrecy, secrecy in business, and bureaucratic
secrecy.(15)

Secrecy has been sometimes modeled as simulta-
neous play in game theory,(2) since in a simultaneous
game, each player moves without knowing the moves
chosen by the other players. Note that this does not
actually require both players to make their decisions
at the same time; the players can be viewed as being
engaged in a simultaneous game as long as neither
party knows the other’s decision at the time it makes
its own decision.

By contrast, although the dictionary definition
of “deception” (“the act of deceiving”)(16) is still
straightforward, different fields have focused on dif-
ferent aspects of deception. In particular, the Joint
Chiefs of Staff define “military deception” as “those
actions executed to deliberately mislead adversary
decision makers as to friendly military capabilities,
intentions, and operations, thereby causing the ad-
versary to take specific actions (or inactions) that will
contribute to the accomplishment of the friendly mis-
sion.”(7) This definition covers deception about both
the defender’s private information (capabilities and
intentions), and the defender’s planned future ac-
tions (operations).

Many other kinds of deception have been dis-
cussed in the literature. Some researchers model de-
ception as sending noisy or imperfect signals to mis-
lead one’s opponents. For instance, Hendricks and
McAfee and Oliveros use the Normandy invasion
as an example to argue that the first mover (the
Allies) optimally allocated resources to targets that
they did not intend to attack in order to mislead the
Germans about their true landing place by sending
noisy signals.(17,18) Similarly, Brown et al. define de-
ception in a zero-sum attacker-defender game as oc-
curring when the defender discloses partial defenses
in an attempt to route attacks to heavily defended
locations.(19)

In this article, we define deception as disclosure
of a different level of security investment than a de-
fender has actually made. This is perhaps most sim-
ilar to the definition given by Board in the context
of the Trojan War; in particular, he defines decep-
tion as a situation in which “one player tricks another
into believing that she has done something other than
what she actually did.”(20)

It is difficult to find specific examples of gov-
ernment secrecy and deception in homeland-security
resource allocation, in part because these phenom-
ena are often classified. In general, the use of gov-
ernment secrecy and/or deception generates criticism
as being contrary to democracy,(21) and interfering
with accountability.(22,23) There are also ethical con-
cerns regarding government uses of secrecy and de-
ception. Nevertheless, government secrecy and de-
ception with regard to resource allocation have oc-
curred in the context of homeland security; one ex-
ample is the use of fake security cameras and guards
to deter possible attacks. In the next section, we pro-
vide a detailed discussion of one possible motivation
for defender secrecy or deception—namely, to ex-
ploit the attacker’s uncertainty about the defender
private information.
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3. TAKING ADVANTAGE OF DEFENDER
PRIVATE INFORMATION

Attacker uncertainty about defender private in-
formation can create opportunities for either de-
fender secrecy or deception. In particular, defender
private information can include knowledge about the
existence of a particular target, about defense costs,
about the effectiveness of defensive measures, and/or
about asset valuations and vulnerabilities.

Many targets of interest (e.g., the Sears Tower,
the Pentagon, and the Golden Gate Bridge) are well
known to potential attackers, and attackers may al-
ready have reasonable estimates of their valuations.
For targets like these, where the asset valuations are
well known, Shapiro and Siegel show that it would be
better to release defensive information rather than
keeping it secret; in fact, it seems plausible that de-
fenders may even have incentives to deceive by over-
stating their defenses in such cases in order to de-
ter attacks.(24) By contrast, if the terrorists do not
even know about the existence of a target, Shapiro
and Siegel show that defenders should not release
target-specific information. For example, a govern-
ment would presumably have no reason to disclose
the defenses of a top-secret nuclear facility if the
attacker did not even know that the target existed.
(Note that this falls outside the range of phenomena
usually studied using game theory, which typically as-
sumes that the attacker knows about the existence of
the targets, even if the defender keeps her defensive
investments secret.)

Generalizing the above results by Shapiro and
Siegel, we hypothesize that it may be desirable to
disguise valuable targets whose true value is not
well known as being of low value, by understating
their defenses. To illustrate, consider a theft game
in a neighborhood consisting of both rich and poor
households. Naturally, thieves are more interested
in rich households. Thieves are in general uncertain
about the type of each household, but may attempt to
infer that type from observable defenses such as bur-
glar alarms. In a wealthy neighborhood, where the
thieves already know that most households are rich,
there is relatively little information to be gained by
thieves observing that a particular household has a
burglar alarm or other defenses. Therefore, the de-
terrent value of disclosing such defenses (to convince
thieves that they are unlikely to succeed) could be ex-
pected to outweigh the risk of revealing that the de-
fended household is wealthy. By contrast, in a poor

neighborhood, where most households have nothing
valuable to protect, an elaborate system of defenses
might make a household that has expensive valuables
to protect dangerously conspicuous. In such neigh-
borhoods, those few households that do have assets
of significant value might prefer “secret” or rela-
tively unobservable defenses (such as bedroom safes)
overeasily observable defenses (such as barred win-
dows or fierce guard dogs).

Zhuang developed a rigorous game-theoretic
model of the above scenario, but, perhaps surpris-
ingly, it did not yield secrecy at optimality.(25) Per-
haps this is because Zhuang considered only pure
strategies (i.e., without randomized choice of targets
or randomized allocation of defenses). We speculate
that we may be able to find secrecy and deception
in this scenario if we allow randomized strategies;
that is, if the thief attacks only with some probabil-
ity (rather than for certain). In this case, rich house-
holds may want to deploy secret defenses in order to
protect themselves if a theft does occur without at-
tracting higher theft probabilities by revealing that
they are high-value targets. We also expect that we
may find secrecy in this type of model if we allow the
thief to be nonstrategic (e.g., if we depart from the
standard game-theoretic assumption that the thief
is able to make perfectly accurate inferences from
any observed defense; see Hao et al., for a game in
which one player may be nonstrategic with nonzero
probability).(26)

Brown et al. find a benefit of secrecy in a
zero-sum attacker-defender game in the context of
ballistic missile deployment, perhaps because their
attacker is not fully strategic in the above sense. In
particular, in Brown et al., the attacker is assumed to
believe that locations are totally undefended if the
defender chooses to keep the defenses of those lo-
cations secret;(19) Brown et al. treat secrecy similarly
in the case of interdicting nuclear projects.(27) This
avoids the unrealistic game-theoretic assumption of
perfect attacker inference, but may be overly opti-
mistic, since realistically, attackers may have prior
beliefs about the likely levels of target defenses even
when no defense has been observed.

Powell studies an attacker-defender, multiple-
target game where the defender has private infor-
mation about asset vulnerabilities (instead of valua-
tions).(28) He argues that investing more in defense
could be a signal to the attacker that the heavily de-
fended targets are more vulnerable, and therefore
may increase their probability of being attacked. He
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finds an equilibrium in which the defender allocates
her defensive investments without regard to the vul-
nerability of the various targets, so that the attacker
cannot infer their vulnerability. In particular, accord-
ing to Powell, this type of equilibrium will hold when
the more vulnerable sites are also more costly to pro-
tect. In this case, the defender will be better off keep-
ing their vulnerability secret, rather than tipping off
the terrorists to their vulnerability by spending a lot
on defending them.

Hausken and Levitin study an attacker-defender
game where the defender builds both genuine and
false targets (in a series system), and the attacker
chooses the targets to attack in such a way as to max-
imize the system vulnerability (given the attacker’s
lack of knowledge about which targets are false).(29)

False targets can clearly be viewed as a type of de-
fender deception. Since Hausken and Levitin assume
that the attacker cannot distinguish between genuine
and false targets, such deception gives the defender
some advantages.

For another example of private information,
Zhuang and Bier provide numerical examples for a
game in which the defender’s signaling cost is pri-
vate information; that is, a defender may have either
high or low costs of deception and secrecy, and the
attacker is not sure whether those costs are high or
low.(30) They find that the defender with lower de-
ception and secrecy costs would in some cases prefer
to overstate her defenses in order to mimic the de-
fender with higher deception and secrecy costs, and
therefore achieve attack deterrence at low cost by
free riding on the other defender. In other cases, the
defender with lower secrecy and deception costs was
found to prefer secret defenses over disclosed de-
fenses in order to prevent the defender with higher
signaling costs from free riding (and thereby attract-
ing attacks against both types of defenders). It is
interesting to note that equilibriums involving se-
crecy and deception in Zhuang and Bier occur only
at intermediate ranges of parameter values. In par-
ticular, when the asset valuation is high, then the
defender will defend, and truthfully disclose that de-
fense; similarly, when the asset valuation is low, the
defender will not defend, and will truthfully disclose
the lack of defense (since the attacker would be able
to infer the lack of defense anyway from the low
asset value). Only for intermediate asset valuations
(where defense is almost or just barely justified on
its own) does secrecy or deception play a role at
equilibrium.

4. INCREASING THE COST EFFECTIVENESS
OF DEFENSE

Intuitively, it seems plausible that revealing the
defender’s resource allocations could make those de-
fenses less effective, and therefore attract more at-
tacks and/or increase the success probability of at-
tacks. In particular, disclosure of which targets are
protected, and which specific defensive technologies
are used, could in principle make it easier for the
attacker to evade and/or overcome those defenses.
For example, if every U.S. post office had installed
anthrax sterilization equipment, and announced that
information to the public (and therefore to terror-
ists), potential attackers might just deliver anthrax by
private couriers such as Federal Express or United
Parcel Services. Thus, the defender could have spent
many millions of dollars, but made the attacker’s job
only negligibly more costly (by making the attacker
pay the slightly higher shipping fees charged by pri-
vate couriers). By contrast, secret sterilization equip-
ment could presumably have been effective against
future anthrax attacks through the mail. Similarly,
when the U.S. Transportation Security Administra-
tion announced that liquids could no longer be taken
through security at airports, one could imagine that
prospective attackers might just have switched to
solid explosives.

Again, Zhuang developed a game-theoretic
model to investigate the above hypotheses, but was
not able to find secrecy or deception at equilibrium
in fully endogenous models(25) (although we expect
that we might find such behavior in models allow-
ing realistic nonstrategic behavior, such as that by
Hao et al.(26)). However, secrecy was found to in-
crease the effectiveness of defensive investments in
cases where the success probability of an attack is a
nonconvex function of the level of defensive invest-
ment. To understand why, suppose that we have a
finite defensive budget, and there are two identical
targets to defend. Assume further that the success
probability of an attack is a nonconvex function of
the defensive investment, so that small investments
do little to reduce the success probability, and only a
large investment is highly effective. In this case, dis-
tributing the budget evenly between the two targets
might only leave both targets vulnerable; therefore,
the defender might instead prefer to defend only one
target (spending the entire budget on one target).
In this case, the defender would clearly prefer se-
crecy to disclosure, since disclosure of the defended
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location would just attract attacks against the unde-
fended target. As before, Dighe et al. find such se-
crecy only for intermediate asset values—too low to
justify high levels of defense in both targets, but high
enough for secret defense of a single target to be
credible to attackers.(31)

Note that such nonconvex functions can easily
arise in practice; for example, in cases where there
is a minimum investment needed for defenses to be
highly effective (say, because a more effective tech-
nology is costly, or because defenses are discrete
rather than continuous). One practical example of
a discrete defensive measure is the use of Lojack,
which can be used to track down stolen cars. Ayres
and Levitt describe the results of an empirical study
of the benefits of Lojack.(32) The results of Ayres
and Levitt suggest that the availability of information
regarding the approximate market penetration of
Lojack may help to reduce car thefts by deterring po-
tential attackers, as long as the installation of Lojack
on any given car is kept secret. By contrast, disclos-
ing which cars are protected by Lojack would just put
unprotected cars at greater risk.

Another illustrative application of this result is
the case of onboard air marshals.(31) If the informa-
tion about which planes have air marshals is kept se-
cret, but the number of air marshals is known (at least
approximately), then having air marshals on only
some planes could result in attack deterrence. The
importance of secrecy was highlighted by the Fed-
eral Law Enforcement Officers Association, when
the cover of air marshals was allegedly in danger due
to a rigid dress code.(33) This could present a sig-
nificant risk if it increased the chance that terrorists
could identify the air marshals, overpower them, and
hijack a plane.(34)

Finally, preventing terrorists and weapons of
mass destruction from entering the United States is
clearly a top priority, but 100% inspection of con-
tainer freight has long been controversial. If 100%
inspection turns out to be infeasible or undesirable
due to cost considerations, Bier and Haphuriwat sug-
gest that secrecy could potentially be used to achieve
effective attacker deterrence with only partial inspec-
tion.(35)

5. OTHER REASONS FOR SECRECY
AND DECEPTION

Disclosure of defenses could make highly de-
fended targets inherently more attractive and pres-
tigious to attackers, in which case secrecy could be

preferable to disclosure of defenses. For example, in
computer security, “script kiddies” may be willing
to attack lightly defended targets, but more serious
hackers would presumably gain prestige only by at-
tacking well-defended targets. Similarly, in the Iraq
War, the United States has largely been unable to
announce “good news” like the rebuilding of schools
or hospitals, since doing so has often invited immedi-
ate attacks; in other words, disclosure of good news
apparently makes the newly rebuilt targets more at-
tractive to attackers. While disclosure of rebuilding
efforts is different from disclosure of defensive in-
vestments, it seems plausible that the two types of
disclosure could have similar effects (i.e., leading to
increased attacker target valuations) in some cases.

Moreover, in most work to date, the cost of
implementing truthful disclosure is assumed to be
lower than the costs of secrecy and deception (since
defenders usually must spend some extra effort to
keep their actions secret, or to deceive their oppo-
nents).(30,36) Under this assumption, secrecy and de-
ception will be preferred only because of their en-
dogenous effects on attacker behavior (if at all).
However, in some situations, the costs of secrecy or
deception could actually be lower than the cost of
truthful disclosure; for example, if truthful disclosure
is politically costly. In such cases, secrecy and decep-
tion would naturally be preferred.

6. CONCLUSIONS AND FUTURE RESEARCH
DIRECTIONS

In this article, we have explored some reasons
that a defender might prefer secrecy or deception
about her defensive resource allocations, rather than
truthful disclosure, in a homeland-security context.
When the defender has private information (i.e.,
when the attacker does not know some defender
characteristics, such as asset vulnerabilities), secrecy
and/or deception can be strictly preferred by some
types of defenders in order to mimic defender types
that are of less interest to attackers (e.g., defender
types that are less vulnerable), or to distinguish them-
selves from defender types that are of greater inter-
est to attackers. We also found that secrecy could in-
crease the effectiveness of defensive investments in
cases where the success probability of an attack is
a nonconvex function of the level of defensive in-
vestment in order to avoid the effects of diminish-
ing marginal returns and achieve greater overall se-
curity. In general, secrecy and deception seem to
be desirable mainly when defense is only marginally
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justified—not so cost effective as to be clearly justi-
fied, and not so ineffective as to be clearly not worth-
while.

However, equilibriums involving secrecy and de-
ception were surprisingly rare and difficult to obtain
(e.g., occurring only for narrow ranges of parame-
ter values, compared to the frequency with which se-
crecy and deception are observed in practice). We
suspect this may be because of some of the more un-
realistic assumptions of game theory (e.g., common
knowledge, full rationality). Therefore, it would be
worthwhile to develop models of optimal strategies
for rational defenders when facing nonstrategic (but
behaviorally realistic) players.
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