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Preface

The Multidisciplinary Center for Earthquake Engineering Research (MCEER) is a national 
center of excellence in advanced technology applications that is dedicated to the reduction of 
earthquake losses nationwide. Headquartered at the University at Buffalo, State University 
of New York, the Center was originally established by the National Science Foundation in 
1986, as the National Center for Earthquake Engineering Research (NCEER).

Comprising a consortium of researchers from numerous disciplines and institutions 
throughout the United States, the Center’s mission is to reduce earthquake losses through 
research and the application of advanced technologies that improve engineering, pre-
earthquake planning and post-earthquake recovery strategies. Toward this end, the Cen-
ter coordinates a nationwide program of multidisciplinary team research, education and 
outreach activities. 

MCEER’s research is conducted under the sponsorship of two major federal agencies: the 
National Science Foundation (NSF) and the Federal Highway Administration (FHWA), 
and the State of New York. Signifi cant support is derived from the Federal Emergency 
Management Agency (FEMA), other state governments, academic institutions, foreign 
governments and private industry.

MCEER’s NSF-sponsored research objectives are twofold: to increase resilience by devel-
oping seismic evaluation and rehabilitation strategies for the post-disaster facilities and 
systems (hospitals, electrical and water lifelines, and bridges and highways) that society 
expects to be operational following an earthquake; and to further enhance resilience by 
developing improved emergency management capabilities to ensure an effective response 
and recovery following the earthquake (see the fi gure below).
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A cross-program activity focuses on the establishment of an effective experimental and 
analytical network to facilitate the exchange of  information between researchers located 
in various institutions across the country. These are complemented by, and integrated 
with, other MCEER activities in education, outreach, technology transfer, and industry 
partnerships.

The study presented in this report assesses the performance of conventional and base isolated Nuclear 
Power Plant (NPP) reactor buildings subjected to earthquakes and blast loadings. Three base iso-
lation systems, including Friction Pendulum, lead-rubber and low damping rubber bearings, are 
studied. This report proposes a new procedure for probabilistic seismic risk assessment of structures. 
The proposed procedure is built on the methodology presented in the ATC-58 Guidelines and the 
Zion method. The procedure improves the Zion method by using fragility curves defi ned in terms 
of structural response parameters instead of ground motion parameters, providing a more suitable 
technique for the assessment of damage and failure of NPP components. The seismic performance 
assessment confi rms the ability of base isolation systems to reduce spectral demands on secondary 
systems. Procedures for reducing the construction cost of secondary systems in isolated reactor 
buildings are also presented. Response-history analyses of conventional and base isolated reactor 
buildings to external blast loads are performed. The spectral demands on the secondary systems 
in the base isolated reactor building due to air blast loadings are greater than for a conventional 
reactor building, but much smaller than the demands associated with the safe shutdown earthquake 
loading. The base isolation systems are effective at fi ltering out high acceleration-high frequency 
ground shock loading.
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ABSTRACT 

Nuclear power plants (NPPs) and spent nuclear fuel (SNF) are required by code and regulations 

to be designed for a family of extreme events, including very rare earthquake shaking, loss of 

coolant accidents, and tornado-borne missile impacts. Blast loading due to malevolent attack 

became a design consideration for NPPs and SNF after the terrorist attacks of September 11, 2001. 

The studies presented in this report assess the performance of sample conventional and base 

isolated NPP reactor buildings subjected to seismic effects and blast loadings. The response of the 

sample reactor building to tornado-borne missile impacts and internal events (e.g., loss of coolant 

accidents) will not change if the building is base isolated and so these hazards were not 

considered. 

The sample NPP reactor building studied in this report is composed of containment and internal 

structures with a total weight of approximately 75,000 tons. Four configurations of the reactor 

building are studied, including one conventional fixed-base reactor building and three 

base-isolated reactor buildings using Friction PendulumTM, lead rubber and low damping rubber 

bearings.  

The seismic assessment of the sample reactor building is performed using a new procedure 

proposed in this report that builds on the methodology presented in the draft ATC-58 Guidelines 

and the widely used Zion method, which uses fragility curves defined in terms of ground-motion 

parameters for NPP seismic probabilistic risk assessment. The new procedure improves the Zion 

method by using fragility curves that are defined in terms of structural response parameters since 

damage and failure of NPP components are more closely tied to structural response parameters 

than to ground motion parameters. Alternate ground motion scaling methods are studied to help 

establish an optimal procedure for scaling ground motions for the purpose of seismic performance 

assessment. The proposed performance assessment procedure is used to evaluate the vulnerability 

of the conventional and base-isolated NPP reactor buildings. The seismic performance assessment 

confirms the utility of seismic isolation at reducing spectral demands on secondary systems. 

Procedures to reduce the construction cost of secondary systems in isolated reactor buildings are 

presented. 

A blast assessment of the sample reactor building is performed for an assumed threat of 2000 kg 

of TNT explosive detonated on the surface with a closest distance to the reactor building of 10 m. 
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The air and ground shock waves produced by the design threat are generated and used for 

performance assessment. The air blast loading to the sample reactor building is computed using a 

Computational Fluid Dynamics code Air3D and the ground shock time series is generated using 

an attenuation model for soil/rock response. Response-history analysis of the sample conventional 

and base isolated reactor buildings to external blast loadings is performed using the hydrocode 

LS-DYNA. The spectral demands on the secondary systems in the isolated reactor building due to 

air blast loading are greater than those for the conventional reactor building but much smaller 

than those spectral demands associated with Safe Shutdown Earthquake shaking. The isolators are 

extremely effective at filtering out high acceleration, high frequency ground shock loading.  
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CHAPTER 1 

INTRODUCTION 

1.1 Hazard Assessment of Nuclear Power Plants 

Nuclear power plants (NPPs) and spent nuclear fuel (SNF) facilities are required by code and regulations 

to be designed for a family of extreme events, including very rare earthquake shaking, loss of coolant 

accidents, and tornado-borne missile impacts. The terrorist attacks of September 11, 2001, added another 

extreme event to the family, namely, attack by improvised explosive devices and military munitions. 

This report explores the opportunities afforded to designers of NPPs and SNF facilities by the use of 

seismic isolation systems. Prior studies have shown that the use of seismic or base isolation can 

substantially reduce demands on primary structural components in buildings, bridges and mission-critical 

infrastructure, but little attention has been focused on the secondary or nonstructural systems despite the 

fact that such systems often represent 80+% of the capital investment. This report addresses this oversight 

and focuses to the large part on such systems. 

Improvements in structural systems to respond to one hazard have resulted in the past in poorer 

performance when subjected to other hazards. One example is the conflict between earthquake shaking 

and blast loading, where a reduction in mass will generally lead to better seismic performance and poorer 

blast performance. Given that NPPs have been designed in the past for earthquake shaking, loss of coolant 

accidents and tornado-borne missile loadings, the focus of this report is on the possible conflicts between 

seismic improvements in the form of base isolation and the impact of such improvements on the blast 

tolerance of nuclear structures. 

1.2 Seismic Performance Assessment 

1.2.1 Conventional and Base Isolated Nuclear Power Plants 

The U.S. Nuclear Regulatory Commission (USNRC) Regulatory Guide RG 1.165 (USNRC 1997) 

specifies that the Safe Shutdown Earthquake (SSE) for the seismic design of safety-related nuclear 

structures be based on a 5% damped response spectrum with a median return period of 100,000 years (or 

a median annual probability of exceedance of 51 10−× ). For many NPP and SNF sites in the U.S., 

earthquake shaking associated with the SSE will result in high seismic acceleration demands in the stiff 

NPP structural systems and extremely high demands on the safety-related secondary systems. 



 2

Seismic isolation systems can substantially mitigate these high demands on primary structural 

components and secondary mechanical, electrical and piping systems, by reducing the natural frequency 

of the NPP structure (Huang et al. 2007a) and can enable direct reductions in overnight capital cost and 

standardization of NPP and SNF facility designs and simplified design and regulatory review, facilitate 

design certification and the granting of early site permits and construction and operating licenses, and 

enhance NPP and SNF safety at lower capital cost.  

Although seismic isolation is widely used to protect mission-critical infrastructure, there are only 6 

applications to NPPs: four in France and two in South Africa (Buckle et al. 1987). To identify the utility 

of seismic isolation to reduce seismic risk in NPPs, a probabilistic study was performed that assessed the 

seismic performance of sample conventional and base isolated NPPs. This report presents the results of 

this study. 

Seismic Probabilistic Risk Assessment (SPRA) was developed in 1981 and subsequently accepted by the 

United States Nuclear Regulatory Commission (USNRC) to be used in NPP Individual Plant Examination 

of External Events (IPEEE). The traditional SPRA procedure is improved in this report (Chapters 3 and 5) 

to assess the performance of conventional and base isolated NPPs. The improvements are based in part on 

the next generation tools being developed for seismic performance-based design of buildings. The 

following subsection briefly introduces the development of performance-based earthquake engineering 

(PBEE).  

1.2.2 Seismic Performance-Based Design of Buildings 

Force-based approaches have been used in the United States for the design of buildings for more than 

eight decades (ATC 1995). The structural and non-structural damages observed during the 1989 Loma 

Prieta and 1994 Northridge earthquakes motivated expert practitioners and researchers to reassess these 

traditional approaches and to develop the first-generation tools for PBEE, such as those documented in 

FEMA 273 and 274 (FEMA 1997), FEMA 356 (FEMA 2000b) and ASCE/SEI 41-06 (ASCE 2006). The 

deterministic assessment procedures in those documents provided relations between structural response 

indices (such as story drifts and inelastic member deformations) and performance levels (such as 

immediate occupancy, life safety and collapse prevention) and shifted the focus of assessment from forces 

to displacements and deformations. FEMA 350 (FEMA 2000a), which was drafted as part of the SAC 

Steel Project, extended the first generation tools through the use of probabilistic assessment procedures. 
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Another focus of PBEE is the performance of secondary or non-structural systems in buildings. Astrella 

and Whittaker (2004) proposed a change on the design paradigm for performance-based design 

recognizing that nonstructural components and contents (NCCs) represent the greatest investment in most 

buildings (NIBS 1997, Taghavi and Miranda 2003). Traditionally, NCCs have been overlooked in the 

preliminary design of a building: they are usually designed and detailed after the structural framing has 

been finalized. Such a procedure can not minimize either the seismic demands on NCCs or the total 

capital cost of a building. Astrella and Whittaker recommended that the performance-based design 

process should focus first and foremost on the most significant investments in the building, namely, the 

NCCs. 

In contrast to the first-generation tools for PBEE, where performance assessments are performed using a 

deterministic approach, the ATC-58 project is developing next-generation tools and guidelines for 

performance-based seismic design and assessment using a probability framework, which can incorporate 

the inherent uncertainties and variabilities in seismic hazard, structural and non-structural responses, 

damage states and repair costs in the assessment process. The 35% draft Guidelines for Seismic 

Performance Assessment of Buildings (termed the draft ATC-58 Guidelines hereafter), presents the 

assessment procedures developed to date in the ATC-58 project, which can estimate the probability of a 

building exceeding a given performance level for a given intensity of shaking, magnitude-distance pair, 

and shaking over time (ATC 2007). Performance levels are defined in terms of direct economic loss, 

casualties and downtime, and are fundamentally different from those used in the first-generation PBEE 

tools. 

One key issue in the seismic performance assessment procedure is the selection and scaling of ground 

motions for response-history analysis. Ground motions used in response-history analysis need to be 

selected and scaled to properly represent the seismic hazard selected for a performance assessment so that 

one can properly capture the distribution (both median and dispersion) of structural responses and 

accordingly estimate the probability of the building exceeding a given performance level for the selected 

seismic hazard.  The draft ATC-58 Guidelines use scaling procedures different from those presented in 

other design codes. The scaling procedures of the Guidelines were established in the large part based on 

the research results presented in this report. Detailed information for these scaling procedures and their 

technical basis are presented in Chapters 3 and 4 of this report, respectively.  
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1.3 Blast Assessment 

Methodologies for risk assessment for blast loading have been developed for buildings, bridges and 

infrastructures. A typical example is shown in Figure 1.2, which illustrates the risk assessment process 

recommended in FEMA 452 for mitigating terrorist attacks against buildings (FEMA 2005). 

In FEMA 452, risk is defined by the product of a threat rating, asset value and vulnerability rating. As 

shown in Figure 1.2, the risk assessment process begins with a threat assessment, which identifies, defines 

and quantifies the design basis threats. Step 2 identifies the value of a building’s assets that need to be 

protected. Step 3 evaluates the potential vulnerability of the critical assets against the identified threats. 

The risk for each critical asset is determined in Step 4. The final step is to consider mitigation options for 

the major risks identified in Step 4. 

 

Figure 1.1.  A blast risk assessment process model (from FEMA 452) 

The vulnerability assessment is the link in the methodology that connects threat, asset value and the 

resultant level of risk and provides a basis for determining the risk mitigation method. Chapter 6 of this 

report focuses on the blast assessment of NPPs. The design blast threat was assumed to be a surface 

detonation involving conventional high explosive that generated both air blast and ground shock waves. 

The responses of both the conventional and base isolated NPPs are investigated to determine whether the 
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use of seismic protective devices increases the vulnerability of a NPP to air blast and ground shock 

loadings. 

1.4 Objectives 

This report develops performance assessments for the sample conventional and base isolated NPPs 

subjected to seismic and blast loads. For seismic performance assessment, a new procedure is proposed 

for the seismic performance assessments of NPPs. The proposed assessment procedure has a focus on 

secondary (nonstructural) systems in the sample NPP because the costs associated with analysis, design, 

construction, testing and regulatory approval of secondary systems can dominate the cost of NPPs. For 

blast loading, the focus is on the vulnerability of the NPP containment vessel against an external terrorist 

bomb threat, assuming that physical security systems will prevent terrorist attacks inside the reactor 

building. 

Based on the background information presented in Sections 1.1 and 1.3, the objectives of the studies 

performed in this report include: 

1. Developing a seismic performance assessment methodology for NPPs. 

2. Evaluating the impact of scaling ground motions on the results of response-history analysis and 

recommending a scaling procedure for performance assessments of mission critical structures. 

3. Assessing the performance of the sample conventional and base isolated NPPs subjected to intensity-, 

scenario- and time-based seismic hazards with a focus on the secondary systems in the sample reactor 

building. 

4. Assessing the performance of the sample conventional and base isolated reactor buildings subjected 

to air blast and ground shock loadings. 

1.5 Organization of the Report 

Chapter 2 introduces the sample NPP reactor building, both conventionally constructed and equipped 

with base isolation systems, together with the key secondary systems in the reactor building.  

Chapter 3 describes two procedures for seismic performance assessment of NPPs. One is the seismic 

probability risk assessment (SPRA) conducted for the seismic review of NPPs since the mid-1970s (Reed 

and Kennedy 1994) and the second is the proposed procedure that builds on the procedure presented in 
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the draft ATC-58 Guidelines and that used for NPPs to date. In this report, the latter procedure is used to 

analyze the sample reactor building. 

Chapter 4 introduces the state-of-art on the selection and scaling of ground motions and investigates five 

scaling methods using a series of single-degree-of-freedom nonlinear response-history analyses. The 

scaling procedure used in the draft ATC-58 Guidelines was established based on the results of the study 

presented in Chapter 4. 

Chapter 5 presents the seismic performance assessments for the sample conventional and base isolated 

NPPs using the proposed procedure introduced in Chapter 3 with a focus on the secondary systems. The 

benefit associated with the use of base isolation systems in reducing seismic risk is identified. 

Chapter 6 presents potential blast threats for NPPs, identifies the air blast and ground shock loading 

histories for a target threat and presents the numerical responses of the conventional and base isolated 

NPPs for the target threat. 

Chapter 7 presents the key conclusions of the studies reported in this report.  

Seven appendices provide supplemental information to the body of the report. Appendix A presents the 

basic characteristics of the lognormal distribution, which is used in this report to describe fragility curves 

and the distribution of peak structural responses. Appendix B presents a statistical procedure used in the 

draft ATC-58 Guidelines to manipulate a small-size demand-parameter matrix into a large-size and 

statistically consistent matrix. This procedure allows the performance assessment to be performed using a 

small number of response-history analyses. Appendix C provides the technical background related to the 

number of ground motions for the intensity-based assessment described in Chapter 3. Appendix D 

presents the values of two ground motion parameters defined in Chapter 4, ε  and spectral shape, for a 

large set of near-fault ground motions. Appendix E provides detailed information for the geometric-mean 

scaling method, which is evaluated in Chapter 4. Appendix F addresses the impact of uncertainty and 

randomness in the mechanical properties of seismic isolators on the performance of secondary systems in 

base isolated NPPs. Appendix G provides examples of computational fluid dynamics (CFD) analysis of 

simple and complex objects to illustrate why CFD or hydrocodes must be used to compute the air blast 

loading environment on NPPs.  
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CHAPTER 2 
SAMPLE NPP REACTOR BUILDINGS 

2.1 Conventional Reactor Building 

Figure 2.1a shows a cutaway view of a NPP reactor building of conventional construction. A lumped-

mass stick model of this reactor building was developed in the computer code SAP2000 Nonlinear (CSI 

2002) for the purpose of response-history analysis. The model, shown in Figure 2.1b, is composed of two 

sticks: one representing the containment structure and the other representing the internal structure. The 

two sticks are structurally independent and are connected only at the base. The mechanical properties of 

the frame elements that compose each stick were provided by a NPP supplier. The properties were back-

calculated from analysis of the 3-D reactor building using industry-standard procedures. Figure 2.2 

presents the node numbers assigned for the containment and internal structures of the sample NPP. 

The mass of the structure and the secondary systems was lumped at discrete locations at key levels in the 

reactor building. The discrete masses were connected to the frame elements through rigid links to account 

for torsional effects. The total height of the containment structure is 59.5 meters and its first mode period 

is approximately 0.2 second. The thickness of the post-tensioned concrete cylindrical wall of the 

containment structure is about 1 meter. The height of the internal structure is 39 meters; the first mode 

period of the internal structure in both horizontal directions is approximately 0.14 second. The total 

weight of the NPP reactor building is approximately 75,000 tons.  

2.2 Base Isolated Reactor Building 

In addition to the model for the conventional NPP, three numerical models of base isolated reactor 

buildings were also developed in SAP2000 Nonlinear to study the influence of seismic isolation on 

demands on secondary systems in the sample NPP reactor building. Model 1 is for the conventionally 

framed NPP reactor building. Models 2 and 3 include representations of Friction PendulumTM (FP) 

bearings and lead-rubber (LR) bearings, respectively. Low damping rubber (LDR) bearings and linear 

viscous dampers (LVD) are included in Model 4. Table 2.1 lists the properties of the protective systems 

for each model. Bilinear plasticity elements were used to model the LR bearings. Figure 2.3 shows the 

key variables defining the bilinear hysteresis loop. For FP bearings, the velocity dependence of the 

coefficient of sliding friction is given by (Constantinou et al. 1999, Fenz 2005) 

 max max min( ) aVeμ μ μ μ −= − − ⋅  (2.1) 
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a. a cutaway view of the sample NPP reactor building 

 

b. First mode shape of the stick model for the sample NPP in SAP2000 

Figure 2.1.  Sample NPP reactor building and the corresponding stick model 
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a. Stick model for the containment structure b. Stick model for the internal structure 

Figure 2.2.  Node numbers for the stick models for the sample NPP reactor building 
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Figure 2.3.  Assumed properties of the LR and Coulomb-friction-FP bearings  
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Table 2.1. Description of response-history-analysis models 

Model no. Protective system Description1 

1 None 
First mode periods of the containment and internal structures, in 
each horizontal direction, are (0.22 sec, 0.21 sec) and (0.14 sec, 
0.13 sec), respectively 

2 Friction PendulumTM 
(FP) 

maxμ = 0.06; minμ =0.03; a = 55 sec/m; dT = 2 seconds; yu = 1 
mm 

3 Lead Rubber (LR) dQ = 0.06W; dT = 2 seconds; uK  = 10 dK  

4 
Low Damping Rubber 

(LDR) and Linear 
Viscous Damper (LVD) 

iT = 2 seconds; iξ =  0.10 

where μ is the coefficient of sliding friction, varying between maxμ  and minμ  (obtained at high and very 

small velocities, respectively), a is a velocity-related parameter, and V is the sliding velocity. Figure 2.4 

shows the velocity dependence of μ for a typical FP PTFE-type composite material in contact with 

polished stainless steel for a typical contact (normal) pressure of approximately 41 MPa (6 ksi). For this 

pressure, max 6%μ = , min 3%μ = , and a=55 sec/m. A value of a=55 sec/m was adopted for the study 

describe herein. The influence of a on the velocity dependence of μ is shown in Figure 2.4 for a=40, 55 

and 100 sec/m.2 

The characteristic strength, dQ  of Figure 2.3, was set equal to 6 percent of the supported weight W for the 

LR bearings and maxμ  was set equal to 6 percent for the FP bearings, where for Coulomb friction, 

maxdQ Wμ= . The second-slope period (related to dK  of Figure 2.3 through the supported weight) was 

assigned a value of 2 seconds for the LR and FP bearings. The LDR bearings were modeled as linear 

elements. The dynamic properties of Model 4 include an isolated period of 2 seconds and an added 

viscous damping ratio of 10% of critical3. 

                                                      
1 See Figure 2.3 for definitions of Qd, Kd and Ku and Figure 2.4 and (2.1) for those of μmax, μmin and a; dT  is related 

to dK  through the supported weight; iT  is the isolated period for the LDR isolation systems based on a rigid 

superstructure; iξ  is the damping contributed by LVDs. 
2 The hysteresis loop for the FP bearing will converge to the bilinear loop shown in the Figure 2.3 for Coulomb 

friction ( a = ∞ ). 
3 For design of a seismically isolated NPP, the analyst would have to address possible variations in the mechanical 

properties over the service life of the plant. See Appendix F for more information on this topic. 
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Figure 2.4.  The influence of a on the velocity dependence of the coefficient of sliding friction 

 

2.3 Key Secondary Systems 

The seismic performance assessments performed in this study focus on the secondary systems in the 

sample NPP reactor building. Figure 2.5 illustrates the distribution of several important secondary 

systems in the sample reactor building. Most of these secondary systems are attached to the internal 

structure. Six key secondary systems in the internal structure were identified by the NPP supplier (Saudy 

2006) and listed in Table 2.2, including reactor assembly, steam generator, emergency coolant injection 

(ECI) tank, piping, heat transport system and maintenance crane. 

In a typical seismic probabilistic risk assessment (SPRA) for a NPP, the capacity of a secondary system, 

measured in terms of resistance to undesirable response or failure, is characterized by a high-confidence-

of-low-probability-of-failure (HCLPF) value. In a plant assessment, the HCLPF value is used in seismic 

capacity walkdowns to screen out the seismically robust elements and determine those elements that need 

further assessment. SPRA and the calculation of HCLPF values is introduced in Chapter 3. 

The seismic demands on secondary systems in NPPs are generally characterized using floor response 

spectra. Table 2.2 presents the node numbers and elevations (above the base of the reactor building) for 

the supports of the six key secondary systems in the sample reactor building. The supports distribute at 

elevations of 7, 18 and 39 m. In Chapter 5, the floor response spectral demands at these locations with 

respect to different levels of seismic hazards are computed using response-history analysis for seismic 

performance assessments. 
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Table 2.2. Node numbers and elevations for the supports of the key secondary systems 
in the internal structure of the sample NPP building 

 

Secondary system Node 
number 

Elevation  
(m) 

Reactor assembly 201 7 

Steam generator 1006, 1009 18 

Emergency Coolant Injection 
(ECI) tank 1006, 1009 18 

Main piping system 215, 216 39 

Heat transport system 1006, 1009 18 

Maintenance crane 215, 216 39 
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Figure 2.5.  Secondary systems in the sample NPP reactor building 
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CHAPTER 3 
METHODOLOGIES FOR SEISMIC PERFORMANCE 

ASSESSMENT 

3.1 Introduction 

In 1991, the United States Nuclear Regulatory Commission (NRC) issued Supplement 4 to 

Generic Letter No. 88-20 (USNRC 1991a) asking nuclear power plant utilities to perform an 

Individual Plant Examination of External Events (IPEEE) and also issued NUREG-1407 

(USNRC 1991b) to help guide the IPEEE. The five external events were 1) earthquakes, 2) 

internal fires, 3) high winds and tornadoes, 4) external floods and 5) transportation and nearby 

facility accidents. NUREG-1407 identified Seismic Probabilistic Risk Assessment (SPRA) as an 

acceptable methodology for the examination of earthquakes. SPRA provides a formal process in 

which the randomness and uncertainty in seismic input, structure response and material capacity 

is considered in the computation of risk.  

NUREG/CR-2300 (USNRC 1983) provides the general guidance for performing SPRA for NPPs. 

The guideline describes two SPRA methods: 1) Zion and 2) the Seismic Safety Margin Research 

Program (SSMRP). The Zion method was first developed and applied in the Oyster Creek 

probabilistic risk assessment and later improved and applied in 1981 to estimate seismic risk for 

the Zion Plant (Pickard, Lowe, and Garrick, Inc., et al. 1981). The SSMRP method was 

developed in an NRC-funded project termed “the Seismic Safety Margin Research Program 

(SSMRP)” at the Lawrence Livermore National Laboratory (LLNL) (Smith et al. 1981). The 

SSMRP method requires extensive component and system modeling as well as a detailed seismic 

response analysis and is generally not used in practice (Reed and Kennedy 1994). Only the Zion 

method is discussed in this chapter.  

The SPRA procedure uses component fragility curves to characterize the probability of failure for 

a component as a function of a demand parameter. Reed and Kennedy (1994) present a 

methodology for developing fragility curves for use in a SPRA. In the Zion method and Reed and 

Kennedy (1994), the component fragility curves are defined in terms of ground-motion 

parameters, such as peak ground acceleration and spectral acceleration at a given period, although 

the failure of a component has a much improved correlation to response parameters, such as floor 

spectral acceleration and story drift.  
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The Zion method can be improved using fragility curves defined using structural response 

parameters. Procedures for seismic performance assessment of buildings have been developed in 

the ATC-58 project and proposed in the 35% draft Guidelines for Seismic Performance 

Assessment of Buildings (ATC 2007) (termed the draft ATC-58 Guidelines hereafter). The 

procedures also involve the use of fragility curves but the curves are defined using structural 

response parameters. These procedures in the draft ATC-58 Guidelines provide a robust technical 

basis for developing an alternative procedure for seismic probabilistic risk assessment for NPPs. 

This chapter presents two methodologies for seismic performance assessment of NPPs. Section 

3.2 presents the conventional SPRA procedure for NPPs with a focus on the development of 

component fragility curves. The information presented in Section 3.2 is based mostly on 

NUREG/CR-2300 and Reed and Kennedy (1994). Section 3.3 presents new assessment 

procedures developed in part on the procedures set forth in the draft ATC-58 Guidelines.  

3.2 Conventional Methodology for Seismic Performance Assessment of NPPs 

3.2.1 Seismic Probabilistic Risk Assessment 

3.2.1.1 Introduction 

The objective of SPRA is to estimate the frequency of occurrence of accidents induced by 

earthquakes for different levels of damage, including property damage, core melt, radiation 

release and off-site consequences (e.g., early deaths and latent cancer fatalities).  

A SPRA includes the following four steps: 

1. Seismic hazard analysis 

2. Component fragility evaluation 

3. Plant-system and accident-sequence analysis 

4. Consequence analysis 

Figure 3.1 illustrates the steps in a SPRA and the relationship between each step. In Step 1, the 

frequencies of exceedance for different earthquake intensities are characterized for the NPP site. 

In Step 2, a family of fragility curves is developed for each structural and nonstructural 

components in the NPP. In Step 3, event trees and fault trees are developed to determine all  
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Figure 3.1.  Seismic probabilistic risk analysis for NPPs (modified from Reed and Kennedy 

1994) 
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possible sequences and likelihood of a failure event, such as core melt and radiation release. The 

component fragility curves of Step 2 (panel a of Figure 3.1) and the accident sequences identified 

in Step 3 (panel b) are used to compute the fragility curves for the failure event, i.e., the 

probability of occurrence of the failure event for a given earthquake intensity (panel c).  The 

fragility curves for the failure event and the hazard curves developed in Step 1 (panel d) are 

integrated over the entire range of earthquake intensity considered in the analysis to estimate the 

distribution of the frequency of the failure event (panel e). In the final step, the frequency of the 

failure event is used as input for consequence models to estimate the frequencies of exceeding a 

given value of damage, such as fatalities and dollar loss (panel f). More information for each step 

is described in the following subsections. 

3.2.1.2 Seismic Hazard Analysis 

The seismic hazard used in a SPRA is characterized using Probabilistic Seismic Hazard Analysis 

(PSHA). A PSHA generates a family of hazard curves, which describe the frequency of 

exceedance for a ground-motion parameter (e.g., peak ground acceleration and spectral 

acceleration at a given period) at a specific site. The steps for performing PSHA for a NPP site 

are: 

1. Identify the sources of earthquakes with potential to generate significant shaking at the site. 

2. Evaluate the earthquake history of the region to determine the recurrence relationships of 

earthquakes for each source. 

3. Select or develop attenuation relationships to estimate the distribution of the selected ground-

motion parameter at the site for all possible earthquake events. 

4. Integrate the information gathered in Steps 1 through 3 to compute the frequency of the 

selected ground-motion parameter exceeding a given target value. Repeat Step 4 with 

different target values to generate the hazard curve at the site. 

The use of steps 1 through 4 captures the inherent randomness in the selected ground-motion 

parameter and generates a single hazard curve. However, the uncertainties in some factors, such 

as maximum earthquake magnitude, the geometry of the source and the choice of attenuation 

relationships, are not considered. Such uncertainties can be included in PSHA using a logic tree, 

which allows the use of alternative hypotheses for the uncertain factors mentioned above, assigns 
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a weighting factor for each combination of hypotheses to represent the likelihood of the 

combination, and results in a family of hazard curves. More information on the implementation of 

logic trees in PSHA can be found in McGuire (2004). Figure 3.2 presents a family of sample 

hazard curves for an eastern US site as well as the mean curve of the family. Each curve in the 

family (except the mean curve) has an associated weighting factor and the sum of all weighting 

factors is one. The mean hazard curve of the family is determined using the weighting factors and 

each curve in the family. For example, the weighting factor for each of the 10 hazard curves in 

Figure 3.2 (termed iw ) is 0.1 and the annual frequencies of exceedance of the 10 curves at a 

spectral acceleration (at a period of zero second or PGA in this case) of 1.0 g (termed ,1i gλ ) are 

2.88E-5, 4.18E-6, 1.69E-6, 6.80E-7, 3.07E-7, 1.39E-7, 7.02E-8, 2.83E-8, 5.77E-9 and 3.70E-10. 

The annual frequency of exceedance of the mean hazard curve at a PGA of 1.0 g (termed 1gλ ) is 

3.59E-6, computed using the following equation: 

 
10

1 ,1
1

g i i g
i

wλ λ
=

= ∑  (3.1) 

Some of these values are identified in the figure. 

3.2.1.3 Component Fragility Evaluation 

Panel a of Figure 3.1 represents the component fragility analysis. As described in Section 3.1, a 

component fragility curve characterizes the probability of failure of the component as a function 

of a demand parameter. In the Zion method and Reed and Kennedy (1994), a ground-motion 

parameter was used as the demand parameter to develop fragility curves. 

Similar to the hazard analysis, a set of fragility curves will be developed for a component with a 

probabilistic weighting factor assigned to each curve to consider the randomness and uncertainty 

in the capacity and demand1 of the component in risk computation. More information for the 

development of component fragility curves and the treatment of randomness and uncertainty in 

the curves is introduced in Section 3.2.2. 

                                                      
1 Generally speaking, a fragility curve characterizes the capacity of a component. However, since the curve 

is defined as a function of a ground-motion parameter for the case discussed herein, the variability in the 

structural response (i.e., the demand of the component) for a given ground-motion intensity should be 

included in the development of fragility curves. 
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Figure 3.2.  Sample hazard curves for an Eastern United States site (Reed and Kennedy 
1994) 

3.2.1.4 Plant-System and Accident-Sequence Analysis 

Panel b of Figure 3.1 represents the plant-system and accident-sequence analysis. The purpose of 

this analysis is to determine the frequencies of the occurrence of failure events (e.g., core melt 

and radiation release). A NPP includes a series of systems to prevent the overheating of fuel and 

to control potential releases of radioactivity from the fuel (e.g., the emergency core cooling 

system (ECCS)). For a potential accidental release of radioactivity to the environment to occur, a 

series of failures in the safety systems must occur first.  

This analysis requires the identification of a) earthquake-induced initiating events (e.g., loss-of-

coolant accident (LOCA) and reactor vessel rupture) that might cause core melt and radiation 

releases, and b) the accident sequences resulting from the initiating events. Since the initiating 

events will activate various mitigating and safety systems in the reactor building, the occurrence 

of the initial events does not trigger failure. All possible sequences started by the initiating event 

(3.7E-10) 

(3.59E-6) 

(2.88E-5) 



 19

need to be considered in the computation of the frequency of the failure event. A robust way to 

identify all possible accident sequences is to use event trees. 

Event Trees 

The use of event trees is a logic method for identifying the various possible outcomes of an 

initiating event. A sample event tree is shown in Figure 3.3a where the initiating event is the 

break of a large pipe and the failure event is radiation release (USNRC 1975, Reed and Kennedy 

1994). Four safety systems, which might affect the accident sequences started by the initiating 

event, are presented at the top of Figure 3.3a and ordered in the time sequence in which they 

participate in the process. The initiating event is termed Event A. The failures of the four safety 

systems were termed Events B through E, respectively. All branches in the figure, except that for 

the initiating event, appear in pairs. The upper branches represent success of the safety systems 

and the lower branches represent failure. The event tree includes seven sequences. The 

probability of occurrence of each sequence is presented at the end of the event tree assuming the 

five events are independent and the probability of occurrence of each event ( AP  through EP ) is 

known. The sequences corresponding to the radiation release can be identified based on the 

success or failure of each safety system in each sequence2. The probability of the radiation release 

for the initiating event can then be computed. Results from all initiating events should be 

combined to compute the probability of the radiation release. 

Fault Trees 

The computation described in the previous paragraph requires the values of AP  through EP  as 

shown in Figure 3.3a. These values can be estimated using the fault tree method. In the method, a 

fault tree is developed for each of the events in an event tree to compute the probability of the 

event. A fault tree identifies the various combinations and sequences of other failures leading to a 

given failure. The logic of the method is essentially the reverse of that for event trees. 

                                                      
2 Not all seven sequences identified in Figure 3.3a result in the occurrence of the failure event. In this case, 

the top-most branch is a sequence where the radiation release does not occur while all other sequences 

will result in the radiation release. Note that the event tree shown in Figure 3.3a is a reduced tree, where 

the unnecessary sequences has been eliminated. For example, if station electric power fails, none of the 

other safety systems can operate since their operation requires electricity.  
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a. Sample event tree 

 
b. Sample fault tree for Event B 

Figure 3.3.  Sample event and fault trees of NPP accident-sequence analysis (USNRC 1975, 
Reed and Kennedy 1994) 
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Figure 3.3b shows an example of a partial fault tree for Event B of Figure 3.3a (USNRC 1975; 

Reed and Kennedy 1994). In Figure 3.3b, an “OR” gate defines the failure of the event right 

above the gate as the failure of one or more of the events immediately below the gate and an 

“AND” gate defines the failure of the event right above the gate as the failure of all events 

immediately below the gate. The branches of the fault tree keep proceeding downward until 

reaching the most basic failure events (for example, the failure of a structural or nonstructural 

component), for which the fragility data exist to characterize their failure probabilities at a given 

earthquake intensity. Using the probabilities of the basic failure events and the sequences 

identified in the fault tree, the probability of the top event of the fault tree can be estimated given 

an intensity of earthquake shaking. 

Through the event and fault trees, the fragility data of structural and nonstructural components in 

a NPP are used to compute the probabilities of failure events (core melt and radiation release). 

Since the component fragility curves provide information at different earthquake intensities, the 

fragility curves for the failure events can be developed by repeating the analysis at different 

earthquake intensities (see panels a, b and c of Figure 3.1). Moreover, in a SPRA, a family of 

fragility curves is developed for a component (see Section 0). The use of alternate component 

fragility curves in the analysis described herein will result in different fragility curves for the 

failure event of interest. Figure 3.4a presents a family of sample core-melt fragility curves, which 

were generated for the Zion PRA. Again, each curve was assigned a probabilistic weighting 

factor and the sum of the values of the factors is 1. 

Frequencies of Failure Events 

Once the hazard curves for the site and the fragility curves for a failure event are obtained, two 

curves, one from each of the two sets, are selected to compute the frequency of the failure event, 

fλ , using the following equation: 

 |f f a
dP da
da
λλ = −∫  (3.2) 

where |f aP  represents the fragility curve, which characterizes the probability of the occurrence of 

the failure event given a value of the parameter a ; and λ  represents the seismic hazard curve. 

The range of integration should be wide enough to cover all the earthquake intensities with 

significant contributions to fλ . The use of (3.2) requires that the fragility and seismic hazard 
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curves be a function of the same parameter: the reason why fragility curves were developed as a 

function of a ground-motion parameter in the Zion method and Reed and Kennedy (1994).  

The distribution of fλ  can be identified using different combinations of hazard and fragility 

curves (see panels c, d and e of Figure 3.1). For example, assume that the 10 hazard curves of 

Figure 3.2 and the 5 fragility curves of Figure 3.4a are used in a SPRA to compute the frequency 

of exceedance ( fλ ) of core melt. Each of the hazard curves is integrated with each of the fragility 

curves using (3.2). A total of 50 values of fλ  are generated and the probability of each value is 

determined by multiplying the probabilistic weighting factors associated with the two curves used 

in each integration. The distribution of fλ  can thus be estimated from the 50 realizations and the 

associated probabilities. Figure 3.4b presents a density function for core melt developed in the 

Zion SPRA.  

3.2.1.5 Consequence Analysis 

The objective of a consequence analysis is to estimate the public consequences that result from 

radiation release. The consequences of a given radiation release depend upon how the 

radioactivity is dispersed in the environment, the number of people and amount of property 

exposed, and the effects of radiation exposure on people and contamination of property (USNRC 

1975). Various types of consequence models, such as atmospheric dispersion, population, 

evacuation and health effects and property damage, are needed to quantify the effects of seismic 

events and the risk of damage. The products of a consequence analysis are risk curves, such as 

those shown in Figure 3.5. The curves characterize the frequency of exceedance of a given 

damage, including the number of fatalities and the property damage in terms of dollars.  

3.2.2 Development of Fragility Curves 

3.2.2.1 Fragility Model 

Seismic fragility curves for structural and nonstructural components in NPPs are needed in a 

SPRA to estimate the frequencies of occurrence of initiating events and the failures of different 

safety systems. The lognormal distribution has become the most widely used distribution for 

developing fragility curves. Appendix A introduces the characteristics of the lognormal 

distribution.  

A lognormal distribution for a random variable can be fully defined by two parameters, the 

median and logarithmic standard deviation. The latter parameter represents the dispersion in the  
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a. A family of sample fragility curves for core melt 

 
b. Sample probability density function for core melt 

Figure 3.4.  Sample fragility curves and probability density function for core melt (Reed 
and Kennedy 1994) 

 



 24

 

Figure 3.5.  Sample risk curves (USNRC 1975) 

variable. The sources of the dispersion are distinguished into two types for developing fragility 

curves for structural and nonstructural components in NPPs: 1) uncertainty, for the variability due 

to the lack of knowledge for the procedure and variables used in the analysis process, for 

example, the variability in the strength of a shear wall, which could be tested to eliminate the 

uncertainty; and 2) randomness, for the variability that is inherent in the used variables and 

cannot be practically reduced, for example, the variability in structure response for a given value 

of peak ground acceleration.  

To consider the two types of variability separately, a double lognormal model was adopted for the 

Zion method and in Reed and Kennedy (1994) to express the capacity of a component. The model 

is 

 ˆr u rA A aε ε ε= ⋅ = ⋅ ⋅  (3.3) 

where A  is the random variable for the capacity of the component and the capacity is defined in 

terms of a ground-motion parameter, such as PGA or spectral acceleration at a given period; A , 

which is equal to ˆ uaε , is a random variable for the median capacity of the component; â  is a 

deterministic value representing the median of A ; and uε  and rε  are two lognormally distributed 

random variables with medians both equal to one and logarithmic standard deviations of uβ  and 
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rβ , respectively. Variables uε  and rε  represent the uncertainty and randomness in A , 

respectively. In this model, the median capacity of the component is considered uncertain. 

The upper panel of Figure 3.6 presents the probability density function of A : a lognormal 

distribution with median â  and logarithmic standard deviation uβ . The area of the gray zone in 

the figure, Q , represents the probability (confidence level) that the median capacity of the 

component exceeds a given value a . For example, the value of Q  associated with â  (median of 

A ) is 0.5 since the probability of A  being greater than â  is 50%. The relationship between a  

and Q  is given by: 

  
1 ( )ˆ uQa a e β−−Φ ⋅= ⋅  (3.4) 

 

Figure 3.6.  Family of fragility curves at 95%, 50% and 5% confidence levels and HCLFP 

where Φ  is the standardized normal distribution function. The values of 1(0.95)Φ− , 1(0.5)Φ−  

and 1(0.05)Φ−  are 1.65, 0 and -1.65, respectively. The estimations of the median capacity 

associated with exceedance probabilities of 95%, 50% and 5% are identified in Figure 3.6 as 95a , 

50a  and 05a . The fragility curves for the component (associated with various confidence levels) 
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can then be computed using the logarithmic standard deviation for randomness rβ  and each of 

95a , 50a  and 05a . The resultant fragility curves are shown in the lower panel of Figure 3.6.  

The fragility curves generated using this procedure, such as those shown in Figure 3.6, can be 

expressed by the following equation:  

 ln ln

r

a af
β

⎛ ⎞−
= Φ ⎜ ⎟

⎝ ⎠
 (3.5) 

where f  is the probability of failure of the component for a given ground-motion intensity, a . 

Substituting (3.4) into (3.5) gives 
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⎜ ⎟
⎝ ⎠

 (3.6) 

In a SPRA, the value of a  associated with 95% confidence of a 5% probability of failure (i.e., 

Q = 0.95 and f = 0.05) is defined as the high-confidence-of-low-probability (HCLPF) capacity, 

as shown in Figure 3.6. HCLPF values need to be computed for components that are not screened 

out during the plant walkdown to evaluate their safety during an earthquake event. Solving (3.6) 

for a  with Q = 0.95 and f = 0.05 leads to the HCLPF capacity shown below: 

 1.65( )ˆ r uHCLPF a e β β− += ⋅  (3.7) 

Given a set of â , uβ  and rβ , one can use (3.6) to generate a family of fragility curves with 

different confidence levels and use (3.7) to determine the HCLPF capacity for a component in a 

NPP. A method for estimating â , uβ  and rβ  is described in the following subsection. 

3.2.2.2 Developing Fragility Curves 

The fragility parameters, â , uβ  and rβ , are estimated using an intermediate random variable 

known as the factor of safety, F , with median f̂  and logarithmic standard deviations for 

randomness and uncertainty ,F rβ  and ,F uβ , respectively. The factor of safety, F , is defined as 

the ratio of the actual seismic capacity of the component of interest to the actual seismic response 

(demand) due to the safe-shutdown-earthquake (SSE) shaking. The relationship between â  and 

f̂  is  

 ˆˆ SSEa f a= ⋅  (3.8) 
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where SSEa  is the SSE shaking level specified for design. All parameters in (3.8) are defined in 

terms of the ground-motion parameter chosen for the development of fragility curves. Dispersions 

,F rβ  and ,F uβ  are used in (3.6) as uβ  and rβ ,  respectively, for developing the fragility curves. 

For structural components, F  is modeled as follows: 

 C RS S RSF F F F F Fμ= =  (3.9) 

where CF  is the capacity factor, equal to the product of SF  and Fμ ; RSF  is the structure-

response factor, used to address the variability in spectral shape, damping, modeling, soil-

structure interaction, structural analysis method, ground-motion simulation, etc.; SF  is the 

strength factor, defined by the ratio of ultimate strength to the demand calculated for SSEa ; and 

Fμ  is the inelastic energy-absorption factor, accounting the capability of structural components 

to absorb seismic energy through yielding without losing their function3. 

For equipment in NPPs, F  is modeled as: 

 C RE RS S RE RSF F F F F F F Fμ= =  (3.10) 

                                                      
3 The inelastic energy-absorption factor, Fμ , has been defined as a function of the ductility ratio, μ : the 

ratio of maximum displacement to displacement at yield. The relationship between Fμ  and μ  was 

developed using a bilinear force-displacement relationship. Kennedy and Ravindra (1984) proposed a 

median value for Fμ  of 2.0 for low-rise reinforced concrete shear walls for a ductility ratio of 3. This 

value for Fμ  is likely too high based on the data of Gulec et al. (2008). Consider Figure 3.7 that presents 

a force-displacement relationship for a sample low-rise reinforced concrete shear wall (Synge 1980, Gulec 

et al. 2008). The force-displacement behavior for the wall is far from bilinear and the wall undergoes a 

rapid loss of strength and stiffness with cyclic loading. If maximum shear strength is to be used as the 

marker for the loss of intended function (resistance to earthquake effects), Fμ  should likely be set equal 

to 1.0. Importantly, such walls are often required to provide radiation shielding for which residual crack 

widths must be small. Given that crack widths are often significant at story drifts approaching that 

associated with maximum strength, a more appropriate damage state might be linked to wall shear stress, 

perhaps of the order of 6 cf ′ . More research is needed to develop recommendations for the distribution 

(both median and dispersion) of Fμ  or an alternate factor for NPP components.   
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Figure 3.7.  A sample force-displacement relationship of low-rise reinforced concrete walls 
(Synge 1980, Gulec et al. 2008) 

where CF  (or the product of SF  and Fμ ) represents the ratio of the acceleration level at which 

the equipment loses its intended function to the acceleration level specified for design; SF  and 

Fμ  are similar to those for (3.9), except for equipment; REF  is the equipment response factor and 

defined by the ratio of equipment response used in design to the realistic equipment response for 

SSE shaking; and RSF  is the structural response factor as defined in (3.9). 

The median, randomness and uncertainty of each random variable in (3.9) and (3.10) are 

estimated using structural analysis or component testing. The results are then combined to 

compute f̂ , ,F rβ  and ,F uβ  using the properties of the lognormal distribution. For example, f̂ , 

,F rβ  and ,F uβ  for F  in (3.10) can be computed as follows:  

 ˆ ˆ ˆ ˆ
C RE RSf f f f= ⋅ ⋅  (3.11) 

 ( )1/ 22 2 2
, , , ,F r C r RE r RS rβ β β β= + +  (3.12) 

 ( )1/ 22 2 2
, , , ,F u C u RE u RS uβ β β β= + +  (3.13) 

where Ĉf , R̂Ef  and R̂Sf  are the medians of the random variables CF , REF , RSF  in (3.10), 

respectively; ,C rβ , ,RE rβ  and ,RS rβ  are the logarithmic standard deviations for randomness in CF , 

REF  and RSF , respectively; and ,C uβ , ,RE uβ  and ,RS uβ  are the logarithmic standard deviations for 

uncertainty in CF , REF  and RSF , respectively. Table 3.1 presents representative values of ,X rβ  

and ,X uβ  for mechanical equipment in NPPs (Kennedy and Ravindra 1984). The performance 

assessment performed in this report for the sample NPP defined in Chapter 2 focuses on the 
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secondary systems in the NPP. The values of Table 3.1 will be used to define the fragility curves 

for the key secondary systems in the sample NPP.  

Table 3.1.  Logarithmic standard deviation for the factors of safety for mechanical 
equipment (Kennedy and Ravindra 1984) 

Item rβ  uβ  

Capacity factor, CF  0.10-0.18 0.22-0.32 

Building response factor, RSF  0.20-0.32 0.18-0.33 

Equipment response factor, REF  0.18-0.25 0.18-0.25 

 

Once the values of f̂ , ,F rβ  and ,F uβ  are determined, â , uβ  and rβ  for a structural element or 

a piece of equipment in NPPs can be obtained and used in (3.6) and (3.7) for developing fragility 

curves and HCLPF values. 

3.3 A New Procedure for Seismic Performance Assessment of NPPs 

3.3.1 Introduction 

3.3.1.1 A Shortcoming of the Conventional Methodology 

The methodology for risk analysis described in Section 3.2 involves the use of component 

fragility curves developed using ground-motion parameters. Both the capacity of the component 

and the response (demand) of the structure are required to generate such curves. For two similar 

components at two different positions of a structure, the methodology might produce two 

significantly different fragility curves due to different demands on the two components.  

Damage and failure of structural and nonstructural components in NPPs (as well as in buildings) 

are more closely tied to structural response parameters (e.g., story drift and floor spectral 

acceleration) than to ground-motion parameters. The use of structural response parameters in 

developing component fragility curves reduces the dispersion in the curves and enables the use of 

a fragility database for structural and nonstructural components in NPPs since the curves are 

independent of the structural geometry of the NPP. However, the procedure presented in Section 

3.2 must be adjusted to compute the frequency of a failure event using fragility curves defined by 

structural response parameters since the use of  (3.2) requires that the fragility and hazard curves 

be defined in terms of the same parameter.  
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The draft ATC-58 Guidelines provide a basis to improve the risk-assessment procedure presented 

in Section 3.2 for NPPs. The ATC-58 project is developing next-generation tools and guidelines 

for performance assessment of buildings, with a focus on measuring performance in terms of 

direct economic loss, casualties and downtime. The draft ATC-58 Guidelines present procedures 

for performance assessment using a probabilistic framework, which provides a robust 

methodology to integrate hazard curves, component fragility curves and consequence functions 

and to capture the dispersions in each of these elements for evaluating the performance of a 

building. Importantly, the fragility curves used in the analysis are defined in terms of structural 

response parameters. 

In Section 3.3, a new procedure for assessing the performance of NPPs is proposed by 

incorporating the methodology presented in the draft ATC-58 Guidelines with the procedure 

presented in Section 3.2 and Figure 3.1. The proposed procedure enables the use of structural-

response-based fragility curves in the risk computation and is used in Chapter 5 of this report to 

evaluate the seismic performance of the sample NPP reactor buildings.  

3.3.1.2 Overview of the New Procedure 

The proposed procedure includes the following five steps: 

1. Perform plant-system and accident-sequence analysis and develop component fragility 

curves. 

2. Characterize earthquake hazards. 

3. Simulate structural response. 

4. Assess damage of NPP components. 

5. Compute the risk. 

Step 1, which is the same as those shown in panels a and b of Figure 3.1, requires the user to 

develop the fragility curves for the structural and nonstructural components of the NPP, as well as 

the event trees and fault trees for unacceptable performance, such as core melt and radiation 

release. Step 2 involves the characterization of the seismic hazard. Step 3 involves response-

history analysis of the NPP subjected to the seismic hazard of Step 2 to estimate the accelerations, 

forces, displacements and deformations that serve as demands on the NPP’s components and 
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contents. Damage of the structural and nonstructural components is assessed in Step 4 using the 

demands computed in Step 3 and fragility curves developed in Step 1. Step 5 involves the 

computation of seismic risk using the results of Step 4 and the event trees and fault trees 

developed in Step 1. More information on each step is provided in Section 3.3.3. 

In the draft ATC-58 Guidelines, seismic performance can be evaluated using one or more of three 

characterizations of seismic hazard: a user-specified intensity of earthquake shaking, a user-

specified scenario of earthquake magnitude and site-to-source distance, and a time-based 

representation considering all possible earthquakes. The three types of assessments are adopted in 

the proposed procedure. Each type of assessment is introduced in Section 3.3.2.  

A key issue in the proposed procedure is how to properly scale ground motions to represent the 

seismic hazard for intensity-, scenario- and time-based assessments. Section 3.3.4 summarizes an 

acceptable scaling method in the draft ATC-58 Guidelines for each of the three assessments. 

These scaling methods are also used in the proposed procedure to assess the seismic performance 

of NPPs. The technical basis of these scaling methods is provided in Chapter 4. 

3.3.2 Types and Products of Performance Assessment 

3.3.2.1 Intensity-Based Assessment 

An intensity-based performance assessment estimates the probability of unacceptable 

performance, given that the NPP experiences a specific intensity of shaking. The ground shaking 

intensity can be represented by a Safe Shutdown Earthquake (SSE) response spectrum or other 

design spectra. This type of assessment could be used to answers questions like: 1) What is the 

probability of core melt if the NPP experiences a SSE? and 2) What is the probability of radiation 

release, if the NPP experiences a ground shaking represented by a site-specific spectrum with a 

peak ground acceleration of 0.5 g? 

If a single fragility curve is developed for each component in the NPP, the product of the 

intensity-based assessment is a single value of the probability of unacceptable performance, 

which is similar to a single point on one fragility curve presented in panel a of Figure 3.4. If a 

family of fragility curves is developed for each component in the NPP and used for analysis, the 

product is a distribution of the probability of unacceptable performance, which is similar to the 

distribution characterized by the family of fragility curves presented in panel a of Figure 3.4 at a 

given ground-motion intensity. The identified distribution can be presented as a probability 
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density function (similar to that presented in panel b of Figure 3.4 except the parameter for the X 

axis should be probability of unacceptable performance) or a cumulative distribution function, 

such as that shown in Figure 3.8, where the median probability of unacceptable performance is 

0.3.  
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Figure 3.8.  Sample cumulative distribution function for the probability of unacceptable 
performance of a NPP 

 

3.3.2.2 Scenario-Based Assessment 

A scenario-based performance assessment estimates the probability of unacceptable performance, 

given that a NPP experiences a specific earthquake, defined as a combination of earthquake 

magnitude and distance of the site from the part of the fault on which the earthquake occurs. This 

type of assessment could be used to answer the following question: What is the probability of 

core melt from an M 6 earthquake and ten kilometers from the NPP site?  

For a scenario-based assessment, the seismic hazard is characterized by a distribution of spectral 

demand predicted by an attenuation relationship for the scenario case of interest. The product of a 

scenario-based assessment is similar to that of an intensity-based assessment.  

3.3.2.3 Time-Based Assessment 

A time-based assessment estimates the annual frequency of unacceptable performance of a NPP, 

considering all potential earthquakes that may occur.  A time-based assessment could be used to 

answer the following type of question: What is the mean annual frequency of earthquake-induced 

radiation release for a NPP in Santa Barbara, California?  
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A time-based assessment is performed as a series of intensity-based assessments with different 

target spectral intensities determined from a seismic hazard curve. Probabilities of unacceptable 

performance are developed for intensities of earthquake shaking that span the intensity range of 

interest and then integrated (summed) over the hazard curve to compute the annual frequency of 

unacceptable performance. If a single fragility curve is developed for each component in the NPP 

and single hazard curve is used in the analysis, the product of the time-based assessment is a 

single value of the annual frequency of unacceptable performance. If a family of fragility curves 

is developed for each component in the NPP and used in the analysis, the product is a distribution 

of the annual frequency of unacceptable performance, which can be presented as a probability 

density function, such as that presented in panel b of Figure 3.4, or a cumulative distribution 

function, such as that shown in Figure 3.9, where the median annual frequency of unacceptable 

performance is 52 10−× . 
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Figure 3.9.  Sample cumulative distribution function for the annual frequency of core melt 
of a NPP 

 

3.3.3 Methodology for Performance Assessment 

3.3.3.1 Step 1: Perform Plant-System and Accident-Sequence Analysis and Develop Component 
Fragility Curves 

The first step is to perform plant-system and accident-sequence analysis and develop component 

fragility curves using response parameters.  

As described in Section 3.2.1.4, the computation of unacceptable performance requires 

identification of all earthquake-induced initiating events. An event tree is developed for each 

initiating event to identify all meaningful accident sequences started by the event. A fault tree is 
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developed for each event included in the event trees to determine the probability of occurrence of 

the event. Fragility data are required in the proposed performance-assessment procedure for all 

basic failure events at the lowest levels of the fault trees (e.g., the failure of a structural or 

nonstructural component). 

Event trees and fault trees provide a systematic method to consider the inter-dependency between 

different NPP systems and components. For example, the fault tree shown in panel b of Figure 3.3 

presents the first few steps regarding the loss of electric power to engineered safety features 

(ESFs). The power to ESFs relies on both AC and DC power because the AC provides the energy 

for the ESFs but the DC is required by the control systems that turn on the AC (USNRC 0975). 

The loss of either AC or DC power will cause the loss of electric power to ESFs. This 

dependency between systems is captured in the fault tree by coupling the loss of AC and DC 

power to the top event using an “OR” gate.  

3.3.3.2 Step 2: Characterize Earthquake Shaking 

A primary input into the performance assessment process is the definition of the earthquake 

effects that cause the unacceptable performance of NPPs.  In the most general case, earthquake 

hazards can include ground shaking, ground fault rupture, liquefaction, lateral spreading and land 

sliding. Each of these can have different levels of severity, or intensity. Generally, as the intensity 

of these hazards increases, so does the potential for damage and risk. Given that nuclear structures 

would not be located at sites prone to ground fault rupture, liquefaction, lateral spreading and land 

sliding, such hazards are not described further herein.  

Section 3.3.4 summarizes an acceptable procedure in the draft ATC-58 Guidelines for selecting 

and scaling ground motions for nonlinear response analysis to represent the seismic hazard for 

each of the intensity-, scenario- and time-based assessments. The product of the procedure in this 

step is a set of 11 (or more) pairs of ground motions for intensity- and scenario-based assessments 

and 8 (or more) sets of 11 (or more) pairs of ground motions for time-based assessments.  

The ATC-58 recommendation of 11 minimum pairs is for performance assessment of regular 

low-rise buildings, with the minimum number being selected a) to estimate the median story drifts 

and floor accelerations in code-compliant structures within ± 20% of the true median with 75% 

when subjected to a family of ground motions scaled to a given first mode spectral acceleration 

(see Appendix C, Section C.3), b) recognizing the limited number of appropriate pairs of seed 
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ground motions, and c) to limit the computational endeavor. Herein, 11 pairs of ground motions 

are used to describe the procedure only. 

3.3.3.3 Step 3: Simulate Structural Response 

The third step is to perform nonlinear response-history analysis of the NPP for ground shaking 

consistent with the seismic hazard of Step 2. It is not possible to calculate precise values of 

seismic demands for a NPP since both the mechanical characteristics of the structure and the 

earthquake shaking are highly uncertain. Instead, it is necessary to predict a statistical distribution 

of the likely values of demands, considering the possible variation in earthquake intensity, ground 

motion characteristics and structural modeling uncertainty.  

The variations in earthquake intensity and ground motion characteristics are addressed by 

appropriate selection and scaling of ground motion histories (see Section 3.3.4). Uncertainty in 

the structural models can be directly or indirectly included in the performance assessment. The 

indirect method involves increasing the dispersion in the computed responses (e.g., drift, 

acceleration, force) from analysis of a best estimate numerical model by a default value based on 

expert judgment or (prior) large-scale nonlinear response analysis of archetype NPP structures. 

Appendix B presents the indirect method.  

A direct method for accounting for uncertainty in the structural models involves response-history 

analysis using multiple numerical models constructed using alternate formulations (epistemic 

uncertainty) and plausible distributions in material properties (aleatory randomness). For 

example, Figure 3.10 presents a force-displacement backbone curve for reinforced concrete wall 

segments with shear-dominant behavior (Wallace 2007). Assume that the nonlinear response-

history analysis can be performed using a numerical model that adopts the backbone curve of 

Figure 3.10. The nominal shear strength nV  can be estimated from the geometry of the wall 

section, the compressive strength of concrete ( cf ′ ) and reinforcement yield stress ( yf ) using 

shear strength prediction equations, such as those provided in ACI 318-08 (ACI 2008), Barda et 

al., (1977) and ASCE/SEI 43-05 (ASCE 2005). The values of cf ′  and yf  can be described with 

probability distributions. All other parameters defining the backbone curve, such as c, d and e, are 

also uncertain.  Different combinations of c, d, e, cf ′ , yf  and shear strength prediction equation 

will result in alternate backbone curves. Uncertainty in the structural model could be included in 

the performance assessment by the analysis of a large family of NPP models with each model 

associated with a combination of c, d, e, cf ′ , yf  and shear strength prediction equation. This 
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procedure is extended simply to seismically isolated NPPs by expanding the family of NPP 

models to consider variations in isolator properties over the lifespan of the power plant. Appendix 

F provides supplemental information on this topic.  

 
Displacement 

Figure 3.10.  A model for shear-displacement backbone curve for reinforced concrete wall 
segments (Wallace 2007) 

In Step 3, users are required to identify a list of demand parameters that can be used to estimate 

damage to structural and nonstructural components in NPPs, for example, peak story drifts, peak 

floor accelerations and floor spectral acceleration. The demand parameters should include all of 

the response parameters used in Step 1 for developing the component fragility curves. Each 

nonlinear response-history analysis will produce a value for each of the identified demand 

parameters and thus enable the construction of a vector of demand parameters. The analyses using 

the 11 (or more) ground motions developed in Step 2 for all the models developed in Step 3 will 

result in a matrix of demand parameters. The product of the procedure in this step is a demand-

parameter matrix for intensity- and scenario-based assessments and 8 (or more) demand-

parameter matrices for time-based assessments. The number of columns in the demand-parameter 

matrix depends on the numbers of demand parameters used in the performance assessment. The 

number of rows in the demand-parameter matrix is equal to the product of the number of 

numerical models and the number of ground motion pairs (11 minimum). For a time-based 

assessment, the number of the demand-parameter matrices is equal to the number of the ground-

motion sets developed in Step 2.  

Table 3.2 presents a sample demand-parameter matrix for an intensity-based assessment of the 

sample NPP (Model 1, as defined in Chapter 2). Three demand parameters are used in this 

example: the average floor spectral acceleration (over 5 through 33 Hz) at Nodes 201, 1009 and 
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216 of Model 1. Each row vector includes the values of the three demand parameters per each 

nonlinear response-history analysis for the intensity-based assessment. In this case, the failure 

events at the end of the branches of the fault tree for the unacceptable performance of interest are 

assumed to be the failure of the secondary systems supported at Nodes 201, 1009 and 216. The 

distributions in each demand parameter are then used to assess the damage of the secondary 

systems supported at those nodes and estimate the probability of unacceptable performance.  

Table 3.2.  A sample matrix of demand parameters 

GM No. 
Floor spectral acceleration (g) 

Node 201 Node 1009 Node 216 

1 0.99  1.28  2.60  

2 0.79  1.09  2.05  

3 0.78  1.24  2.25  

4 1.06  1.49  2.89  

5 0.74  1.02  1.93  

6 0.91  1.34  2.17  

7 0.67  0.96  1.83  

8 0.78  1.02  1.98  

9 0.95  1.16  2.09  

10 0.65  0.93  1.88  

11 1.03  1.28  2.34  

 

As noted previously, a time-based assessment is performed as a series of intensity-based 

assessments spanning a wide range of target spectral intensities. Eight (or more) demand-

parameter matrices (one per target spectral intensity) are required in this step for time-based 

assessment. The demand-parameter matrices are then used to assess the damage of the NPP 

components and estimate the annual frequency of unacceptable performance of the NPP. 

3.3.3.4 Step 4: Assess Damage of NPP Components 

In Step 4, the response data from the structural analysis of Step 3 is used together with the 

component fragility curves to assess the possible distribution of damage to structural and 

nonstructural components of a NPP. Each analysis in Step 3 will produce a vector of response 
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quantities that can be applied as demands to one or more structural and nonstructural components 

in the NPP. Structural and nonstructural component fragility curves are then used to characterize 

damage for the demands computed by the analysis.  

In the draft ATC-58 Guidelines, the damage of a building component is measured using several 

damage states, for the purpose of loss computation. Each damage state is associated with a 

consequence function, which characterizes the relationship between the damage state and loss (for 

example, repair costs, downtime and casualties). Rather than estimating the repair cost, the focus 

of the assessment procedure proposed herein is to determine the probability or annual frequency 

of unacceptable performance (such as core melt or radiation release) of a NPP subjected to 

different seismic hazards. Therefore, only one damage state is used in the proposed procedure and 

the NPP component is considered to have either passed or failed. A component passes if it 

maintains its functionality during and after the earthquake and does not trigger other undesirable 

events. The component fails if it cannot function properly or its damage results in the occurrence 

of the unacceptable performance. The probability of failure of the component is characterized by 

fragility curves that plot the probability of failure as a function of a structural response parameter.   

An example for assessing NPP component damage is presented herein using the fragility curve 

shown in Figure 3.11 for a sample secondary system. Assume a response-history analysis has 

identified that the location of the secondary system has a floor spectral acceleration of 2 g at the 

period of the secondary system. Per Figure 3.11, the probability of failure is 32% at a floor 

spectral acceleration of 2 g. A random number generator that generates random numbers 

uniformly distributed between 0 and 1 can be used to select the damage state for the secondary 

system. If the realization generated by the random generator is smaller or equal to 0.32, the 

secondary system is considered to have failed; and if the realization is greater than 0.32, the 

secondary system is considered safe. For a given response-history analysis, this procedure needs 

to be performed for all basic events at the lowest levels of the fault trees to determine the success 

or failure of each basic event. 
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Figure 3.11.  A sample fragility curve for a secondary system in NPPs 

3.3.3.5 Step 5: Compute the Risk  

The Treatment of Variability: Monte Carlo Procedures 

The purpose of Step 5 is to determine the probability or annual frequency of unacceptable 

performance of a NPP for a given seismic hazard (characterized by a design spectrum in an 

intensity-based assessment, an attenuation relationship in a scenario-based assessment or a 

seismic hazard curve in a time-based assessment).  

The procedure for performance (risk) assessment should consider the variability existing in the 

factors that affect risk, including 1) earthquake intensity, 2) structural response (as measured by 

demand parameters) for a given earthquake intensity, and 3) component damage (as measured by 

the damage state) for a given structural response. Monte Carlo type procedures are used in the 

proposed assessment procedure to address uncertainty. In Monte Carlo analysis, the three factors 

listed above are assumed to be random variables, each with a specific probability distribution. 

The distribution of earthquake intensity is used to scale ground motions for the nonlinear 

response-history analysis; the distribution of structural responses is preserved in the demand-

parameter matrix, such as that shown in Table 3.2; and the distribution of the damage state (i.e., 

the fragility curve) is used to determine whether a NPP component fails or not for a set of 

simulation results (i.e., a row vector in the demand-parameter matrix). 

The use of Monte Carlo procedures requires a large set (100s) of simulations so that the 

probability and annual frequency of the unacceptable performance can be estimated with high 
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confidence. The large set of simulations can be generated by two procedures, 1) directly by a 

large number of analyses using alternate numerical models of the NPP structure, or 2) indirectly 

by statistical manipulation of the results of a smaller number of analyses of a best estimate 

numerical model of the NPP structure. The draft ATC-58 Guidelines presents one acceptable 

procedure, which is summarized in Appendix B of this report, for generating a large number of 

simulations through statistical manipulation of a relatively small number of structural analyses 

(ATC 2007; Yang et al. 2006). The Yang et al. procedure is extended in Appendix B to address 

the uncertainty associated with the use of a best estimate numerical model. 

For example, the demand-parameter matrix of Table 3.2 has 3 columns (representing 3 demand 

parameters) and 11 row vectors (from 11 nonlinear response-history analyses). The procedure of 

Appendix B can be used to generate a new demand-parameter matrix with a large number of row 

vectors based on the values in the original demand-parameter matrix computed using a best 

estimate numerical model. The mean vector and covariance matrix of the natural logarithm of the 

new demand-parameter matrix will be the same as those of the natural logarithm of the original 

matrix. The enlarged demand-parameter matrix should have a minimum of 200 row vectors.4  

Intensity- and Scenario-Based Assessments 

For a row vector of the demand-parameter matrix, the success or failure of each basic event5 

presented at the lowest level of a fault tree is determined in Step 4. The success or failure of the 

top event of each fault tree can then be determined following the logic of the fault tree. The fault 

tree presented in panel b of Figure 3.3 is used as an example to describe the process herein. If the 

distribution of failure among the basic events of the fault tree causes the loss of both on-site and 

off-site AC power to ESFs (the third level of the tree), the loss of AC power to ESFs (the second 

level of the tree) will occur and the top event, the loss of electric power to ESFs, will also occur 

because of the “OR” gate between the first and second levels of the tree. 

                                                      
4 A series of analyses are presented in Chapter 5 to study the reliability of the use of 200 row vectors for the 

different types of performance assessment and the impact of the number of row vectors on the 

distribution of the probability of unacceptable performance.  

5 Since the events in a fault tree are “failure” events, the failure of an event is referred to the occurrence of 

that event.  
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The procedure described above is performed for all 200 row vectors of the demand-parameter 

matrix for a given earthquake intensity. The number of the row vectors associated with a failure 

of the top event is computed and termed FTEn . The occurrence probability of the top event of the 

fault tree, termed TEP , is determined by the ratio of FTEn  to 200. This analysis is repeated for all 

fault trees developed in Step 1. The occurrence probability of an event in an event tree (for 

example, AP  through EP  shown in panel a of Figure 3.3) is then determined by the value of TEP  

for the corresponding fault tree. The probability of unacceptable performance for each initiating 

event identified for the unacceptable performance is computed using the corresponding event 

tree6 and the results for all initiating events are probabilistically combined7 to obtain the total 

probability of the unacceptable performance for the NPP subjected to the earthquake intensity 

under consideration.  

For intensity- and scenario-based assessments, a single realization for the probability of the 

unacceptable performance is computed if the failure probability of each NPP component is 

characterized using a single fragility curve. If a family of fragility curves is used for each NPP 

component to consider the variability in component capacity, a number of realizations can be 

obtained using different combinations of component fragility curves. The key difference between 

the intensity- and scenario-based assessments is that a single design response spectrum is used to 

characterize the seismic hazard for a intensity-based assessment and a distribution of earthquake 

shaking conditioned on a given earthquake magnitude and site-to-source distance is used for a 

scenario-based assessment. 

Time-Based Assessment 

                                                      
6 An example is presented herein using the event tree shown in panel a of Figure 3.3. The event tree 

identifies seven possible accident sequences, of which the occurrence probabilities are presented at the 

end of the branches. Among the seven sequences, Sequences 2 through 7 will cause the release of 

radiation and Sequence 1 will not. The probability of the radiation release due to the initiating event, pipe 

break, is the sum of the occurrence probabilities of Sequences 2 through 7.  

7 For example, assume a) an unacceptable performance has only two initiating events, Events 1 and 2; b) 

the two events are independent of each other; and c) the probabilities of the unacceptable performance 

initiating by Events 1 and 2 for a given seismic intensity are 1P  and 2P , respectively. The total probability 

of the unacceptable performance is 1 2 1 2P P P P+ − .  
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As described earlier, the seismic hazard for a time-based assessment is characterized using 

seismic hazard curves. A sample seismic hazard curve is shown in Figure 3.12, where the annual 

frequency of exceeding an earthquake intensity, ( )eλ , is plotted versus the earthquake intensity, 

e, where the typical earthquake intensity is spectral acceleration at the first mode period of the 

structure of interest.  
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Figure 3.12.  Seismic hazard curve and time-based loss calculations 

For a given hazard curve, the spectral range of interest is split into n equal intervals, ieΔ , and the 

midpoint intensity in each interval is Iie , and the annual frequency of earthquake intensity in the 

range ieΔ  is iλΔ . Equal intervals are used herein in the absence of information that would 

support the use of unequal intervals. Figure 3.12 defines ieΔ , Iie  and iλΔ  for the sample hazard 

curve and n = 4. (The small value of n is chosen to simplify the figure. A procedure presented in 

the draft ATC-58 Guidelines and summarized in Section 3.3.4 of this report has recommended 

that n  be equal or greater than 8). 

For a time-based assessment, a series of n intensity-based assessments are performed at 1Ie  

through Ine , where the user-selected range of earthquake intensity is from no damage (small e) 

through collapse (larger e). Earthquake intensity at intensity 1Ie  is assumed to represent all 

shaking in the interval 1eΔ , and so on. The product of the n intensity-based assessments is n 

realizations for the probability of the unacceptable performance (one per each intensity-based 

assessment). Equation (3.14) is used to calculate the annual frequency of the unacceptable 

performance, fλ , for the NPP: 

 
1

n

f i i
i

Pλ λ
=

= ⋅ Δ∑  (3.14) 
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where iP  is the probability of the unacceptable performance for the i-th intensity-based 

assessment and iλΔ  has been defined earlier. A time-based assessment can generate either a 

single value or a distribution of fλ , depending on weather a single or a family of fragility 

curve(s) is used for each NPP component analyzed in the assessment. 

3.3.4 Scaling Earthquake Ground Motions for Nonlinear Response-History Analysis 

3.3.4.1 Intensity-Based Assessment 

Section 3.3.4 presents a set of ground-motion scaling methods recommended in the draft ATC-58 

Guidelines for nonlinear response-history analysis for intensity-, scenario- and time-based 

assessment. The set of scaling methods is adopted in the proposed performance-assessment 

procedure for NPPs. The draft ATC-58 Guidelines provides two bins of 50 ground motions for 

use in response-history analysis: Bin 1 for near-fault sites and Bin 2 for far-field sites. Detailed 

information for the two bins of ground motions is provided in Chapter 4. 

The seismic hazard for intensity-based assessment is characterized by a user-specified 5%-

damped, elastic horizontal acceleration response spectrum. The recommended scaling procedure 

for intensity-based assessment is intended to capture the median structural response, given a 

specific spectral demand at the fundamental period of the structure. The dispersion in spectral 

demand is not considered in the scaling procedure although some dispersion in structural response 

is preserved. 

The procedure for scaling ground motions for intensity-based assessment involves the following 

steps: 

1. Select a response spectrum. 

2. Determine the target spectral acceleration at the fundamental period of the structure, 1( )aS T . 

3. Randomly select at least 11 ground motions8 from Bin 1 or Bin 2 based on the seismologic 

information of the site and amplitude scale each ground motion to the target 1( )aS T . 

                                                      
8 Both intensity- and scenario-based assessments involve the use of at least 11 ground motions for the 

response-history analysis. The number of ground motions used in the analysis depends on the required 
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Figure 3.13 presents spectra for 11 sample ground motions and scaled using the above procedure 

for a building with fundamental period of 1.14 seconds and 1( )aS T  equal to 0.51 g. Note that the 

dispersion at periods other than 1.14 seconds are non-zero. 
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Figure 3.13.  Spectral accelerations for 11 sample ground motions for intensity-based 
assessment 

3.3.4.2 Scenario-Based Assessment 

The seismic hazard representations used for scenario-based assessment are the median, θ , and 

dispersion, β , of spectral acceleration for a given (magnitude, distance) pair computed using an 

attenuation relationship or relationships. 

Ground-motion scaling procedures for scenario-based assessments must consider the distribution 

(i.e., both θ  and β ) of spectral demand for the target scenario. In the draft ATC-58 Guidelines, 

at least 11 values of spectral acceleration are required to characterize the distribution of seismic 

demand at the fundamental period of the building. For the case using 11 target spectral 

accelerations: 

 1( ) i
aiS T eβηθ= ⋅   1,11i =  (3.15) 

where 1( )aS T  is the ith target spectral acceleration at the fundamental period of the structure and 

values of iη  are as listed in Table 3.3. 

                                                                                                                                                              

accuracy and confidence in the estimates of structural responses. The technical basis for the use of 11 

ground motions is provided in Chapter 4 and Appendix C of this report. 
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Table 3.3.  Values of iη  for generating a distribution of ( )1aiS T  

I iη  
1 -1.69 

2 -1.10 

3 -0.75 

4 -0.47 

5 -0.23 

6 0 

7 0.23 

8 0.47 

9 0.75 

10 1.10 

11 1.69 

 

Figure 3.14 illustrates this process for a scenario earthquake having median spectral acceleration 

of 0.3 g and dispersion equal to 0.4. The figure shows the cumulative probability distribution 

represented by this median and dispersion.  Horizontal lines across the plot divide the distribution 

into eleven regions, each having a probability of occurrence of 9.09%.  For each region, the 

midpoint value of the probability of exceedance is shown by  with values of 4.55%, 13.64%, 

22.73%, 31.82%, 40.91%, 50%, 59.09%, 68.18%, 77.27%, 86.36% and 95.45%. A dashed 

horizontal line is drawn across the plot from the vertical axis to intersect the cumulative 

distribution function and dropped vertically to the horizontal axis, where spectral acceleration 

values of .153 g, .193 g, .222 g, 0.248 g, 0.274 g, 0.300 g, 0.329 g, 0.362 g, 0.405 g, 0.465 g and 

0.590 g, respectively, can be read off. These values are the same as those computed by (3.15) 

using θ = 0.3 and β = 0.4. 

The procedure for scaling 11 ground motions for scenario-based assessment involves the 

following steps: 

1. Select the magnitude and site-to-source distance for the scenario event. 

2. Select an appropriate attenuation relationship (or relationships) for the region, site soil type 

and source characteristics. 
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3. Determine the median spectral acceleration demand, θ , and its dispersion, β , at the 

fundamental period of the structure using the attenuation relationship(s) of step 2. 

4. Compute 11 target values of spectral acceleration, 1( )aS T , 1,11i = , using θ  and β  from 

step 3 and (3.15). 

5. Select 11 ground motions from Bin 1 or Bin 2.9  

6. Amplitude scale one of the 11 ground motions to one of the 11 target spectral accelerations of 

step 4; repeat the selection and scaling process 10 times for the remaining 10 target values of 

spectral acceleration so as to fully populate the distribution of 1( )aS T . 

                                                      
9 Huang et al. (2007) shows that randomly selecting ground motions from Bin 1 or Bin 2 might cause the 

median spectral shape of the scaled ground motions to be significantly different from the shape of the 

median spectrum predicted by an attenuation relationship for a given pair of magnitude and distance. 

Given that losses might accrue at periods less than the first mode period (i.e., higher modes), it would be 

better to select ground motions for scenario-based analysis per the magnitude and distance pair for the 

scenario event of interest. Baker and Cornell (2005 and 2006) and the results presented in Appendix D of 

this report show that the ground-motion randomness index, ε , is an indicator of spectral shape. Selecting 

ground motions without consideration of ε  may result in conservative estimates in structural responses 

for structures subjected to earthquake shaking associated with a value of ε  greater than 1. Epsilon can be 

included in a scenario-based assessment by selecting and scaling ground motions using the value of ε  

associated with each target spectral ordinate. Multiple ground motions will likely be required for a target 

spectral ordinate. More research is needed to develop such a procedure.    
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Figure 3.14.  Calculation of spectral accelerations given a lognormal distribution 

Figure 3.15 presents acceleration spectra for 11 sample ground motions scaled using the 

procedure proposed in the draft ATC-58 Guidelines for a building with a fundamental period of 

1.14 seconds. The 11 target spectral ordinates shown in Figure 3.15 were computed using (3.15) 

with θ = 0.41 g and β = 0.64, where the median and dispersion were computed using the Chiou-

Young Next Generation Attenuation relationship (Chiou and Young 2006) for WM = 7, r = 1 km, 

strike-slip faulting and a shear wave velocity of 760 m/s. 

0 1 2 3
Period (sec)

0
0.5

1
1.5

2
2.5

3
3.5

4
4.5

S
pe

ct
ra

l a
cc

el
er

at
io

n 
(g

) Sample ground motions

16th, 50th and 84th percentiles
eleven target spectral ordinates

 

Figure 3.15.  Spectral accelerations for 11 sample ground motions for scenario-based 
assessment 
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3.3.4.3 Time-Based Assessment 

Earthquake shaking for time-based assessment is characterized by a seismic hazard curve that 

plots spectral acceleration at a user-specified period versus the annual frequency of exceeding 

(MAFE) that value of spectral acceleration. A sample curve is presented in Figure 3.16.  
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Figure 3.16.  Calculation of spectral accelerations given a mean hazard curve 

 
In the draft ATC-58 Guidelines, time-based assessment is performed as a series of intensity-based 

assessments. The principal contributions to probable loss for regular buildings are assumed to 

accumulate in the range of spectral demand between 0.05 g and the spectral acceleration 

corresponding to an annual frequency of exceedance of 0.0002. The lower bound on this range 

(0.05 g) is assumed to cause no damage to either structural or nonstructural components and the 

upper bound is assumed sufficient to have a high probability of triggering collapse in modern 

code-compliant buildings. This range of spectral demand is then split into at least 8 equal 

intervals and the midpoint values (intensity) of spectral acceleration in each interval is assumed to 

represent shaking across the entire interval.  

The range of the spectral demand recommended in the draft ATC-58 Guidelines is inappropriate 

for the time-based assessment of NPPs since the MAFE for the SSE shaking (about 510− ) is 

smaller than 0.0002. The range of spectral demand for the time-based assessment should be 

selected to cover all significant risk. The upper bound of spectral demand must be greater than the 

design level (the spectral demand associated with a MAFE of 510− ). Chapter 5 of this report 

discusses this issue in more detail. 



 49

The seismic hazard curve shown in Figure 3.16 illustrates the calculations of 8 target spectral 

accelerations. The range of spectral acceleration was selected as 0.05 g10 to 1.23 g, where 1.23 g 

is the spectral acceleration (at a given period) corresponding to an annual frequency of 

exceedance of 0.0002. This range of spectral acceleration was split into eight equal intervals, ieΔ , 

of 0.1475. The midpoint value in each interval characterizes a target spectral demand for the 

scaling of ground motions. The 8 target spectral accelerations are identified in the figure by the 

symbol x with values of 0.124 g, 0.271 g, 0.419 g, 0.566 g, 0.714 g, 0.861 g, 1.009 g and 1.156 g. 

The draft ATC-58 Guidelines provides two methods for time-based assessment. Method 1 scales 

ground motions to the target spectral accelerations characterized by the mean seismic hazard 

curve, when this is available. Method 2 considers the distribution of spectral accelerations at a 

selected annual frequency of exceedance and can be used when both the median hazard curve and 

the dispersion in the hazard curve (due to the epistemic uncertainty) are available. Only the 

procedure for Method 1 is presented herein. 

Method 1 uses a mean seismic hazard curve computed at the fundamental period of the building. 

The procedure for scaling ground motions to 8 intensity levels for time-based assessment of 

buildings involves the following steps: 

1. Develop a mean seismic hazard curve at the fundamental period of the structure that is 

appropriate for the soil type at the building site. 

2. Compute the spectral acceleration from the mean seismic hazard curve of step 1 for an annual 

frequency of exceedance = 0.0002 and denote that spectral acceleration as max
aS . 

3. Split the range of spectral acceleration, 0.05 to max
aS  g, into 8 equal intervals; identify the 

midpoint spectral acceleration in each interval. 

                                                      
10 Although 0.05 g might be a reasonable lower bound for building structures, it is likely far too small for 

conventional nuclear structures. 



 50

4. For each of the 8 midpoint spectral accelerations, 1( )aiS T , 1, 8i = , randomly11 select eleven 

ground motions from either Bin 1 or Bin 2 and amplitude scale each ground motion to 

1( )aiS T  for response calculations. 

Figure 3.17 presents spectra for 11 sample ground motions, scaled by the procedure described 

above, for intensities 1 and 8 per Figure 3.16. 
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Figure 3.17.  Spectral accelerations for 11 sample ground motions at intensities 1 and 8 

For time-based assessment of NPPs, Steps 2, 3 and 4 presented above should be adjusted as 

follows: 

2. Determine the upper and lower bounds of spectral accelerations (denoted as max
aS  and min

aS )  

using the mean seismic hazard curve of step 1. The range should be wide enough to capture 

all significant risk.  Possible values of max
aS  and min

aS  are the spectral accelerations associated 

with mean annual frequencies of exceedance of 610−  and 410− , respectively. 

3. Split the range of spectral acceleration, min
aS  to max

aS  g, into 8 equal intervals; identify the 

midpoint spectral acceleration in each interval. 

4.  For each of the 8 midpoint spectral accelerations, 1( )aiS T , 1, 8i = , select eleven ground 

motions based on the combination of magnitude, distance and ε  appropriate for 1( )aiS T  and 

amplitude scale each ground motion to 1( )aiS T  for response calculations. 

                                                      
11 The 50% draft of the ATC-58 Guidelines that will be published at the end of 2008 will include rules that 

require consideration of spectral shape for 1ε ≥ .  



 

 

CHAPTER 4 
SCALING GROUND MOTIONS FOR PERFORMANCE 

ASSESSMENT 

4.1 Introduction 

The procedures used to select and scale earthquake ground motions for nonlinear response-history 

analysis directly affect the distributions of demand on structural and nonstructural components. 

Section 3.3.4 presented procedures for intensity-, scenario- and time-based assessments, which 

have been adopted in the 35% draft ATC-58 Guidelines for the Seismic Performance Assessment 

of Buildings (ATC 2007), but did not provide the technical basis for the ground-motion scaling 

procedures. The information presented in this chapter identifies the impact of different scaling 

procedures on the results of response-history analysis for the purpose of performance 

assessments. 

Section 4.2 describes the state-of-art in the selection and scaling of ground motions for response-

history analysis. Five procedures are introduced. Section 4.3 presents results for a series of 

nonlinear response-history analyses using the five scaling procedures. The advantages and 

disadvantages of each procedure are identified. 

4.2 State of the Art 

4.2.1 Probabilistic Seismic Hazard Analysis and Uncertainties in Spectral Demands 

Probabilistic seismic hazard analysis (PSHA) has been used to characterize ground motion for the 

design of conventional buildings and NPPs. The United States Geological Survey (USGS) has 

developed seismic hazard maps based on PSHA for the design of conventional structures in the 

United States. The United States Nuclear Regulatory Commission (USNRC) developed 

Regulatory Guide 1.165 (USNRC 1997) that presents PSHA-based rules to establish Safe 

Shutdown Earthquake (SSE) shaking for the design of NPPs.  

Uncertainty and randomness in the calculation of spectral demands for a given mean annual 

frequency of exceedance is captured explicitly by PSHA. The product of PSHA is a family of 

hazard curves that are typically presented as the relationship between annual frequency of 

exceedance and spectral acceleration at a given period. Sample hazard data are shown in Figure 

4.1 (Abrahamson and Bommer 2005). This figure presents zero-period acceleration (ZPA) hazard 
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curves for a site in southern Nevada; the minimum annual frequency of exceedance is 810− . 

Aleatory variability is included in each of the curves presented in this figure. Epistemic (model) 

uncertainty is represented by the dispersion in the spectral demand at a given annual frequency of 

exceedance1. Median, mean and four fractile (from 5th to 95th) hazard curves are shown in the 

figure, capturing the epistemic uncertainty. For an annual frequency of exceedance of 510−  

(return period of 100,000 years), the ZPA demand distributes from 0.5g (5%) to 2.5g (95%). 

Uniform hazard spectra (UHS) are developed for a given fractile (or mean) by computing spectral 

ordinates across a range of periods for a given annual frequency of exceedance.  

4.2.2 Existing Procedures for Selecting and Scaling Ground Motions 

Current codified procedures for response-history analysis involve scaling ground motions to 

match a uniform hazard spectrum using one of two methods: 1) amplitude and/or frequency 

scaling single-component ground motions to exactly match a target spectrum, a procedure 

developed originally for analysis of (elastic) nuclear power plant structures, and 2) amplitude 

scaling pairs of ground motions so that the average value of the square root of the sum of the 

squares of the 5-percent damped spectral ordinates is not less than 1.3 times the 5-percent damped 

target spectrum for periods from 0.2 1T  to 1.5 1T  (FEMA 2004, ASCE 2006), where 0.2 1T  

represents an estimate of the second mode period and 1.5 1T  is an estimate of the degraded first 

mode period (accounting for damage to the framing system). The second method was developed 

in its original form in the early 1990s for the nonlinear analysis of seismically isolated buildings 

                                                      
1 Two types of uncertainty are considered in the calculation of hazard curves: aleatory variability, which 

characterizes the inherent variability of the earthquake magnitude ( M ), site-to-source distance ( r ), and 

spectral demand for a given pair of M  and r  considered in the integration of seismic hazard, and 

epistemic uncertainty, which characterizes the scientific uncertainty of the models for the style of faulting, 

maximum magnitude, recurrence laws and attenuation relationships (usually considered using logic trees). 

Aleatory variability results in a hazard curve given a set of assumptions for the models whereas epistemic 

uncertainty defines the probabilities for alternative hazard curves from different assumptions 

(Abrahamson and Bommer 2005; McGuire et al. 2005). One must be careful to distinguish between the 

dispersion in spectral acceleration for a scenario event and the dispersion in spectral acceleration 

computed using PSHA for a given return period: the former can be determined from the standard deviation 

reported in attenuation relationships whereas the latter must be determined using different models to 

include both aleatory variability and epistemic uncertainty. 
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(with a slightly modified period range from that indicated above). Historically, either three or 

seven pairs of ground motions have been used for response analysis, based in part on rules 

adopted for the analysis of nuclear structures in the 1970s. If three pairs are used, assessment is 

based on the maxima of peak component actions and deformations. If seven pairs are used, 

assessment is based on the average of each maximum response. 

Figure 4.1.  Sample seismic hazard curves (adopted from Abrahamson and Bommer 2005) 
 
Other procedures have been developed for scaling pairs of earthquake ground motions for 

response analysis. One procedure that was developed for the offshore oil industry and used for the 

SAC Steel Project by Somerville et al. (1997) involves amplitude scaling a pair of ground 

motions by a single factor to minimize the sum of the squared errors between target spectral 

values and the geometric mean of the spectral ordinates for the pair, where the user selects the 

periods (frequencies) for the calculation. This procedure preserves spectral shape and the 

correlation between the components in the pair of motions; it is studied in Section 4.3.4.1. 

Seed ground motions for response-history analysis have traditionally been selected (at least for 

the analysis of seismically isolated structures) on the basis that the magnitude(s), site-to-source 

distance(s) and source mechanisms are compatible with the design-basis or maximum considered 

earthquake. More recently, the practice has been to de-aggregate the uniform hazard spectrum (or 

spectra) at the first mode period of the structure ( 1T ), determine the modal magnitude ( M ) and 
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site-to-source distance ( r ) pair, and select recorded ground motions corresponding to the modal 

[M, r] pair and local site conditions.  

4.2.3 Recent Studies 

Recent publications have reported on the selection and scaling of ground motions for response-

history analysis, including Shome et al. (1998), Carballo and Cornell (2000), Baker and Cornell 

(2005), Iervolino and Cornell (2005), Huang et al. (2006) and Haselton and Baker (2006). 

Conclusions of these studies are described below. 

Shome et al. (1998) proposed a ground-motion scaling method to predict the median response of 

nonlinear oscillators. The method involves scaling ground motions to a selected spectral 

acceleration at the first mode period of the building ( 1( )aS T ). They concluded that neither three 

nor seven pairs of scaled ground motions are sufficient to produce reliable median estimates of 

displacement response. Appendix C describes the scaling method in some detail.  

For far-field ground motions, Shome et al. (1998), Baker and Cornell (2005) and Iervolino and 

Cornell (2005) showed that the choice of seed motions based on controlling [M, r] pairs (selected 

by deaggregating the hazard curve) did not have significant effect on structural response after the 

seed motions were amplitude scaled to a specified spectral acceleration, at the first mode period 

of the building. They recommended that any requirement that seed ground motions be selected on 

the basis of controlling [M, r] pairs be set aside. 

Carballo and Cornell (2000) selected a set of 63 ground motion records in the range of moment 

magnitude from 6.7 to 7.3 and closest distance to the rupture zone from 10 to 30 km and 

generated two sets of 63 spectrally matched ground motions using frequency- and time-domain 

techniques. The spectrum for each of the artificial accelerograms was then matched to the median 

spectrum of the 63 original records. Carballo and Cornell observed that the use of spectrally 

matched ground motions results in un-conservatively biased displacement demands in highly 

nonlinear framing systems compared to the results for the original ground motions. Huang et al. 

(2006) confirmed this observation using bilinear SDOF oscillators and 20 near-fault ground 

motions developed for the SAC Steel project. 

4.2.4 Epsilon Scaling and the Conditional Mean Spectrum 

Much recent discussion on scaling ground motions for shaking with very low annual frequencies 

of exceedance has centered on the ground-motion randomness index known as epsilon ( ε ). 
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Epsilon is defined as the number of logarithmic standard deviations by which the underlying 

logarithmic spectral acceleration [ ln( )
aSx ] deviates from the median value, where the median and 

the logarithmic standard deviation of spectral acceleration (denoted as 
aSθ  and 

aSβ , respectively) 

are predicted by an attenuation relationship (McGuire 1995; Baker and Cornell 2005; Haselton 

and Baker 2006):  

 
ln( ) ln( )

a a

a

S S

S

x θ
ε

β
−

=  (4.1) 

Figure 4.2 shows a sample calculation of ε . The dotted line in the figure is the spectral 

acceleration for a sample ground motion recorded at a deep soil site in the 1979 Imperial Valley 

earthquake with M =6.5 and r =12.9 km. The 84th, 50th (median) and 16th percentile spectral 

accelerations predicted by the attenuation relationship of Abrahamson and Silva (1997) for the 

site are also shown in Figure 4.2. The three fractile spectra correspond to ε = +1 (84th 

percentile), =0 (50th percentile, median) and =-1 (16th percentile), respectively, at all periods. At 

a period of 0.2 second, the attenuation relationship predicts 
aSθ = 0.5g and 

aSβ = 0.69, 

respectively. The spectral acceleration for the sample motion is 0.35g; the resulting value of ε  is 

-0.36. For the same ground motion, magnitude and distance pair, and attenuation relationship, ε  

is +0.78 at a period of 2 seconds. Epsilon is often presented as a component of hazard-curve 

deaggregation (an [ M , r , ε ] triple) to identify the departure of the spectral ordinates computed 

using probabilistic seismic hazard analysis (PSHA) from those calculated using the controlling 

[ M , r ] pair and an attenuation relationship or relationships. For such a calculation, ln( )
aSx  is 

the natural logarithm of the spectral acceleration computed by PSHA2.  

                                                      
2 A value of ε  is generated for each [ M , r ] pair and attenuation relationship used in the PSHA for the 

given ln( )
aSx . USGS reports the modal value of ε  in the peak [ M , r ] bin.  
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Figure 4.2.  A sample response spectrum (Agrarias station, the 1979 Imperial Valley 
earthquake) and the 84th, 50th and 16th percentiles of spectra predicted by 
the attenuation relationship of Abrahamson and Silva (1997) for soil sites 

 
Baker and Cornell (2005) proposed that the effect of ε  on structural response given 1( )aS T  is 

greater than that of either magnitude or distance because ε  is an indicator of spectral shape. 

Baker and Cornell (2005, 2006) and Haselton and Baker (2006) concluded that a positive value of 

ε  at a given period tends to indicate a relative peak in the acceleration response spectrum at that 

period. 

UHS and its two-point representation have been widely used for the design of buildings (ICC 

2000, FEMA 2004, ASCE 2006). Cornell (2006) and Baker and Cornell (2006) have reflected on 

the utility of UHS for design and have observed: 

a) If the spectral ordinates of a UHS are governed by multiple scenario events, the spectral 

shape of the UHS will not represent the spectral shape for any of the governing events, 

regardless of the return period of the UHS. 

b) For long-return-period earthquake shaking, the spectral ordinates of a UHS are usually 

associated with a high value of ε  values across a wide range of period3: for the case where 

                                                      
3 Harmsen (2001) noted that ε >2 for modal events for sites on the West Coast of the United States and a 

2% probability of exceedance in 50 years, which means that less than 23 of 1000 earthquakes of the 

controlling [ M , r ] pair will produce shaking more severe, as measured by spectral ordinates, than the 

spectral demand predicted by PSHA. 
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the spectral ordinate of a record attains the UHS ordinate at a given period, the spectrum of 

the record is unlikely to have values as large as those of the UHS across a wide range of 

period. 

These observations result from the fact that the UHS spectral ordinates are computed 

independently. Baker and Cornell (2005, 2006) introduced a Conditional Mean Spectrum, which 

considers ε  at the fundamental period and the correlation of spectral demands at different 

periods, for selecting and scaling ground motions to represent very rare earthquake shaking. The 

proposed spectrum was termed CMS-ε  and computed using the following equation: 

 
2 1 1 1 2ln ( )|ln ( ) ln ( )* ln 2 ln 2 ln ( ),ln ( ) 1( , , ) ( , ) ( )Sa T Sa T Sa T Sa Sa Sa T Sa TM R T M T Tμ μ σ ρ ε= = + ⋅  (4.2) 

where 1( )Sa T  and 2( )Sa T  are spectral accelerations at periods 1T  and 2T ; 1T  is the fundamental 

period of the structure; 1( )*Sa T  is the value of 1( )Sa T  corresponding to a given annual frequency 

of exceedance; M , R  and ε  are the mean magnitude ( M ), distance ( R ) and ε  values, 

respectively, that produce 1( )*Sa T ; 
2 1 1ln ( )|ln ( ) ln ( )*Sa T Sa T Sa Tμ =  is the mean of 2ln ( )Sa T  given that 

1 1ln ( ) ln ( )*Sa T Sa T= ; ln Saμ  and ln Saσ  are the mean and standard deviation of ln Sa , 

respectively, obtained from a ground motion attenuation relationship; and 
1 2ln ( ),ln ( )Sa T Sa Tρ  is the 

correlation coefficient of 1ln ( )Sa T  and 2ln ( )Sa T . A CMS- ε  is constructed by changing the 

value of 2T  in (4.2). Figure 4.3 presents a sample UHS with 2% probability of exceedance in 50 

years for a site in Van Nuys, California, and a CMS-ε  with 1( 0.8 )Sa T s= = 1.6 g determined by 

the sample UHS, where the value of 1( 0.8 )Sa T s=  corresponds to a value of 2.1 for ε . The UHS 

has greater spectral ordinates than the CMS- ε  at all periods other than 1T , which is a typical 

relationship between a UHS and CMS-ε  at a low annual frequency of exceedance. 

To evaluate the influence of different ground-motion-selection procedures on predicting the 

probability of building collapse, Baker and Cornell (2006) performed a series of nonlinear 

response analyses using four selection methods: 

1. Method 1 (AR method): Records were randomly selected without attempting to match any 

specific properties, such as M , R  and ε . 

2. Method 2 (MR-BR method): Records were selected with their values of M  and R  

representative of the site hazard. 
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3. Method 3 (ε -BR method): Records were selected with their values of ε  representative of the 

site hazard. 

4. Method 4 (CMS- ε  method): Records were selected that had a minimum sum of squared 

differences between their spectrum and the CMS- ε  across a wide range of period after 

scaling the records to match the target 1( )Sa T . No direct attempt was made to match the M , 

R  and ε . 

Baker and Cornell (2006) selected 4 sets of 40 records using each of the four methods. All 40 

records in each set were amplitude-scaled to each of 12 1( )Sa T  levels between 0.1 and 4 g. 

Twelve bins of scaled ground motions for a given ground-motion selection method were used as 

inputs for non-linear response-history analysis of a seven-storey reinforced concrete building to 

develop the drift hazard curve for the building and the given selection method. The numerical 

model for the building had an elastic first-mode period of 0.8 second and used non-linear 

elements with strength and stiffness degradation in both shear and bending. Figure 4.4 shows the 

mean response spectra of the record sets selected using each of the four methods for 1( )Sa T = 1.6 

g together with the CMS-ε  for Method 4, which was presented in Figure 4.3. The mean spectra 

of the records of Methods 3 and 4 are close to the CMS-ε  and that of the MR-BR records are 

much greater than the CMS-ε  at almost all periods other than 0.8 second. Figure 4.5 presents the 

drift hazard curve (more specifically, the mean annual frequency of exceeding a given maximum 

story-drift ratio) for each method. Methods 1 and 2 produce much greater estimated probabilities 

of exceedance than the other two methods at large story-drift-ratio levels; the results from 

Methods 3 and 4 are nearly identical. Baker and Cornell repeated the analysis of Figure 4.5 but 

using a different integration approach and concluded that a) Methods 3 and 4, unlike Methods 1 

and 2, produced unbiased (integration-approach-independent) drift hazard curves, and b) the 

CMS-ε  is a more appropriate target than UHS for record selection. Some of these observations 

are evaluated below using a set of near-fault ground motions; results are presented in Appendix 

D. 
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Figure 4.3.  Sample uniform hazard spectrum and CMS-ε  (Baker and Cornell 2006) 
 

Figure 4.4.  The CMS- ε  and the mean response spectra of record sets selected using 
Methods 1 through 4 (Baker and Cornell 2006) 

 

Figure 4.5.  Mean annual frequency of exceeding various levels of maximum story drift 
ratio (Baker and Cornell 2006) 
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4.3 Scaling Ground Motions for Response-History Analysis 

4.3.1 Optimal Scaling Procedure 

An optimal procedure for scaling earthquake ground motions for performance-based loss 

assessments should 

• preserve the distribution in the earthquake shaking for the selected characterization of the 

hazard (spectrum, [M, r] pair, or annual probability of exceedance of a spectral ordinate) for 

the site of interest  

• confidently estimate the distribution of seismic demand for nonlinear structural and 

nonstructural systems using as small a number of ground motions as possible 

• be independent of structural period, enabling losses to be computed for a) a range of 

structural systems with one set of scaled motions, and b) structural and nonstructural 

components and systems in a building 

• be appropriate for near-fault and far-field sites across the United States 

• be applicable across a wide range of mean annual frequency of exceedance  

A series of nonlinear response-history analyses were performed for three existing and two new 

ground-motion scaling procedures. Response data were evaluated using the criteria described 

above. The advantages and disadvantages of each procedure are presented below. 

4.3.2 Numerical Models 

A large number of bilinear single-degree-of-freedom (SDOF) models were analyzed. Yield 

strengths were set at infinity, 0.40W, 0.20W, 0.10W and 0.06W to represent, albeit simplistically, 

conventional and isolated (0.06W) construction, where W is the reactive weight of the structure. 

For the oscillators with yield strengths of 0.10W and larger, the elastic period ranged between 

0.05 second and 2 seconds; for the oscillator with a yield strength of 0.06W, the post-yield 

(isolated) period ranged between 2 and 4 seconds. The ratio of post-yield to elastic stiffness was 

set to 0.1 for all oscillators. 

The use of bilinear SDOF oscillators will limit the utility of the results and observations presented 

below to low-rise, code-conforming, regularly configured buildings whose displacement response 
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(and thus damage) is dominated by one mode of response. The development of optimal 

procedures for selecting and scaling ground motions for assessment of loss in taller buildings 

and/or non-conforming buildings will require analysis of a large family of linear and nonlinear 

multiple degree of freedom (MDOF) models and considerations of strength and stiffness 

deterioration. Some initial studies are under way (Goulet et al., 2008).  

4.3.3 Near-Fault and Far-Field Seed Ground Motions 

4.3.3.1  Dataset 

Response-history analysis was performed using both near-fault (NF) and far-field (FF) earthquake 

histories. Table 4.1 and Table 4.2 list the two sets of 25 pairs of seed ground motions used in this 

study. The moment magnitude for the ground motions in the NF bin ranges between 6.2 and 7.3 

and the site-to-source distance ranges between 1 and 17.5 km. There are a limited number of U.S. 

near-fault records and so records from Japan, Turkey, Chile, and Taiwan were used to augment 

the U.S. dataset. The first ten pairs of ground motions in the NF set were developed in the SAC 

Steel Project for a firm-soil site in Los Angeles and a 2% probability of exceedance in 50 years 

(Somerville et al. 1997). The ground motions in the FF bin were chosen from the list presented in 

Iervolino and Cornell (2005) with moment magnitudes ranging between 6.3 and 7.1 and site-to-

source distances ranging between 20 and 50 km. The records in the FF bin are from California 

earthquakes and were chosen to avoid directivity (pulse-type effects). All 50 pairs of records are 

for NEHRP Site Class C-D soils (FEMA 2004). Aside from the 10 pairs of SAC ground motions 

in the NF set, all ground motions were assembled from the Pacific Earthquake Engineering 

Research (PEER) Center Strong Motion Database, which can be found at 

http://peer.berkeley.edu/smcat.  

4.3.3.2 Epsilon and Spectral Shape 

Baker and Cornell (2005) reported that epsilon (ε ) and spectral shape have significant effect on 

the response of structures. These two parameters are studied herein using the ground motions of 

Table 4.1 and Table 4.2. 

The calculation of ε  requires the use of attenuation relationships. The United States Geological 

Survey (USGS) is using three attenuation relationships to generate the 2008 seismic hazard maps 

for the Western United States: 1) Boore and Atkinson (2008), 2) Campbell and Bozorgnia (2008), 

and 3) Chiou and Youngs (2008). The three attenuation relationships are products of the PEER 

61



 

 

Next Generation Attenuation (NGA) of Ground Motions Project and were developed to predict 

spectral demand for shallow crustal earthquakes in the Western United States. 

For each seed motion and periods of 0.2, 0.5, 1, 2 and 4 seconds, the value of ε  was computed 

using each of the three NGA relationships described above. The values of the ground-motion 

parameters required in the NGA relationships were extracted from the NGA flatfile 

(http://peer.berkeley.edu/products/nga_project.html) for seed motions NF1 through NF10, NF21 

through NF50 and all motions in the FF bin. However, since the SAC ground motions were 

modified to make their response spectra appropriate for NEHRP Site Class D, a value of 270 m/s 

for the shear wave velocity, rather than the values extracted from the NGA flatfile, was used for 

NF1 through NF10. NF11 through NF20 are synthetic motions. For these motions, the values of 

the ground-motion parameters used for computing ε  are tabulated in Table 4.3. For each seed 

motion and each period, the three values of ε for the three NGA relationships were averaged and 

presented in the columns 2 through 6 of Table 4.4 and Table 4.5 for the NF and FF bins, 

respectively. Table 4.6 defines 8 bins per the value of ε  and presents the number of seed motions 

in each bin at each period of 0.2, 0.5, 1, 2 and 4 seconds. Most of the values of ε  shown in Table 

4.4 and Table 4.5 range between -1 and 2. 

Five period bins are defined in Table 4.7 to investigate the spectral shapes of the seed ground 

motions over a wide period range. Periods LT  and UT  are the lower- and upper-bound periods, 

respectively, for each bin. The period range between LT  and UT  was equally divided into four 

sections by AT , MT  and BT  in a logarithmic scale: 

 2U B M A

B M A L

T T T T
T T T T

= = = =  (4.3) 

The median periods, MT , are 0.2, 0.5, 1, 2 and 4 for Bins P1 through P5, respectively, and LT , 

AT , BT  and UT  for each bin can be determined by MT  and (4.3).  

The shape of the acceleration spectrum for each seed motion and each period bin was tagged as 

one of five types: 1) a straight line, 2) a descending curve, 3) an ascending curve, 4) convex, and 

5) concave. For many of the records, the type of spectral shape was ambiguous and the procedure 

below was used to determine systematically the shape of the acceleration spectrum: 

62



 

 

1. For a given time series and a given period bin, determine the 99 periods that equally divide 

the period range between LT  and UT  into 100 intervals in a logarithmic scale. 

2. Compute the spectral accelerations for the given time series at LT , UT  and the 99 periods of 

step 1. 

3. Perform the least-squares regression analysis for the 101 spectral accelerations computed in 

step 2 using a second-order linear model: 

 2( )y T aT bT c= + +  (4.4) 

where y  is the regression result; T  is period; and a , b  and c  are regression coefficients.  

4. Define y  as the average of the maximum and minimum values of ( )y T  and L UT T T≤ ≤ . If 

all ( )y T  with L UT T T≤ ≤  vary between 0.1y± , the spectral shape is classified as Type 1. If 

not, go to step 5. 

5. If 2A BT b a T≤ − ≤  and 0a > , the spectral shape is classified as Type 5. If 2A BT b a T≤ − ≤  

and 0a < , the spectral shape is classified as Type 4. If not, go to step 6. 

6. If ( ) 0My T′ > , the spectral shape is classified as Type 3. If not, the spectral shape is classified 

as Type 2. 

Figure 4.6 presents a flow chart for the procedure described above. Table 4.8 summarizes the five 

types of spectral shape. Spectral accelerations for five sample ground motions selected from 

Table 4.1 and the corresponding regression results are shown in Figure 4.7 to illustrate the 

procedure for determining the type of spectral shape. Equation (4.4) represents a parabolic curve 

with the maximum or minimum value occurring at 2T b a= − . If 2A BT b a T≤ − ≤ , the spectral 

shape is classified as either convex (Type 4, see Figure 4.7d) or concave (Type 5, see Figure 

4.7e), depending on the sign of a . If the value of 2b a−  falls outside the range AT  to BT , the 

spectral shape is identified as either a descending curve (Type 2, see Figure 4.7b) or an ascending 

curve (Type 3, see Figure 4.7c), depending on the sign of ( )My T′ , the slope of the regression 

curve at MT .  
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Table 4.1.  Near-field ground motions 

No. Event Station M * r * 

NF1, NF2 Kobe 1995 jma 6.9 3.4 

NF3, NF4 Loma Prieta 1989 lgpc 7.0 3.5 

NF5, NF6 Northridge 1994 rrs 6.7 7.5 

NF7, NF8 Northridge 1994 sylm 6.7 6.4 

NF9, NF10 Tabas 1974 tab 7.4 1.2 

NF11, NF12 Elysian Park 1 (simulated) st04 7.1 17.5 

NF13, NF14 Elysian Park 2 (simulated) st10 7.1 10.7 

NF15, NF16 Elysian Park 3 (simulated) st13 7.1 11.2 

NF17, NF18 Palos Verdes 1 (simulated) st03 7.1 1.5 

NF19, NF20 Palos Verdes 2 (simulated) st06 7.1 1.5 

NF21, NF22 Cape Mendocino 04/25/92 
18:06 89156 Petrolia 7.1 9.5 

NF23, NF24 Chi-Chi 09/20/99 TCU053 7.6 6.7 

NF25, NF26 Chi-Chi 09/20/99 TCU056 7.6 11.1 

NF27, NF28 Chi-Chi 09/20/99 TCU068 7.6 1.1 

NF29, NF30 Chi-Chi 09/20/99 TCU101 7.6 11.1 

NF31, NF32 Chi-Chi 09/20/99 TCUWGK 7.6 11.1 

NF33, NF34 Duzce 11/12/99 Duzce 7.1 8.2 

NF35, NF36 Erzinkan 03/13/92 17:19 95 Erzinkan 6.9 2.0 

NF37, NF38 Imperial Valley 10/15/79 23:16 5057 El Centro Array #3 6.5 9.3 

NF39, NF40 Imperial Valley 10/15/79 23:16 952 El Centro Array #5 6.5 1 

NF41, NF42 Imperial Valley 10/15/79 23:16 942 El Centro Array #6 6.5 1 

NF43, NF44 Kobe 01/16/95 20:46 Takarazu 6.9 1.2 

NF45, NF46 Morgan Hill 04/24/84 04:24 57191 Halls Valley 6.2 3.4 

NF47, NF48 Northridge 1/17/94 12:31 24279 Newhall 6.7 7.1 

NF49, NF50 Northridge 1/17/94 12:31 0637 Sepulveda VA 6.7 8.9 

* M  = moment magnitude; r = closest site-to-fault-rupture distance 
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Table 4.2.  Far-field ground motions 

No. Event Station M * r * 

FF1, FF2 Cape Mendocino 04/25/92 18:06 89509 Eureka—Myrtle & West 7.1 44.6 

FF3, FF4 Cape Mendocino 04/25/92 18:06 89486 Fortuna—Fortuna Blvd 7.1 23.6 

FF5, FF6 Coalinga 1983/05/02 23:42 36410 Parkfield—Cholame 3W 6.4 43.9 

FF7, FF8 Coalinga 1983/05/02 23:42 36444 Parkfield—Fault Zone 10 6.4 30.4 

FF9, FF10 Coalinga 1983/05/02 23:42 36408 Parkfield—Fault Zone 3 6.4 36.4 

FF11, FF12 Coalinga 1983/05/02 23:42 36439 Parkfield—Gold Hill 3E 6.4 29.2 

FF13, FF14 Imperial Valley 10/15/79 23:16 5052 Plaster City 6.5 31.7 

FF15, FF16 Imperial Valley 10/15/79 23:16 724 Niland Fire Station 6.5 35.9 

FF17, FF18 Imperial Valley 10/15/79 23:16 6605 Delta 6.5 43.6 

FF19, FF20 Imperial Valley 10/15/79 23:16 5066 Coachella Canal #4 6.5 49.3 

FF21, FF22 Landers 06/28/92 11:58 22074Yermo Fire Station 7.3 24.9 

FF23, FF24 Landers 06/28/92 11:58 12025 Palm Springs Airport 7.3 37.5 

FF25, FF26 Landers 06/28/92 11:58 12149 Desert Hot Springs 7.3 23.2 

FF27, FF28 Loma Prieta 10/18/89 00:05 47524 Hollister—South & Pine 6.9 28.8 

FF29, FF30 Loma Prieta 10/18/89 00:05 47179 Salinas—John &Work 6.9 32.6 

FF31, FF32 Loma Prieta 10/18/89 00:05 1002 APEEL 2—Redwood City 6.9 47.9 

FF33, FF34 Northridge 01/17/94 12:31 14368 Downey—Co Maint Bldg 6.7 47.6 

FF35, FF36 Northridge 01/17/94 12:31 24271 Lake Hughes #1 6.7 36.3 

FF37, FF38 Northridge 01/17/94 12:31 14403 LA—116th St School 6.7 41.9 

FF39, FF40 San Fernando 02/09/71 14:00 125 Lake Hughes #1 6.6 25.8 

FF41, FF42 San Fernando 02/09/71 14:00 262 Palmdale Fire Station 6.6 25.4 

FF43, FF44 San Fernando 02/09/71 14:00 289 Whittier Narrows Dam 6.6 45.1 

FF45, FF46 San Fernando 02/09/71 14:00 135 LA—Hollywood Stor Lot 6.6 21.2 

FF47, FF48 Superstitn Hills (A) 11/24/87 05:14 5210Wildlife Liquef. Array 6.3 24.7 

FF49, FF50 Superstitn Hills (B) 11/24/87 13:16 5210Wildlife Liquef. Array 6.7 24.4 

* M  = moment magnitude; r = closest site-to-fault-rupture distance 
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Table 4.3.  Parameters for the seed motions NF11 through NF20 

Parameter Unit Cases or values for the 
parameter Description 

Fault type -- 
strike-slip fault for NF17 through NF20 

reverse dip-slip fault for NF11 through NF16 

30SV  m/s 270 Midpoint shear wave velocity for 
NEHRP Site Class D 

WM  -- per Table 4.1 and Table 
4.2 Moment magnitude 

r  km per Table 4.1 and Table 
4.2 Closest site-to-fault distance 

JBr  km = r  for ss fault 
= 0     for ds fault Joyner-Boore distance 

Dip degree = 90°   for ss fault 
= 45° for ds fault -- 

TORZ  km 0 Depth to the top of the rupture 

2.5Z  km 2 

Depth to the 2.5 km/s shear-wave 
velocity horizon. A factor for the 
shallow sediment and 3-D basin 
effects 

W  km 15 Rupture width 
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Table 4.4.  Epsilon (ε) and spectral shape of the near-fault ground motions  
of Table 4.1 

No. ε  Type of spectral shape 
0.2 s 0.5 s 1 s 2 s 4 s P1 P2 P3 P4 P5 

NF1 0.70 1.77 1.97 1.04 0.18 3 3 2 2 2 
NF2 0.32 0.77 1.84 0.23 0.30 5 3 2 2 2 
NF3 -1.40 -0.17 -0.47 -0.31 -0.13 5 4 2 2 2 
NF4 -0.60 0.47 0.47 1.06 1.30 3 4 2 2 2 
NF5 1.00 0.65 1.06 0.37 0.54 3 2 2 2 2 
NF6 0.57 0.66 1.37 1.07 0.11 3 1 2 2 2 
NF7 -0.12 0.26 -0.05 0.87 0.29 1 1 2 2 2 
NF8 0.81 1.57 0.37 1.03 0.24 3 2 2 2 2 
NF9 1.63 0.00 0.18 -0.35 -0.53 4 5 2 2 2 
NF10 2.20 1.35 0.02 0.76 1.09 4 2 2 2 2 
NF11 1.28 1.08 0.74 0.19 0.49 3 2 2 2 2 
NF12 1.13 0.93 1.09 0.31 0.57 4 2 2 2 2 
NF13 0.72 0.47 0.65 1.16 0.60 3 2 2 2 2 
NF14 0.53 0.49 0.11 1.14 0.55 3 2 2 2 2 
NF15 1.20 0.61 0.15 1.71 1.49 4 2 5 4 2 
NF16 0.73 0.33 0.63 1.85 1.45 3 4 5 2 2 
NF17 0.37 0.46 0.96 0.86 1.04 3 3 2 2 2 
NF18 0.15 0.04 0.98 1.29 1.20 1 3 4 2 2 
NF19 -0.01 0.43 0.23 0.00 -0.58 3 2 2 2 2 
NF20 -0.32 -0.52 0.07 1.40 0.64 3 2 3 2 2 
NF21 -0.73 0.06 0.66 0.04 0.17 1 4 2 2 2 
NF22 -0.75 0.77 1.41 1.53 1.39 5 4 2 2 2 
NF23 -2.03 -1.33 -1.06 -0.96 0.11 3 4 2 2 4 
NF24 -1.35 -0.21 -0.69 -0.85 -0.70 3 2 2 2 2 
NF25 -1.45 -0.96 -0.84 -0.96 -0.05 3 1 2 2 2 
NF26 -1.34 -0.45 -0.57 -0.37 -0.63 3 2 2 2 2 
NF27 -1.19 -1.26 -0.55 0.70 0.86 1 4 1 2 5 
NF28 -0.98 0.00 0.17 0.58 1.52 3 2 2 2 2 
NF29 -1.85 -1.11 -1.27 -1.56 -0.95 3 4 2 2 2 
NF30 -0.72 -1.41 -1.68 -1.87 -0.60 4 2 2 2 2 
NF31 0.02 -0.44 -0.10 -0.33 0.88 4 1 2 1 2 
NF32 0.40 0.78 1.07 0.92 1.39 5 5 2 2 2 
NF33 -0.92 0.25 -0.36 -0.78 0.18 3 2 2 2 2 
NF34 0.49 -0.26 0.19 0.32 0.72 3 1 2 2 2 
NF35 0.48 -0.22 -0.20 0.27 0.30 4 2 2 2 2 
NF36 -0.32 -0.69 0.38 1.03 0.12 3 5 4 2 2 
NF37 0.99 0.49 -0.07 0.85 0.61 4 2 2 2 2 
NF38 0.79 0.30 -1.26 -1.01 0.74 4 2 2 5 4 
NF39 0.89 0.63 -0.35 -0.30 -0.10 1 2 2 2 2 
NF40 0.09 0.61 0.43 0.22 1.47 3 2 2 5 2 
NF41 -0.24 -0.71 -0.09 0.05 0.19 5 5 2 2 2 
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No. ε  Type of spectral shape 
0.2 s 0.5 s 1 s 2 s 4 s P1 P2 P3 P4 P5 

NF42 -0.15 -0.30 -0.61 0.20 1.39 3 2 2 1 2 
NF43 0.47 0.52 0.21 0.26 -0.73 4 4 2 2 2 
NF44 0.75 1.10 0.07 -0.05 -1.55 4 4 2 2 2 
NF45 -0.77 -0.16 -1.35 -2.62 -2.92 4 4 2 2 2 
NF46 -0.60 0.07 0.15 -0.82 -1.35 4 4 2 2 2 
NF47 0.53 0.54 0.47 0.14 0.23 3 2 2 2 2 
NF48 0.75 1.05 1.20 0.92 0.89 3 4 2 2 2 
NF49 0.17 0.62 1.14 0.45 -0.31 4 4 2 2 2 
NF50 1.00 0.81 0.23 0.00 0.64 3 2 2 2 2 
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Table 4.5.  Epsilon (ε) and spectral shape of the far-field ground motions  
of Table 4.2 

No. ε  Spectral shape 
0.2 s 0.5 s 1 s 2 s 4 s P1 P2 P3 P4 P5 

FF1 -0.15 0.10 0.19 1.16 0.41 3 2 2 2 2 
FF2 -0.26 0.95 0.95 1.68 1.46 4 2 2 2 2 
FF3 -1.60 -0.61 -0.25 0.82 0.83 4 1 2 2 2 
FF4 -1.38 -0.71 -0.21 0.53 1.26 4 2 2 2 2 
FF5 0.24 0.83 1.00 0.55 0.65 3 2 2 2 2 
FF6 0.14 0.96 0.97 0.55 -0.06 3 4 2 2 2 
FF7 -0.96 -0.17 1.59 2.11 1.85 3 1 4 2 2 
FF8 -0.48 0.73 2.18 1.67 0.10 3 4 4 2 2 
FF9 -0.17 1.91 2.18 1.89 1.49 3 4 2 2 2 
FF10 0.30 1.45 2.68 2.10 1.05 3 4 4 2 2 
FF11 -0.78 -0.13 0.32 0.88 0.43 3 2 2 2 2 
FF12 -0.68 -0.66 -0.59 -0.25 -0.41 3 2 2 2 2 
FF13 -0.58 -1.89 -2.34 -1.06 -1.15 4 2 2 2 2 
FF14 -0.28 -1.25 -0.71 -0.88 -0.39 4 2 2 2 2 
FF15 -0.07 -0.50 -0.86 -0.77 0.01 4 2 2 2 2 
FF16 -0.02 0.10 0.24 -0.55 0.06 3 2 2 2 2 
FF17 0.72 1.53 0.86 1.19 1.17 1 4 2 2 2 
FF18 1.12 1.38 1.81 1.71 1.57 2 4 2 2 2 
FF19 0.81 1.61 0.88 0.98 0.10 3 4 2 2 2 
FF20 0.09 2.36 0.86 0.80 -0.34 3 4 2 2 2 
FF21 0.13 0.55 0.82 0.17 0.63 4 2 4 2 2 
FF22 0.09 0.90 1.50 0.89 0.87 3 1 4 2 2 
FF23 -1.04 -1.53 0.19 -0.63 -0.87 2 5 4 2 2 
FF24 -0.86 -0.47 0.13 0.20 -1.11 4 3 2 2 2 
FF25 0.35 -0.15 0.15 -0.42 -1.71 3 2 2 2 2 
FF26 -0.30 -0.21 0.77 0.31 -0.40 3 5 2 2 2 
FF27 0.82 2.30 2.95 2.68 1.95 3 3 2 2 2 
FF28 -0.16 1.47 1.34 1.17 1.94 3 4 2 2 2 
FF29 -0.94 -0.74 -0.82 -0.55 0.81 1 2 2 2 2 
FF30 -0.01 -0.51 -1.13 0.08 0.46 4 2 2 4 2 
FF31 -0.19 0.78 2.65 0.47 0.37 5 3 4 2 2 
FF32 -0.51 0.52 1.47 -0.08 -0.72 5 3 2 2 2 
FF33 0.86 0.62 0.16 0.16 -0.40 3 2 2 2 2 
FF34 1.48 0.66 0.32 0.54 -1.03 4 2 2 2 2 
FF35 -0.32 0.37 1.50 -0.40 -0.20 3 2 2 2 2 
FF36 -1.17 -0.18 0.99 -0.13 -0.36 4 1 2 2 2 
FF37 0.42 0.89 -0.09 0.24 -0.81 5 4 2 2 2 
FF38 0.81 0.77 0.33 0.22 -0.53 1 2 2 2 2 
FF39 -0.48 0.77 2.00 0.77 -0.44 3 3 2 2 2 
FF40 -0.76 -0.12 0.70 0.11 -0.78 1 4 2 2 2 
FF41 0.30 0.56 0.77 1.31 -0.45 2 2 2 2 2 



 

 70

No. ε  Spectral shape 
0.2 s 0.5 s 1 s 2 s 4 s P1 P2 P3 P4 P5 

FF42 -0.05 -0.28 0.32 0.59 -0.80 4 2 2 2 2 
FF43 0.66 -0.50 -0.85 -0.02 1.38 4 2 2 5 2 
FF44 0.79 -0.01 -0.43 0.18 1.00 4 2 2 2 2 
FF45 0.32 0.23 0.18 0.86 0.82 2 2 2 2 2 
FF46 1.02 0.26 0.91 0.37 2.04 4 2 4 2 2 
FF47 -0.20 -0.69 -0.84 0.25 0.08 2 2 2 2 2 
FF48 -0.05 -0.30 -0.74 0.15 0.61 2 2 2 2 2 
FF49 0.56 1.05 1.59 2.23 2.02 5 2 2 2 2 
FF50 0.23 0.06 0.37 1.65 1.96 2 2 2 2 2 

 
 
 

Table 4.6.  Numbers of the NF and FF ground motions in the ε bins at periods 
of 0.2, 0.5, 1, 2 and 4 seconds 

Bin NF FF 
0.2 s 0.5 s 1 s 2 s 4 s 0.2 s 0.5 s 1 s 2 s 4 s 

3ε ≥  0 0 0 0 0 0 0 0 0 0 
3 2ε> ≥  1 0 0 0 0 0 2 6 4 2 
2 1ε> ≥  6 6 9 12 11 3 7 7 9 12 
1 0ε> ≥  22 27 23 22 25 19 20 24 25 16 
0 1ε> ≥ −  14 13 13 12 11 24 18 11 11 16 
1 2ε− > ≥ −  6 4 5 3 2 4 3 1 1 4 
2 3ε− > ≥ −  1 0 0 1 1 0 0 1 0 0 

3ε < −  0 0 0 0 0 0 0 0 0 0 
 
 
 

Table 4.7.  Period bins for the computation of spectral shape 

Bin LT  
(sec) 

AT  
(sec) 

MT  
(sec) 

BT  
(sec) 

UT  
(sec) 

P1 0.1 0.14 0.2 0.28 0.4 
P2 0.25 0.35 0.5 0.71 1 
P3 0.5 0.71 1 1.41 2 
P4 1 1.41 2 2.83 4 
P5 2 2.83 4 5.66 8 
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Table 4.8.  Types of spectral shape 

Type Symbol The shape of the regression curve 
1 ─ A curve with a small slope between TL and TU. 
2 ╲ A descending curve between TA and TB. 
3 ╱ An ascending curve between TA and TB. 

4 ∩ Convex with the maximum value between TA 
and TB. 

5 ∪ Concave with the minimum value between TA 
and TB. 

 

Figure 4.6.  A flow chart for determining the type of spectral shape 
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Figure 4.7.  Spectral accelerations and the regression results for five sample ground 
motions 
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The types of spectral shape for the NF and FF seed motions are presented in columns 7 through 

11 of Table 4.4 and Table 4.5, respectively.4 Table 4.9 presents the numbers of the NF and FF 

seed motions for each type of spectral shape in each period bin. The spectral shapes for most 

records are classified as Type 2 for the period bins P3, P4 and P5 since spectral acceleration tends 

to decrease with period in the long period range. 

Table 4.9.  Numbers of the NF and FF ground motions as a function of the period bins of 
Table 4.7 and the types of spectral shape of Table 4.8  

Type of 
spectral 
shape 

NF FF 

P1 P2 P3 P4 P5 P1 P2 P3 P4 P5 

1 5 5 1 2 0 4 4 0 0 0 

2 0 23 44 45 47 7 28 42 48 50 

3 26 4 1 0 0 20 5 0 0 0 

4 14 14 2 1 2 15 11 8 1 0 

5 5 4 2 2 1 4 2 0 1 0 
 

4.3.4 Existing Procedures for Scaling Ground Motions 

4.3.4.1 Method 1: Geometric-Mean Scaling of Pairs of Ground Motions (Bins 1a and 2a) 

Method 1 involves amplitude scaling a pair of seed motions by a single factor to minimize the 

sum of the squared errors between the target spectral values and the geometric mean (square root 

of the product) of the spectral ordinates for the pair at periods of 0.3, 0.6, 1, 2 and 4 seconds. An 

example of the scaling process is presented in Appendix E. The resultant amplitude-scaled NF 

and FF motions are denoted herein as Bins 1a and 2a motions, respectively, as noted in Table 

4.10. (Table 4.10 also lists the other 8 ground motion bins used in Section 4.3.)  

Figure 4.8a shows the target spectrum for Bin 1a (NF) motions, which was developed by 

Somerville et al. (1997) from the USGS hazard maps for a 2% probability of exceedance in 50 

years (denoted hereafter as 2/50) and a site in Los Angeles. The target spectrum for the Bin 2a 

                                                      
4 A larger set of near-fault ground motions is introduced in Appendix D with 147 pairs of records selected 

from the database used to develop the NGA relationships. Epsilon and spectral shape for the set of 

records were reported in Appendix D as a reference for the use of the information in selecting ground 

motions for response-history analysis. 
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(FF) motions is shown in Figure 4.8b. The FF spectrum was generated by dividing the NF target 

spectrum by the short-period near-source factor aN  at periods of 0.3 and 0.6 second, and by the 

long-period near-source factor vN  at periods of 1, 2 and 4 seconds5. Values of 1.2 and 1.6 were 

selected for aN  and vN , respectively, assuming a seismic source type A (as defined by the 1997 

UBC) and a site-to-source distance of 5 km.  

Table 4.10.  Ground motion bins 

Bin Number of 
ground motions 

Types of ground 
motions Scaling method 

Bin1a 50 NF Geometric mean of pairs 

Bin1b 50 NF Spectrum-matching 

Bin1c 50 NF Shome and Cornell ( 1( )Sa T ) 

Bin1d -- NF D-scaling 

Bin1e -- NF D-scaling with modification factors 

Bin1f -- NF D-scaling using earthquake records 

Bin2a 50 FF Geometric mean of pairs 

Bin2b 50 FF Spectrum-matching 

Bin2c 50 FF Shome and Cornell ( 1( )Sa T ) 

Bin2d -- FF D-scaling 

Bin2e -- FF D-scaling with modification factors 

Bin2f -- FF D-scaling using earthquake records 
 
This scaling procedure preserves some dispersion in the spectral demand at a given period and the 

irregular spectral shapes of the seed ground motions. Figure 4.8a and Figure 4.8b present the 16th, 

50th and 84th percentiles of elastic spectral acceleration for Bins 1a and 2a, respectively. Figure 

4.8c through Figure 4.8f present the σ  and β  of elastic spectral acceleration for Bins 1a and 2a6. 

                                                      
5  Near-source factors aN  and vN  are presented in the 1997 Uniform Building Code (International 

Conference of Building Officials 1997) to account for near-fault (rupture directivity) effects in the short 

and long period ranges of the acceleration response spectrum, respectively. 

6 The statistical interpretation of the results presented in Section 4.3 assumed that spectral acceleration, 

spectral displacement and the maximum structural responses obtained from response-history analysis 
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Figure 4.8a and Figure 4.8b serve to identify a shortcoming with this scaling procedure, namely, a 

difference of about 0.3 g between the median (50th percentile) ordinate and target spectral 

ordinate at a period of 0.6 second. The scaling procedure minimizes the sum of the squared errors 

between the target spectral values and the geometric mean of the spectral ordinates for each 

individual pair of ground motions but doesn’t minimize the sum of the squared errors between the 

target spectrum and the median spectrum for all 50 ground motions. 

The median (θ ) spectral accelerations and dispersions ( β ) of the ground motions in Bins 1a and 

2a, before and after scaling, are plotted in Figure 4.9. The records were scaled with target values 

at a) T = 0.3 second only, b) T = 0.3 and 2 seconds, and c) T = 0.3, 0.6, 1, 2 and 4 seconds. The 

median spectra for the original (or pre-scaled) motions and the three sets of the amplitude-scaled 

motions were normalized to the target spectrum at a period of 0.3 second to study the sensitivity 

of target spectral ordinates on the shape of the resultant median spectrum. Figure 4.9a and Figure 

4.9c present the normalized median spectra and the target spectral values for the NF and FF 

motions, respectively. Figure 4.9b and Figure 4.9d show the dispersion β  in the spectral 

acceleration for the four sets of NF and FF motions, respectively. Some key observations are: 

a. The shape of the median spectrum after geometric-mean scaling of pairs of ground motions 

is independent of the target spectral values and is nearly identical to the shape of the pre-

scaled median spectrum: the normalized median spectra are identical (see Figure 4.9a and 

Figure 4.9c). The geometric-mean scaling method does not minimize the sum of the squared 

errors between the target and median spectra, resulting in the spectral difference seen in 

Figure 4.8a and Figure 4.8b at a period of 0.6 second. If the period range of interest is broad 

(for example, when the structure has a significant higher-mode effect) and different 

magnitude-distance pairs dominate the UHS for design across the subject period range, it 

will be difficult to select a set of ground motions whose median spectrum closely matches 

the target spectrum. 

b. Figure 4.9b and Figure 4.9d show that this scaling method reduces the dispersion in the 

spectral acceleration with respect to the pre-scaled motions. Whether sufficient dispersion is 

                                                                                                                                                              

were lognormally distributed. The values for the percentile results and other statistical parameters were 

estimated per Appendix A. 
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preserved by this method depends on the dispersion in either the attenuation relationships 

used to compute the spectral acceleration conditioned on magnitude and distance for a 

scenario-based assessment, or associated with a PSHA (capturing the epistemic or model 

uncertainty at different mean annual frequencies of exceedance) for a time-based 

assessment. The method will typically either underestimate or overestimate the target 

dispersion. 

The ground motions of Bins 1a and 2a are assumed to reasonably represent the seismic hazard for 

2/50 shaking at a NF site and a FF site in California, respectively. The median (θ ) of and 

dispersion ( β ) in the elastic spectral acceleration shown in Figure 4.8 for Bins 1a and 2a are 

assumed in this chapter to characterize the results of a PSHA for those two sites. The results of 

linear and nonlinear analysis using the 50 motions in Bins 1a and 2a are used to benchmark the 

results of other scaling methods and to determine the level of confidence associated with response 

analysis using fewer ground motions than 50. 

Figure 4.10 and Figure 4.11 present the 16th, 50th and 84th percentiles, σ  and β  of peak 

displacement for all oscillators of Section 4.3.2 and for Bins 1a and 2a, respectively. The dashed 

lines in the first row (a. through e.) of both figures identify the yield displacement for each 

oscillator. The value of β  for the displacements shown in Figure 4.10 and Figure 4.11 varies 

mainly between 0.4 and 0.7. 

4.3.4.2 Method 2: Spectrum Matching (Bins 1b and 2b) 

Spectrally matched ground motions are often used to compute seismic demands on structural 

framing systems. To judge the utility of using spectrum-matched ground motions for predicting 

the response of nonlinear SDOF framing systems (see Section 4.3.2), the NF and FF seed motions 

of Table 4.1 and Table 4.2 were modified to match the median spectrum of Bins 1a and 2a, 

respectively, using the computer code RSPMATCH (Abrahamson 1998). These bins of 50 

spectrally matched motions are labeled as Bin 1b (NF) and Bin 2b (FF), respectively. The 16th, 

50th and 84th percentiles of elastic spectral acceleration for these two bins are shown in Figure 

4.8a and Figure 4.8b, respectively. The median spectral accelerations for Bins 1a and 1b and for 

Bins 2a and 2b are virtually identical. Figure 4.8c through Figure 4.8f present the dispersion (σ  

and β ) in the spectral accelerations for these four bins of ground motions. The dispersion in the 

bins of spectrally matched ground motions (Bins 1b and 2b) is negligible. 
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Figure 4.8.  Elastic acceleration spectra (84th, 50th and 16th percentiles), σ  and β  for 

ground motion bins 1a, 1b, 2a and 2b 
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Figure 4.9.  The impact of geometric mean scaling of pairs of ground motions for the θ  and 

β  of spectral acceleration for the selected NF and FF ground motions 
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The 16th, 50th and 84th percentiles, σ  and β  of the elastic and inelastic peak displacement for 

Bins 1b and 2b are shown in Figure 4.10 and Figure 4.11, respectively, together with those for 

Bins 1a and 2a. The results indicate that the use of spectrally matched ground motions 

underestimate the median peak displacement demand in highly nonlinear systems and cannot 

capture the dispersion in the displacement response. For 0.06yF W=  (see Figure 4.10e and 

Figure 4.11e), the median responses are underestimated by 20% for the NF motions and 15% for 

the FF motions. This observation is similar to that of Carballo and Cornell (2000) for FF motions. 

Earthquake ground motions that are spectrally matched to a target median spectrum should not be 

used for loss computations of SDOF systems because a) the median displacement response will 

be underestimated for all nonlinear systems, and b) the dispersion in the displacement response is 

underestimated by a wide margin for all systems, regardless of whether the response is linear or 

nonlinear. 

4.3.4.3 Method 3: 1( )Sa T  Scaling (Bins 1c and 2c) 

Shome et al. (1998) proposed a method for scaling ground motions that involves amplitude 

scaling ground motion records to a specified spectral acceleration at the first mode period of the 

structure. Each of the 50 NF and 50 FF seed motions of Table 4.1 and Table 4.2, respectively, 

was scaled to match the median elastic spectral acceleration of Bins 1a and 2a, respectively, at 

many periods in the range of 0.05 to 4 seconds, where the oscillator period is based on the pre-

yield (elastic) stiffness (including the oscillator with yield strength equal to 0.06W). These two 

bins of amplitude-scaled motions are labeled as Bin 1c (NF) and Bin 2c (FF), respectively. Figure 

4.12 presents the 16th, 50th, 84th percentiles, σ  and β  of peak displacement for Bins 1a and 1c; 

Figure 4.13 presents results for Bins 2a and 2c. The dispersion in the elastic response ( β ) for the 

Bin 1c and 2c motions is zero as seen in Figure 4.12k and Figure 4.13k, respectively: an expected 

result since all motions were matched to a specified spectral acceleration at each period. Some 

key observations are: 

a. Figure 4.12 and Figure 4.13 show that this scaling method produces unbiased estimates of 

the median displacement response even for the weakest oscillator ( 0.06yF W= ) for which 

the post-yield (stiffness) period dictates the displacement response.  

b. The dispersion ( β ) in the peak displacement is not preserved for elastic or near-elastic 

systems: an expected result given that the dispersion in the ground motion was eliminated at 
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the natural period of the oscillator. The dispersion is smaller for the Bin 1c and 2c motions 

than for the Bin 1a and 2a motions, respectively, for oscillators with a small (displacement) 

ductility ratio and greater for the oscillators with a large ductility ratio. (For oscillators with 

yF = 0.40W, 0.20W and 0.10W, the ductility ratio decreases as the period of the oscillator 

increases.) 

c. The utility of the Shome et al. scaling method for loss assessment is unclear.  If significant 

losses accumulate at periods other than the first mode period of the building frame, for 

example, at the second mode period of the building frame or at 10 to 20 Hz for the 

nonstructural components mounted at grade in the building, the scaling method will likely 

underestimate or overestimate the losses. Figure 4.12 and Figure 4.13 provide no 

information on seismic demands at periods remote from the first mode. 

4.3.5 The Distribution-Scaling Method Using Spectrum-Matched Motions 

4.3.5.1 Introduction 

None of the three ground motion scaling procedures introduced in Section 4.3.4 is optimal as 

defined in Section 4.3.1. None capture both the median (θ ) and dispersion ( β ) in spectral 

demand characterized by a PSHA or an attenuation relationship. 

An alternate scaling procedure, Method 4, the distribution-scaling (D-scaling) method, is 

proposed herein. The D-scaling method produces m  ground motions to match each of n  stripes 

generated for a target UHS or a spectrum predicted by an attenuation relationship for a scenario 

case. For a target UHS, the values of θ  and β  at each period are those returned by a PSHA and 

the chosen annual probability of exceedance. For a spectrum for a scenario case, the values of θ  

and β  at each period are those returned by an attenuation relationship for the given scenario. The 

key steps in the method are summarized below assuming the spectral stripes are generated for a 

given UHS. The procedure for an attenuation-relationship-based spectrum is similar to that for a 

UHS. 

Figure 4.14a shows the 1-second-period spectral acceleration hazard for a site. Assume that the 

target annual frequency of exceedance is 0.001 (return period of 1000 years). The probability 

distribution of spectral acceleration at a period of 1 second is shown in Figure 4.14b with θ  = 

0.3g and β  = 0.4. For performance assessment and loss calculations, similar distributions (θ  
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and β ) would be established across the entire period range. Figure 4.14c presents a sample 

spectrum that includes the data from Figure 4.14a and Figure 4.14b at period of 1 second. 

Figure 4.14b is re-plotted as Figure 4.15a for the purpose of introducing striping. The cumulative 

distribution function (CDF) corresponding to Figure 4.15a is shown in Figure 4.15b. For the 

purpose of this example (only), the CDF in Figure 4.15b is divided into five regions, each with an 

equal probability of 0.2 (or 20%). The spectral acceleration corresponding to the midpoint of each 

region is identified by a horizontal dashed line. The five values of spectral acceleration 

characterize the distribution of spectral acceleration shown in the figure, namely, 

• Region 1: 10 ( ) 0.2P X x≤ < < ; for midpoint, 1 1( ) 0.1 0.18P X x x g< = ⇒ =  

• Region 2: 20.2 ( ) 0.4P X x≤ < < ; for midpoint, 2 2( ) 0.3 0.24P X x x g< = ⇒ =  

• Region 3: 30.4 ( ) 0.6P X x≤ < < ; for midpoint, 3 3( ) 0.5 0.30P X x x g< = ⇒ =  

• Region 4: 40.6 ( ) 0.8P X x≤ < < ; for midpoint, 4 4( ) 0.7 0.37P X x x g< = ⇒ =  

• Region 5: 50.8 ( ) 1.0P X x≤ < < ; for midpoint, 5 5( ) 0.9 0.50P X x x g< = ⇒ =  

where ( )iP X x<  is the probability of the random variable X , representing the 1-second spectral 

acceleration here, being smaller than the deterministic value ix . The value of ix  can be obtained 

from the following equation: 

 
1 ( )iP

ix eβθ
−⋅Φ= ⋅  (4.5) 

where 1−Φ  is inverse standardized normal distribution function and iP  is the midpoint cumulative 

probability for Region i . For example, 1x  is obtained from 

 
10.4 (0.1) 0.4 ( 1.28)

1 0.3 0.3 0.18x e e
−⋅Φ ⋅ −= ⋅ = ⋅ =  (4.6) 

This analysis is performed at each period in the spectrum and the midpoint spectral accelerations 

(at P = 0.1, 0.3, 0.5, 0.7 and 0.9 in this example) at each period are used to develop a family of 5 

spectra (or 5 stripes) such as that shown in Figure 4.15c, where the five spectral values calculated 

above at a period of 1 second period are indicated by crosses. Earthquake histories scaled to each 

of the stripes can then be used for performance assessment, noting that much of the epistemic 
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Figure 4.15.  The stripes in D-scaling method: a) a sample probability density function 

(pdf) from Figure 4.14b; b) the cumulative distribution function 
corresponding to the pdf in Figure 4.15a; c) the stripes of spectral 
acceleration generated by D-scaling method with 1-second spectral ordinates 
from Figure 4.15b 
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uncertainty is directly captured using this procedure. Other questions that must be answered 

include: 

1. How are the motions to be scaled to the stripes? 

2. How many sets of motions (however scaled) must be generated for each stripe? 

3. How many stripes are needed to capture the displacement response of linear and nonlinear 

systems? 

It was assumed initially that motions would be spectrally matched to the stripes (question 1) and 

that one motion only would be used for each stripe (question 2). Ground motions were assumed to 

be spectrally matched to each stripe because of the seemingly intractable challenges associated 

with selecting one or more scaled ground motions records with spectral shapes that matched, in a 

general sense, those of the spectral stripe. The epistemic uncertainty is captured using the striping 

procedure (that explicitly addresses model uncertainty) but some of the aleatory variability is lost 

because the irregular (jagged) shape of the ground-motion spectrum is replaced by the smoothed 

shape of the spectral stripe. Importantly, because no two spectral stripes will have the same shape 

because the dispersion is period dependent, different seed ground motions might have to be used 

for matching to each stripe if spectral matching was not used. One ground motion per stripe was 

used herein to reduce the computational effort. 

4.3.5.2 Response-History Analysis Using the D-scaling Method 

The numerical procedure for the D-scaling method involves two key steps: 

1. Generate n stripes for the target spectrum (or spectra) using (4.7) 

 ( )( ) ( ) 1j iT
i j jx T T e i to nβ αθ= ⋅ =  (4.7) 

where ( )i jx T  is the target spectral acceleration value of the thi  stripe at period jT ; ( )jTθ  and 

( )jTβ  are θ  and β  of spectral acceleration determined from PSHA for the site and a chosen 

mean annual frequency of exceedance at period jT ; and iα  is from 1( )iP−Φ  shown in (4.5). 

Some reference values of iα  are tabulated in Table 4.11.  

2. Generate a set of earthquake acceleration time series that spectrally match each of the stripes 

of step 1. 
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Table 4.11.  iα  for the D-scaling method 

i  
iα  

7n =  11n =  21n =  

1 -1.5 -1.7 -2 

2 -0.8 -1.1 -1.5 

3 -0.4 -0.75 -1.2 

4 0 -0.5 -1 

5 0.4 -0.3 -0.8 

6 0.8 0 -0.6 

7 1.5 0.3 -0.5 

8 -- 0.5 -0.4 

9 -- 0.75 -0.2 

10 -- 1.1 -0.1 

11 -- 1.7 0 

12 -- -- 0.1 

13 -- -- 0.2 

14 -- -- 0.4 

15 -- -- 0.5 

16 -- -- 0.6 

17 -- -- 0.8 

18 -- -- 1 

19 -- -- 1.2 

20 -- -- 1.5 

21   2 

Three sets (7, 11 and 21 stripes) of target acceleration spectra were generated using (4.7) and 

Table 4.11 with θ  and β  from Bins 1a and 2a for NF and FF ground motions (as shown in 

Figure 4.8), respectively. Figure 4.16 illustrates the target spectra generated for 11 stripes and the 

FF (Bin 2a) motions. The distributions of spectral acceleration at periods of 1 and 3 seconds are 

shown in the figure. The 84th, 50th and 16th percentiles of spectral acceleration for these stripes 

distribute identically to those shown in Figure 4.8b for Bin 2a. To investigate the utility of this 

method for response-history analysis, some of the seed motions listed in Table 4.1 and Table 4.2 

were spectrally matched to each of the stripes developed for the NF and FF ground motions using 

89



 

 

RSPMATCH. The resulting sets were labeled as Bins 1d and 2d, respectively. Ten spectrally 

matched ground motions from different seed motions were generated for each of the n  stripes, 

where n = 7, 11 and 21. One (of the ten) motions for each stripe was randomly selected for 

nonlinear response-history analysis for each of the SDOF oscillators in Section 4.3.2. Each trial of 

analysis produced n  peak displacements for a given oscillator. These n  peak displacements were 

assumed to be lognormally distributed; θ , β  and the 84th percentile value of the n  peak 

displacements were calculated as sample values for three random variables Θ , Β  and 84TH , 

respectively. Ten thousand trials of analysis were performed with ten thousand different 

combinations of the 7, 11 and 21 ground motions to capture the distributions in Θ , Β  and 

84TH for each of the SDOF oscillators in Section 4.3.2. 

Three parameters are defined below to aid in the presentation of the analysis results: 

 
,

,

,50
d n

d n

a

R
θΘ

Θ
=  (4.8) 

 
,

,

,50
d n

d n

a

R
βΒ

Β
=  (4.9) 

 
,

,

,50
d n

d n

a

R =84TH

84TH

84th
 (4.10) 

where the three random variables, ,d nΘ , ,d nΒ  and ,d n84TH  are the θ , β  and the 84th percentile 

of peak displacement estimated by the analysis with n  ground motions from Bins 1d and 2d; 

,d n
θΘ , 

,d n
θΒ  and 

,d n
θ84TH  are the median values of random variables, ,d nΘ , ,d nΒ  and ,d n84TH , 

respectively; and ,50aθ , ,50aβ  and ,50a84th  are deterministic parameters for θ , β  and the 84th 

percentile of peak displacement obtained from the analysis with all 50 ground motions in Bins 1a 

and 2a. 

Figure 4.17 through Figure 4.19 present the 84th, 50th and 16th percentiles of ,d nΘ , ,d nΒ  and 

,d n84TH  for n = 7, 11 and 21, respectively, and the Bin 1d motions. Figure 4.20 through Figure 

4.22 present results for the Bin 2d motions. Some key observations are: 

1. This method underestimates the median peak displacement for oscillators with yF = 0.10W 

and 0.06W by 10% to 20% for the Bin 1d motions and by 5% to 15% for the Bin 2d motions, 

and underestimates the 84th percentile displacements for the Bin 1d motions. 
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2. In most cases, the estimate for β  is conservatively biased, especially for short-period 

structures. 

3. The dispersions in ,d nΘ , ,d nΒ  and ,d n84TH  decrease as the number of ground motions used 

in the analysis increases. 

Two sets of probabilities (confidence levels) are shown in Figure 4.23 through Figure 4.28. The 

first row in each of these figures presents five panels showing the probabilities that ,d nΘ , ,d nΒ  

and ,d n84TH  lie between ±10% of ,50aθ , ,50aβ  and ,50a84th  [i.e., 

, , ,
(0.9 , , 1.1)

d n d n d n
P R R RΘ Β≤ ≤84TH ], respectively. Figure 4.23 through Figure 4.25 are for Bin 1d 

motions and n  = 7, 11 and 21, respectively. The confidence level is 100% for elastic systems 

because the striping method captures the median and dispersion of the seismic hazard and there is 

no bias or dispersion due to nonlinear response. Since this striping procedure produces biased 

estimates of median responses for nonlinear systems, ,7dΘ approaches 1.0 only for near-elastic 

oscillators in panels b. through e. of the figures (i.e., only for periods of 1.8+ seconds for 

0.4yF W= ; see Figure 4.8a for periods associated with spectral accelerations smaller than 0.4 g). 

For highly nonlinear systems and the near-fault ground motions of Bin 1d, the confidence levels 

for 
, , ,

0.9 , , 1.1
d n d n d n

R R RΘ Β≤ ≤84TH  are very low, even when 21 ground motions are used for the 

computation. Importantly, for weak nonlinear SDOF systems (such as seismic isolation systems, 

see Figure 4.23e), the level of confidence in the prediction of median displacement demands plus 

and minus 10% is extremely low because the use of spectrally matched motions systemically 

under predicts displacements by up to 20%: the level of confidence drops with an increase in n 

because the dispersion in the biased estimate decreases. Figure 4.26 through Figure 4.28 present 

data for Bin 2d motions and n  = 7, 11 and 21, respectively. The trends are similar to those of 

Figure 4.23 through Figure 4.25, including ,7dΘ approaching 1.0 only for near-elastic oscillators 

in panels b. through e. of the figures (i.e., only for periods of 1.0+ seconds for 0.4yF W= ; see 

Figure 4.8b). For weak nonlinear systems (see Figure 4.26e, Figure 4.27e and Figure 4.28e), the 

level of confidence in the prediction of median displacement demands plus and minus 10% is low 

because the use of spectrally matched motions systemically under predicts displacements albeit 

not to the same degree as for near-fault motions. 

The key shortcoming of the D-scaling method is that its use leads to an underestimate of median 

displacement response in SDOF systems and an overestimate of the dispersion. The low estimate 

of displacement response is due to the use of spectrally matched ground motions for each stripe. 
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Section 4.3.5.3 addresses numerical corrections to the D-scaling method to achieve accurate 

estimates (medians and dispersions) of displacement response. An alternate procedure, intended 

to negate the need for modification factors, is presented in Section 4.3.6. 

4.3.5.3 Modification Factors 

The ratios 
,21,50 daθ θΘ  and 

,21,50 daβ θΒ  were calculated and plotted in Figure 4.29 and Figure 4.30 

for Bins 1d and 2d, respectively, to develop correction factors to eliminate the bias in the estimate 

of ,50aθ  and ,50aβ  using the D-scaling method. The two ratios for oscillators were plotted as a 

function of the elastic period, ductility ratio ( μ ) and response modification coefficient ( R ) for 

oscillators with yF = 0.4W, 0.2W and 0.1W , where μ  is the ratio of 
,21d

θΘ  and the yield 

displacement of the oscillator (e.g., see Points A and B in Figure 4.19d), and R  is the ratio of the 

median elastic spectral acceleration (shown in Figure 4.8) and yF W 7. For yF = 0.06W, the ratios 

were plotted as function of the second-slope period only because they were approximately 

constant and independent of T , μ  and R . 

Based on the trends seen in these figures, expressions for Cθ  and Cβ are proposed below to 

modify the θ  and β  of (4.7) for generating the stripes associated with a target spectrum: 

 ( ) ( )( ) ( ) ( )j i j iT C T
i j j jx T T e C T e ββ α β α

θθ θ′′= ⋅ = ⋅     1i to n=  (4.11) 

For conventional structures and near-fault ground motions: 

 20.004 0.06 0.94C R Rθ = − + +     1 10R≤ ≤  (4.12) 

 
2

0.08

0.48 0.19 0.67
1.1

T T
C

Rβ −

⎧ − +
= ⎨

⎩
    

1sec
1 10, 1sec

T
R T

≤
≤ ≤ >

 (4.13) 

 

For isolated structures and near-fault ground motions: 

                                                      
7 Values of μ  in excess of 5 are likely impractical for conventional structures but information is presented 

here for larger values of μ  for the sake of completeness. 
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 1.15Cθ =  (4.14) 

 0.88Cβ =  (4.15) 

For conventional structures and far-field ground motions: 

 

2

2

0.05 0.01 1.13
1

0.0035 0.05 0.92

T T
C

R R
θ

⎧ − − +
⎪= ⎨
⎪− + +⎩

    
0.7 sec

1 2, 0.7 sec
2 10, 0.7 sec

T
R T
R T

≤
≤ ≤ >
≤ ≤ >

 (4.16) 

 
2

2

0.67 0.53 0.92
0.004 0.042 1.02

T T
C

R Rβ

⎧ − +
= ⎨

− +⎩
    

0.7 sec
1 10, 0.7 sec

T
R T

≤
≤ ≤ >

 (4.17) 

For isolated structures and far-field ground motions: 

 1.1Cθ =  (4.18) 

 0.9Cβ =  (4.19) 

The modification factors Cθ  and Cβ  are plotted in Figure 4.29 and Figure 4.30 to permit a 

comparison with the raw data. The trends are captured well by these factors but considerable 

scatter remains.  

Note again that the ratios 
,21,50 daθ θΘ  and 

,21,50 daβ θΒ  are characterizations of structural 

(displacement) response whereas the factors Cθ  and Cβ  are used to modify the hazard (response 

spectra) with goal of producing either unbiased or slightly conservative estimates of ,50aθ  and 

,50aβ . 

4.3.5.4 Response-History Analysis Using the D-Scaling Method and the Modified Stripes 

To verify the utility of the modification factors Cθ  and Cβ , ground motions similar to those in 

Bins 1d and 2d were generated for two sets of stripes (n = 11, 21) of target acceleration spectra 

using (4.11) and the proposed equations for Cθ  and Cβ . The resulting sets of motions were 

labeled as Bin 1e and Bin 2e for NF and FF ground motions, respectively. Response-history 

analysis similar to that conducted using Bins 1d and 2d was performed using the Bin 1e and 2e 

ground motions. Equations (4.8) through (4.10) were used to present results of the analysis; the 

subscript e  denotes analysis using the Bin 1e and 2e ground motions. 
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Figure 4.31 and Figure 4.32 show the 84th, 50th and 16th percentiles of ,e nΘ , ,e nΒ  and ,e n84TH  

for n  = 11 and 21, respectively, for the Bin 1e motions. Figure 4.33 and Figure 4.34 present the 

same information for Bin 2e motions. The vertical thin line in each of the plots separates the data 

into two parts: 10μ >  and 10μ < , noting that the equations for Cθ  and Cβ  were derived 

assuming that values of μ  and R  were smaller than 10. For the oscillators with yF = 0.40W, 

0.20W and 0.10W, the results show that the prior unconservative (low) estimates of ,50aθ  are 

greatly improved with the use of the factors Cθ  and Cβ . The estimate of ,50aθ  for the Bin 1e 

motions and oscillators with yF = 0.1W and T = 0.2 through 0.9 second (see Figure 4.31c) is 

underestimated but 10μ >  is assumed to be impractical in this period range. The estimate of 

,50aβ  is still conservative but the significant overestimate of ,50aβ  by the Bin 1d motions in the 

short period range (see Figure 4.18g, Figure 4.18h and Figure 4.18i) is greatly reduced with the 

use of the modification factors. The estimate of ,50a84th  is slightly conservative for the Bin 1e 

motions and almost unbiased for the Bin 2e motions. For the oscillators with yF = 0.06W, the use 

of Cθ  and Cβ  produces unbiased estimates for ,50aθ , ,50aβ  and ,50a84th . These results indicate 

that the D-scaling method (including the modification factors) can be used to estimate both the 

median and dispersion in the displacement response of nonlinear (single-degree-of-freedom) 

framing systems. A question that remains is how many stripes are needed to capture the median 

and 84th percentile responses with a high degree of confidence? 

The panels in the first row of Figure 4.35 and Figure 4.36 show the confidence levels for 

,11 ,11 ,11
0.9 , , 1.1

e e e
R R RΘ Β≤ ≤84TH  and 

,21 ,21 ,21
0.9 , , 1.1

e e e
R R RΘ Β≤ ≤84TH , respectively, for Bin 1e ground 

motions. Identical data are presented in first row of Figure 4.37 and Figure 4.38 for Bin 2e ground 

motions. A thin vertical line in each of the panels separates the results for 10μ <  and 10μ > . 

Data for 10μ >  is presented for information only; the discussion below focuses solely on cases 

for which 10μ < . The confidence levels for 
, , ,

0.9 , , 1.1
e n e n e n

R R RΘ Β≤ ≤84TH  still vary widely and 

between 0.2 and 1. Some notable exceptions are a) for isolated structures ( yF = 0.06W) and 21 

spectral stripes (see Figure 4.36d and Figure 4.38d), the confidence levels exceed 90% for the 

estimates of ,50aθ  and ,50a84th  and 80% for the estimate of ,50aβ ; and b) for yF  = 0.40W, 0.20W 

and 0.10W and 10μ <  (see Figure 4.37a through Figure 4.37c and Figure 4.38a through Figure 

4.38c), the confidence levels exceed 90% for the estimate of ,50aθ . 

In most cases, the estimate of ,50aθ  has the highest confidence and that of ,50aβ  the lowest 

confidence because ,e nΘ  and ,e nΒ  have the smallest and largest dispersions, respectively, of the 

three random variables ,e nΘ , ,e nΒ  and ,e n84TH . This observation implies that the number of 
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stripes required to estimate ,50aβ  should be greater than that for ,50aθ  and ,50a84th . The reason 

that the confidence levels shown in the first row of Figure 4.35 through Figure 4.38 for yF = 

0.40W, 0.20W and 0.10W vary widely is because the modification factors cannot totally eliminate 

the bias in the estimates of ,50aθ , ,50aβ  and ,50a84th ; many of the estimates are mildly 

conservative (high), especially for ,50aβ (see the panels f and g in Figure 4.31 through Figure 

4.34). To illustrate the influence of a mildly conservative bias on the confidence level, the 

probabilities for 
, , ,

, , 0.9
e n e n e n

R R RΘ Β ≥84TH  are presented in the second row of panels in Figure 4.35 

through Figure 4.38. The confidence levels are greatly increased by comparison with the 

companion oscillators in the first row of the figures. However, for selected oscillators in Figure 

4.35e, Figure 4.35h, Figure 4.37e, Figure 4.37f and Figure 4.37h, the probability that 
,11

0.9
e

RΒ ≥  

is smaller than 0.9, which suggests that the dispersion in ,11eΒ  should be reduced and that more 

than 11 stripes should be used to estimate ,50aβ  to reach a 90% confidence level.  

The ratios of 
,21,50 eaθ θΘ , 

,21,50 eaβ θΒ  and 
,21,50 ea θ84TH84th are shown in Figure 4.39 and Figure 

4.40 for the Bin 1e and 2e ground motions, respectively, to illustrate that the estimations are not 

overly conservative. For the oscillators with yF = 0.40W, 0.20W and 0.10W, the ratios of 

,21,50 eaθ θΘ  and 
,21,50 ea θ84TH84th  distribute between 0.9 and 1.05 and the ratio of 

,21,50 eaβ θΒ  

distributes between 0.8 and 1.05. For the oscillators with yF = 0.06W, all three ratios are 

approximately equal to 1.  

On the basis of the results presented in Figure 4.31 through Figure 4.40, median and 84th 

percentile nonlinear displacement demands can be estimated plus or minus 10 percent, with 90% 

confidence, using ground motions scaled by the D-scaling method (with modification factors) and 

at least 11 spectral stripes; 21 stripes are needed to compute the corresponding value of β , larger 

than minus 10%, with 90% confidence.  

4.3.6 The D-scaling Method Using Actual Earthquake Records 

4.3.6.1 The Scaling Procedure 

Modification factors were developed in Section 4.3.5.3 to enable a robust calculation of median 

and fractile displacement responses in nonlinear SDOF systems. The modification factors are 

needed to eliminate the systemic under prediction of displacement responses that result from the 

spectral matching of ground motions to the stripes associated with the target response spectrum.  

110



 

 

 

g.
 β

, F
y=

10
%

W
f. 

β,
 F

y=
20

%
W

e.
 β

, F
y=

40
%

W

a.
 θ

, F
y=

40
%

W
b.

 θ
, F

y=
20

%
W

c.
 θ

, F
y=

10
%

W

h.
 β

, F
y=

6%
W

d.
 θ

, F
y=

6%
W

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
2

0.
4

0.
6

θ (m)
θ a

,5
0

Θ
e,

11
(1

6,
 5

0,
 8

4)

yi
el

d 
di

sp
la

ce
m

en
t

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
2

0.
4

0.
6

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
2

0.
4

0.
6

2
2.

4
2.

8
3.

2
3.

6
4

P
er

io
d2  (

se
c)

0

0.
2

0.
4

0.
6

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
3

0.
6

0.
9

β

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
3

0.
6

0.
9

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
3

0.
6

0.
9

2
2.

4
2.

8
3.

2
3.

6
4

P
er

io
d2  (

se
c)

0

0.
3

0.
6

0.
9

β a
,5

0

Β
e,

11
(1

6,
 5

0,
 8

4)

N
ot

e:
1  b

as
ed

 o
n 

pr
e-

yi
el

d 
st

iff
ne

ss
2  b

as
ed

 o
n 

po
st

-y
ie

ld
 s

tif
fn

es
s

k.
 8

4t
h,

 F
y=

10
%

W
j. 

84
th

, F
y=

20
%

W
i. 

84
th

, F
y=

40
%

W
l. 

84
th

, F
y=

6%
W

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
4

0.
8

1.
2

84th (m)

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
4

0.
8

1.
2

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
4

0.
8

1.
2

2
2.

4
2.

8
3.

2
3.

6
4

P
er

io
d2  (

se
c)

0

0.
4

0.
8

1.
2

84
th

a,
50

84
TH

e,
11

(1
6,

 5
0,

 8
4)

μ<
10

μ>
10

μ<
10

μ<
10

μ>
10

Fi
gu

re
 4

.3
1.

  E
ig

ht
y-

fo
ur

th
, 5

0t
h 

an
d 

16
th

 p
er

ce
nt

ile
s o

f 
,1

1
e

Θ
, 

,1
1

e
Β

 a
nd

 
,1

1
e

84
TH

 fo
r 

m
od

ifi
ed

 B
in

 1
e 

m
ot

io
ns

; a
nd

 
,5

0
aθ

, 
,5

0
aβ

 a
nd

 

,5
0

a
84

th
 fo

r 
B

in
 1

a 
m

ot
io

ns
 

111



 

  

g.
 β

, F
y=

10
%

W
f. 

β,
 F

y=
20

%
W

e.
 β

, F
y=

40
%

W

a.
 θ

, F
y=

40
%

W
b.

 θ
, F

y=
20

%
W

c.
 θ

, F
y=

10
%

W

h.
 β

, F
y=

6%
W

d.
 θ

, F
y=

6%
W

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
2

0.
4

0.
6

θ (m)
θ a

,5
0

Θ
e,

21
(1

6,
 5

0,
 8

4)

yi
el

d 
di

sp
la

ce
m

en
t

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
2

0.
4

0.
6

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
2

0.
4

0.
6

2
2.

4
2.

8
3.

2
3.

6
4

P
er

io
d2  (

se
c)

0

0.
2

0.
4

0.
6

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
3

0.
6

0.
9

β

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
3

0.
6

0.
9

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
3

0.
6

0.
9

2
2.

4
2.

8
3.

2
3.

6
4

P
er

io
d2  (

se
c)

0

0.
3

0.
6

0.
9

β a
,5

0

Β
e,

21
(1

6,
 5

0,
 8

4)

N
ot

e:
1  b

as
ed

 o
n 

pr
e-

yi
el

d 
st

iff
ne

ss
2  b

as
ed

 o
n 

po
st

-y
ie

ld
 s

tif
fn

es
s

k.
 8

4t
h,

 F
y=

10
%

W
j. 

84
th

, F
y=

20
%

W
i. 

84
th

, F
y=

40
%

W
l. 

84
th

, F
y=

6%
W

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
4

0.
8

1.
2

84th (m)

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
4

0.
8

1.
2

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
4

0.
8

1.
2

2
2.

4
2.

8
3.

2
3.

6
4

P
er

io
d2  (

se
c)

0

0.
4

0.
8

1.
2

84
th

a,
50

84
TH

e,
21

(1
6,

 5
0,

 8
4)

μ<
10

μ>
10

μ<
10

μ<
10

μ>
10

Fi
gu

re
 4

.3
2.

  E
ig

ht
y-

fo
ur

th
, 5

0t
h 

an
d 

16
th

 p
er

ce
nt

ile
s o

f 
,2

1
e

Θ
, 

,2
1

e
Β

 a
nd

 
,2

1
e

84
TH

 fo
r 

m
od

ifi
ed

 B
in

 1
e 

m
ot

io
ns

; a
nd

 
,5

0
aθ

, 
,5

0
aβ

 a
nd

 

,5
0

a
84

th
 fo

r 
B

in
 1

a 
m

ot
io

ns
 

112



 

 

g.
 β

, F
y=

10
%

W
f. 

β,
 F

y=
20

%
W

e.
 β

, F
y=

40
%

W

a.
 θ

, F
y=

40
%

W
b.

 θ
, F

y=
20

%
W

c.
 θ

, F
y=

10
%

W

h.
 β

, F
y=

6%
W

d.
 θ

, F
y=

6%
W

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
2

0.
4

0.
6

θ (m)

θ a
,5

0

Θ
e,

11
(1

6,
 5

0,
 8

4)

yi
el

d 
di

sp
la

ce
m

en
t

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
2

0.
4

0.
6

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
2

0.
4

0.
6

2
2.

4
2.

8
3.

2
3.

6
4

P
er

io
d2  (

se
c)

0

0.
2

0.
4

0.
6

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
2

0.
4

0.
6

0.
8

β

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
2

0.
4

0.
6

0.
8

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
2

0.
4

0.
6

0.
8

2
2.

4
2.

8
3.

2
3.

6
4

P
er

io
d2  (

se
c)

0

0.
2

0.
4

0.
6

0.
8

β a
,5

0

Β
e,

11
(1

6,
 5

0,
 8

4)

N
ot

e:
1  b

as
ed

 o
n 

pr
e-

yi
el

d 
st

iff
ne

ss
2  b

as
ed

 o
n 

po
st

-y
ie

ld
 s

tif
fn

es
s

k.
 8

4t
h,

 F
y=

10
%

W
j. 

84
th

, F
y=

20
%

W
i. 

84
th

, F
y=

40
%

W
l. 

84
th

, F
y=

6%
W

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
2

0.
4

0.
6

84th (m)

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
2

0.
4

0.
6

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
2

0.
4

0.
6

2
2.

4
2.

8
3.

2
3.

6
4

P
er

io
d2  (

se
c)

0

0.
2

0.
4

0.
6

84
th

a,
50

84
TH

e,
11

(1
6,

 5
0,

 8
4)

μ<
10

μ<
10

μ<
10

μ>
10

Fi
gu

re
 4

.3
3.

  E
ig

ht
y-

fo
ur

th
, 5

0t
h 

an
d 

16
th

 p
er

ce
nt

ile
s o

f 
,1

1
e

Θ
, 

,1
1

e
Β

 a
nd

 
,1

1
e

84
TH

 fo
r 

m
od

ifi
ed

 B
in

 2
e 

m
ot

io
ns

; a
nd

 
,5

0
aθ

, 
,5

0
aβ

 a
nd

 

,5
0

a
84

th
 fo

r 
B

in
 2

a 
m

ot
io

ns
 

113



 

 

g.
 β

, F
y=

10
%

W
f. 

β,
 F

y=
20

%
W

e.
 β

, F
y=

40
%

W

a.
 θ

, F
y=

40
%

W
b.

 θ
, F

y=
20

%
W

c.
 θ

, F
y=

10
%

W

h.
 β

, F
y=

6%
W

d.
 θ

, F
y=

6%
W

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
2

0.
4

0.
6

θ (m)

θ a
,5

0

Θ
e,

21
(1

6,
 5

0,
 8

4)

yi
el

d 
di

sp
la

ce
m

en
t

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
2

0.
4

0.
6

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
2

0.
4

0.
6

2
2.

4
2.

8
3.

2
3.

6
4

P
er

io
d2  (

se
c)

0

0.
2

0.
4

0.
6

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
2

0.
4

0.
6

0.
8

β

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
2

0.
4

0.
6

0.
8

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
2

0.
4

0.
6

0.
8

2
2.

4
2.

8
3.

2
3.

6
4

P
er

io
d2  (

se
c)

0

0.
2

0.
4

0.
6

0.
8

β a
,5

0

Β
e,

21
(1

6,
 5

0 
an

d 
84

)

N
ot

e:
1  b

as
ed

 o
n 

pr
e-

yi
el

d 
st

iff
ne

ss
2  b

as
ed

 o
n 

po
st

-y
ie

ld
 s

tif
fn

es
s

k.
 8

4t
h,

 F
y=

10
%

W
j. 

84
th

, F
y=

20
%

W
i. 

84
th

, F
y=

40
%

W
l. 

84
th

, F
y=

6%
W

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
2

0.
4

0.
6

84th (m)

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
2

0.
4

0.
6

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
2

0.
4

0.
6

2
2.

4
2.

8
3.

2
3.

6
4

P
er

io
d2  (

se
c)

0

0.
2

0.
4

0.
6

84
th

a,
50

84
TH

e,
21

(1
6,

 5
0,

 8
4)

μ<
10

μ<
10

μ<
10

μ>
10

Fi
gu

re
 4

.3
4.

  E
ig

ht
y-

fo
ur

th
, 5

0t
h 

an
d 

16
th

 p
er

ce
nt

ile
s o

f 
,2

1
e

Θ
, 

,2
1

e
Β

 a
nd

 
,2

1
e

84
TH

 fo
r 

m
od

ifi
ed

 B
in

 2
e 

m
ot

io
ns

; a
nd

 
,5

0
aθ

, 
,5

0
aβ

 a
nd

 

,5
0

a
84

th
 fo

r 
B

in
 2

a 
m

ot
io

ns
 

114



 

 

c.
 P

(0
.9

<R
<1

.1
), 

F y
=1

0%
W

b.
 P

(0
.9

<R
<1

.1
), 

F y
=2

0%
W

a.
 P

(0
.9

<R
<1

.1
), 

F y
=4

0%
W

d.
 P

(0
.9

<R
<1

.1
), 

F y
=6

%
W

N
ot

e:
1  b

as
ed

 o
n 

pr
e-

yi
el

d 
st

iff
ne

ss
2  b

as
ed

 o
n 

po
st

-y
ie

ld
 s

tif
fn

es
s

g.
 P

(R
>0

.9
), 

F y
=1

0%
W

f. 
P(

R
>0

.9
), 

F y
=2

0%
W

e.
 P

(R
>0

.9
), 

F y
=4

0%
W

h.
 P

(R
>0

.9
), 

F y
=6

%
W

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
2

0.
4

0.
6

0.
81

P(0.9<RΘe,11, RΒe,11 or R84THe,11)

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
2

0.
4

0.
6

0.
81

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
2

0.
4

0.
6

0.
81

2
2.

4
2.

8
3.

2
3.

6
4

P
er

io
d2  (

se
c)

0

0.
2

0.
4

0.
6

0.
81

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
2

0.
4

0.
6

0.
81

P(0.9<RΘe,11, RΒe,11 or R84THe,11<1.1)

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
2

0.
4

0.
6

0.
81

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
2

0.
4

0.
6

0.
81

2
2.

4
2.

8
3.

2
3.

6
4

P
er

io
d2  (

se
c)

0

0.
2

0.
4

0.
6

0.
81

Θ
e,

11
 

Β
e,

11
 

84
TH

e,
11

μ<
10

μ>
10

μ<
10

μ>
10

μ<
10

Fi
gu

re
 4

.3
5.

  C
on

fid
en

ce
 le

ve
ls

 fo
r 

,1
1

,1
1

,1
1

0.
9

,
1.

1
e

e
e

R
R

or
R

Θ
Β

≤
≤

84
TH

 a
nd

 
,1

1
,1

1
,1

1
,

0.
9

e
e

e
R

R
or

R
Θ

Β
≥

84
TH

 fo
r 

B
in

 1
e 

gr
ou

nd
 m

ot
io

ns
 

 

115



 

 

c.
 P

(0
.9

<R
<1

.1
), 

F y
=1

0%
W

b.
 P

(0
.9

<R
<1

.1
), 

F y
=2

0%
W

a.
 P

(0
.9

<R
<1

.1
), 

F y
=4

0%
W

d.
 P

(0
.9

<R
<1

.1
), 

F y
=6

%
W

N
ot

e:
1  b

as
ed

 o
n 

pr
e-

yi
el

d 
st

iff
ne

ss
2  b

as
ed

 o
n 

po
st

-y
ie

ld
 s

tif
fn

es
s

g.
 P

(R
>0

.9
), 

F y
=1

0%
W

f. 
P(

R
>0

.9
), 

F y
=2

0%
W

e.
 P

(R
>0

.9
), 

F y
=4

0%
W

h.
 P

(R
>0

.9
), 

F y
=6

%
W

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
2

0.
4

0.
6

0.
81

P(0.9<RΘe,21, RΒe,21 or R84THe,21)

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
2

0.
4

0.
6

0.
81

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
2

0.
4

0.
6

0.
81

2
2.

4
2.

8
3.

2
3.

6
4

P
er

io
d2  (

se
c)

0

0.
2

0.
4

0.
6

0.
81

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
2

0.
4

0.
6

0.
81

P(0.9<RΘe,21, RΒe,21 or R84THe,21<1.1)

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
2

0.
4

0.
6

0.
81

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
2

0.
4

0.
6

0.
81

2
2.

4
2.

8
3.

2
3.

6
4

P
er

io
d2  (

se
c)

0

0.
2

0.
4

0.
6

0.
81

Θ
e,

21
 

Β
e,

21
 

84
TH

e,
21

μ>
10

μ<
10

μ>
10

μ<
10

μ<
10

Fi
gu

re
 4

.3
6.

  C
on

fid
en

ce
 le

ve
ls

 fo
r 

,2
1

,2
1

,2
1

0.
9

,
1.

1
e

e
e

R
R

or
R

Θ
Β

≤
≤

84
TH

 a
nd

 
,2

1
,2

1
,2

1
,

0.
9

e
e

e
R

R
or

R
Θ

Β
≥

84
TH

 fo
r 

B
in

 1
e 

gr
ou

nd
 m

ot
io

ns
 

 

116



 

 

c.
 P

(0
.9

<R
<1

.1
), 

F y
=1

0%
W

b.
 P

(0
.9

<R
<1

.1
), 

F y
=2

0%
W

a.
 P

(0
.9

<R
<1

.1
), 

F y
=4

0%
W

d.
 P

(0
.9

<R
<1

.1
), 

F y
=6

%
W

N
ot

e:
1  b

as
ed

 o
n 

pr
e-

yi
el

d 
st

iff
ne

ss
2  b

as
ed

 o
n 

po
st

-y
ie

ld
 s

tif
fn

es
s

g.
 P

(R
>0

.9
), 

F y
=1

0%
W

f. 
P(

R
>0

.9
), 

F y
=2

0%
W

e.
 P

(R
>0

.9
), 

F y
=4

0%
W

h.
 P

(R
>0

.9
), 

F y
=6

%
W

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
2

0.
4

0.
6

0.
81

P(0.9<RΘe,11, RΒe,11 or R84THe,11)

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
2

0.
4

0.
6

0.
81

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
2

0.
4

0.
6

0.
81

2
2.

4
2.

8
3.

2
3.

6
4

P
er

io
d2  (

se
c)

0

0.
2

0.
4

0.
6

0.
81

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
2

0.
4

0.
6

0.
81

P(0.9<RΘe,11, RΒe,11 or R84THe,11<1.1)

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
2

0.
4

0.
6

0.
81

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
2

0.
4

0.
6

0.
81

2
2.

4
2.

8
3.

2
3.

6
4

P
er

io
d2  (

se
c)

0

0.
2

0.
4

0.
6

0.
81

Θ
e,

11
 

Β
e,

11
 

84
TH

e,
11

μ>
10

μ<
10

μ>
10

μ<
10

μ<
10

Fi
gu

re
 4

.3
7.

  C
on

fid
en

ce
 le

ve
ls

 fo
r 

,1
1

,1
1

,1
1

0.
9

,
1.

1
e

e
e

R
R

or
R

Θ
Β

≤
≤

84
TH

 a
nd

 
,1

1
,1

1
,1

1
,

0.
9

e
e

e
R

R
or

R
Θ

Β
≥

84
TH

 fo
r 

B
in

 2
e 

gr
ou

nd
 m

ot
io

ns
 

 

117



 

 

c.
 P

(0
.9

<R
<1

.1
), 

F y
=1

0%
W

b.
 P

(0
.9

<R
<1

.1
), 

F y
=2

0%
W

a.
 P

(0
.9

<R
<1

.1
), 

F y
=4

0%
W

d.
 P

(0
.9

<R
<1

.1
), 

F y
=6

%
W

N
ot

e:
1  b

as
ed

 o
n 

pr
e-

yi
el

d 
st

iff
ne

ss
2  b

as
ed

 o
n 

po
st

-y
ie

ld
 s

tif
fn

es
s

g.
 P

(R
>0

.9
), 

F y
=1

0%
W

f. 
P(

R
>0

.9
), 

F y
=2

0%
W

e.
 P

(R
>0

.9
), 

F y
=4

0%
W

h.
 P

(R
>0

.9
), 

F y
=6

%
W

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
2

0.
4

0.
6

0.
81

P(0.9<RΘe,21, RΒe,21 or R84THe,21)

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
2

0.
4

0.
6

0.
81

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
2

0.
4

0.
6

0.
81

2
2.

4
2.

8
3.

2
3.

6
4

P
er

io
d2  (

se
c)

0

0.
2

0.
4

0.
6

0.
81

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
2

0.
4

0.
6

0.
81

P(0.9<RΘe,21, RΒe,21 or R84THe,21<1.1)

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
2

0.
4

0.
6

0.
81

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0

0.
2

0.
4

0.
6

0.
81

2
2.

4
2.

8
3.

2
3.

6
4

P
er

io
d2  (

se
c)

0

0.
2

0.
4

0.
6

0.
81

Θ
e,

21
 

Β
e,

21
 

84
TH

e,
21

μ>
10

μ<
10

μ>
10

μ<
10

μ<
10

Fi
gu

re
 4

.3
8.

  C
on

fid
en

ce
 le

ve
ls

 fo
r 

,2
1

,2
1

,2
1

0.
9

,
1.

1
e

e
e

R
R

or
R

Θ
Β

≤
≤

84
TH

 a
nd

 
,2

1
,2

1
,2

1
,

0.
9

e
e

e
R

R
or

R
Θ

Β
≥

84
TH

 fo
r 

B
in

 2
e 

gr
ou

nd
 m

ot
io

ns
 

 

118



 

 

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0.
6

0.
81

1.
2

1.
4

θa,50/θΘe,21

F y
=0

.4
W

F y
=0

.2
W

F y=
0.

1W

f. 
84

th
a,

50
/θ

84
TH

e,
21

e.
 β

a,
50

/θ
Β

e,
21

d.
 θ

a,
50

/θ
Θ

e,
21

a.
 θ

a,
50

/θ
Θ

e,
21

b.
 β

a,
50

/θ
Β

e,
21

c.
 8

4t
h a

,5
0/

θ 8
4T

H
e,

21

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0.
6

0.
81

1.
2

1.
4

βa,50/θΒe,21

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0.
6

0.
81

1.
2

1.
4

84tha,50/θ84THe,21

2
2.

4
2.

8
3.

2
3.

6
4

P
er

io
d2  (

se
c)

0.
6

0.
81

1.
2

1.
4

θa,50/θΘe,21

2
2.

4
2.

8
3.

2
3.

6
4

P
er

io
d2  (

se
c)

0.
6

0.
81

1.
2

1.
4

βa,50/θΒe,21

2
2.

4
2.

8
3.

2
3.

6
4

P
er

io
d2  (

se
c)

0.
6

0.
81

1.
2

1.
4

84tha,50/θ84THe,21

F y=
0.

06
W

N
ot

e:
1  b

as
ed

 o
n 

pr
e-

yi
el

d 
st

iff
ne

ss
2  b

as
ed

 o
n 

po
st

-y
ie

ld
 s

tif
fn

es
s

Fi
gu

re
 4

.3
9.

  
,2

1
,5

0
e

aθ
θ Θ

, 
,2

1
,5

0
e

aβ
θ Β

 a
nd

 
,2

1
,5

0
e

a
θ 84

TH
84

th
  f

or
 B

in
 1

e 
gr

ou
nd

 m
ot

io
ns

 

 

119



 

 

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0.
6

0.
81

1.
2

1.
4

θa,50/θΘe,21

F y
=0

.4
W

F y
=0

.2
W

F y=
0.

1W

f. 
84

th
a,

50
/θ

84
TH

e,
21

e.
 β

a,
50

/θ
Β

e,
21

d.
 θ

a,
50

/θ
Θ

e,
21

a.
 θ

a,
50

/θ
Θ

e,
21

b.
 β

a,
50

/θ
Β

e,
21

c.
 8

4t
h a

,5
0/

θ 8
4T

H
e,

21

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0.
6

0.
81

1.
2

1.
4

βa,50/θΒe,21

0
0.

4
0.

8
1.

2
1.

6
2

P
er

io
d1  (

se
c)

0.
6

0.
81

1.
2

1.
4

84tha,50/θ84THe,21

2
2.

4
2.

8
3.

2
3.

6
4

P
er

io
d2  (

se
c)

0.
6

0.
81

1.
2

1.
4

θa,50/θΘe,21

2
2.

4
2.

8
3.

2
3.

6
4

P
er

io
d2  (

se
c)

0.
6

0.
81

1.
2

1.
4

βa,50/θΒe,21

2
2.

4
2.

8
3.

2
3.

6
4

P
er

io
d2  (

se
c)

0.
6

0.
81

1.
2

1.
4

84tha,50/θ84THe,21

F y
=0

.0
6W

N
ot

e:
1  b

as
ed

 o
n 

pr
e-

yi
el

d 
st

iff
ne

ss
2  b

as
ed

 o
n 

po
st

-y
ie

ld
 s

tif
fn

es
s

Fi
gu

re
 4

.4
0.

  
,2

1
,5

0
e

aθ
θ Θ

, 
,2

1
,5

0
e

aβ
θ Β

 a
nd

 
,2

1
,5

0
e

a
θ 84

TH
84

th
 fo

r 
B

in
 2

e 
gr

ou
nd

 m
ot

io
ns

 

 

120



 

 121

An alternate procedure, which is intended to negate the need for modification factors by using 

actual earthquake records in the D-scaling method, is described below: 

1. Generate n  target spectral accelerations at the fundamental period of the analyzed structure, 

1T , using (4.7). 

2. Select n  ground motions and calculate their spectral accelerations at period 1T . 

3. Amplitude scale the n  ground motions to the n target spectral ordinates: one ground motion 

for one target spectral value.  

4.3.6.2 Response-History Analysis Results 

The procedure described in Section 4.3.6.1 is the same as that presented in Section 3.2.2 and has 

been used in the 35% draft ATC-58 Guidelines (ATC 2007) for the scenario- and time-based 

assessments with n  equal to 11. The procedure and the use of 11 ground motions are evaluated 

below using analysis similar to those of Section 4.3.5. 

The median (θ ) and β  from Bins 1a and 2a (as shown in Figure 4.8) were substituted into  (4.7) 

to generate 11 target spectral ordinates at periods ranging between 0.05 to 4 seconds. For each 

analysis at each period (i.e., one trial), 11 ground motions were randomly selected from the 50 NF 

or FF seed motions, scaled to the 11 target spectral ordinates and then used for nonlinear analysis 

with the corresponding oscillator. The resulting sets of motions were labeled as Bin 1f and Bin 2f 

for NF and FF ground motions, respectively. Again, the period calculation was based on the pre-

yield (elastic) stiffness of the oscillator, including the oscillator with yield strength equal to 

0.06W. Each trial produced 11 peak displacements for the oscillator, which were assumed to be 

lognormally distributed. The median, logarithmic standard deviation and the 84th percentile value 

of the 11 peak displacements were taken as sample values for three random variables ,11fΘ , ,11fΒ  

and ,11f84TH , respectively. Ten thousand trials of analysis were performed with ten thousand 

different combinations of the 11 ground motions to capture the distributions in ,11fΘ , ,11fΒ  and 

,11f84TH  for each of the SDOF oscillators in Section 4.3.2.  

Figure 4.41 and Figure 4.42 show the 16th, 50th and 84th percentiles of ,11fΘ , ,11fΒ  and ,11f84TH  

together with ,50aθ , ,50aβ  and ,50a84th  for NF and FF ground motions, respectively. The vertical 

line in the figures for yF = 0.4W , 0.2W  and 0.1W denote μ  of 10. The results show that the 

proposed scaling procedure produces unbiased estimates of median displacement responses but 
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overestimates the dispersions and the 84th percentile values for the nonlinear displacement 

responses (although the overestimate is insignificant for NF motions and yF = 0.4W , 0.2W  and 

0.1W  at periods greater than 1 second).  

Equations (4.8) through (4.10) were used to present results of the analysis; the subscript f  

denotes analysis using the Bin 1f and 2f ground motions. Two sets of probabilities are shown in 

Figure 4.43 and Figure 4.44. The first row in these figures presents four panels showing the 

probabilities that ,11fΘ , ,11fΒ  and ,11f84TH  lie between ±20% of ,50aθ , ,50aβ  and ,50a84th , 

respectively, for nonlinear displacement response. For the cases with μ  smaller than 10, the 

confidence levels for ,11fΘ  to lie between ±20% of ,50aθ  are greater than 80% for most oscillators 

except for the Bin 1f motions, yF = 0.4W  and elastic periods less than 0.4 second and for the Bin 

2f motions, yF = 0.4 W  and 0.2W  and elastic periods less than 0.5 second. For low ductility 

systems such as yF = 0.4W  and elastic periods greater than 1 second, the confidence levels for 

,11fΘ  to lie between ±20% of ,50aθ  are greater than 95%. The confidence levels for ,11fΒ  and 

,11f84TH  to lie between ±20% of ,50aβ  and ,50a84th , respectively, mostly vary between 40% and 

80% because ,11fΒ  and ,11f84TH  overestimate ,50aβ  and ,50a84th . To illustrate the influence of 

this conservative bias, the probabilities for 
,11 ,11 ,11

0.8 , , 1.5
f f f

R R RΘ Β≤ ≤84TH  are presented in the 

second row of panels in Figure 4.43 and Figure 4.44. The confidence levels for ,11fΒ  and 

,11f84TH  are greater than 80% in this range except for the Bin 1f motions, yF = 0.4W  and elastic 

periods less than 1 second and for the Bin 2f motions, yF = 0.4W  and elastic periods less than 0.5 

second, where the overestimates produced by ,11fΒ  and ,11f84TH  are substantial. Increasing the 

number of ground motions beyond 11 will not eliminate the conservative bias in ,11fΒ  and 

,11f84TH  but will reduce the dispersions in the two random variables and increase the confidence 

levels shown in Figure 4.43 and Figure 4.44. 
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CHAPTER 5 
SEISMIC PERFORMANCE ASSESSMENT OF THE SAMPLE NPP 

REACTOR BUILDINGS 

5.1 Introduction 

The key product of the proposed performance assessment procedures for intensity- and scenario-

based assessments is a mean probability of unacceptable performance. For a time-based 

assessment, the key product is a mean annual frequency of unacceptable performance. For a given 

NPP and earthquake shaking intensity, the probability of unacceptable performance is a random 

variable with a distribution that is a function of the demand parameters, fragility curves, and fault 

trees and event trees used for the assessment. The procedures proposed in this report seek to 

predict an unbiased estimate of the mean probability or frequency. 

This chapter presents procedures for and results of seismic performance assessments of the four 

NPP models (Models 1 through 4) developed in Chapter 2. The four models were developed to 

represent a conventionally constructed NPP (Model 1) and three base isolated NPPs, where the 

isolators used are Friction PendulumTM type sliding bearings (Model 2), lead-rubber bearings 

(Model 3) and low damping rubber bearings equipped with a supplemental damping system 

(Model 4). The three goals of the chapter are 1) to provide examples for the assessment 

procedures proposed in Chapter 3 for conventional and base isolated NPPs, 2) to evaluate the 

reliability of several key steps in the procedure for computing the probability of unacceptable 

performance, and 3) to identify the utility of base isolation to reduce the annual frequency of 

unacceptable performance of NPPs. 

Uncertainty in the mechanical properties of the superstructure and isolator models was not 

consider for the analysis reported herein although the procedures can easily accommodate such 

uncertainty as described in Chapter 3. Best estimate mechanical properties were used to define the 

models. 

The intensity-, scenario- and time-based assessments are presented in Sections 5.2, 5.3 and 5.4, 

respectively. The scenario- and time-based assessments were performed for Models 1 through 4. 

The intensity-based assessment was performed for Model 1 only. Each section includes the 

characterization of seismic hazard, scaling of ground motions, results of response-history analysis 
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and the computation of either a mean probability of unacceptable performance or a mean annual 

frequency of unacceptable performance.  

5.2 Intensity-Based Assessment of the Conventional Reactor Building 

5.2.1 Safe Shutdown Earthquake 

5.2.1.1 Procedures in Design Guidelines  

The seismic hazard for intensity-based assessment of the sample NPP is characterized by a Safe 

Shutdown Earthquake (SSE). This subsection introduces two procedures in use at this time for 

characterizing SSE shaking.  

USNRC Regulatory Guide 1.165 

Title 10, Chapter I, of the Code of Federal Regulations (denoted as 10 CFR) presents 

requirements binding on all persons and organizations who receive a license from U. S. Nuclear 

Regulatory Commission (NRC) to operate nuclear facilities (USNRC 2004). Appendix S of 10 

CFR, Section 50 requires that the safety-related structures, systems, and components (SSCs) for a 

NPP must be designed to remain functional and within applicable stress, strain, and deformation 

limits for a SSE. Section 100.23 of 10 CFR requires that the SSE be characterized through an 

appropriate analysis, such as a probabilistic seismic hazard analysis (PSHA) or suitable sensitivity 

analysis, to include the uncertainty inherent in ground motions.  

The NRC Regulatory Guide 1.165 (USNRC 1997) includes a hazard-based procedure that is 

acceptable to the NRC staff and satisfies the requirements of 10 CFR 100.23 for determining the 

SSE spectrum. The procedure includes following steps: 

1. Perform a PSHA for the NPP site. 

2. Compute the deaggregation results of the seismic hazard identified in 1. 

3. Determine the controlling earthquakes. 

4. Compute the spectral demands for the controlling earthquakes of 3. 

5. Determine the shape and magnitude of the SSE spectrum based on the results of 4. 
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In Step 1, a site-specific PSHA is performed to compute the five-percent damping seismic hazard 

curves at 1, 2.5, 5 and 10 Hz for the NPP site. The spectral ordinates for the average of 5 and 10 

Hz (denoted as 5 10S − ) and for the average of 1 and 2.5 Hz (denoted as 1 2.5S − ) are determined 

using the median hazard curves for the four frequencies at a annual frequency of exceedance of 
510− , which is termed the reference probability in Regulatory Guide 1.165.  

In Step 2, the seismic hazard is deaggregated for each of the four spectral ordinates at 1, 2.5, 5 and 

10 Hz identified in Step 1. The deaggregation results for each spectral ordinate include the values 

of median annual exceeding probability for 5 magnitude bins ranging between 5 and 7+ and for 7 

distance bins ranging between 0 and 300+ km. The deaggregation results for 1 and 2.5 Hz are 

averaged and denoted herein as 1 2.5D − ; and those for 5 and 10 Hz are averaged and denoted 

herein as 5 10D − . 

In Step 3, the controlling earthquake is determined by the mean magnitude-distance pair of 5 10D − . 

If the contribution to the hazard for distances of 100 km or greater in 1 2.5D −  exceeds 5%, a 

second controlling earthquake must be developed to identify a distant and larger event that may 

control the spectral demand in the long-period range of a design spectrum. The second controlling 

earthquake is determined by the mean magnitude-distance pair identified from the data of 1 2.5D −  

for distances greater than 100 km. 

In Step 4, attenuation relationships appropriate for the source and the NPP site under 

consideration are used to develop a median site-specific spectral shape for each controlling 

earthquake. The median spectral shape for the first controlling earthquake is amplitude scaled to 

5 10S −  at a frequency of 7.5 Hz. If a second controlling earthquake is developed, its median 

spectral shape is amplitude scaled to 1 2.5S −  at a frequency of 1.75 Hz. 

In the final step, the SSE spectrum is established by enveloping the site-specific spectrum (or 

spectra if two controlling earthquakes are used). The appropriate spectral shape can be the site-

specific spectral shape developed for the controlling earthquakes, a standard broad-band spectral 

shape (see panel a of Figure 5.1), or a smooth broad-band spectral shape (see panel b of Figure 

5.1). Figure 5.2 presents a standard broad-band spectrum: the design spectrum defined in 

Regulatory Guide 1.60 (USAEC 1973), which was commonly used to establish the SSE spectrum 

before Regulatory Guide 1.165 was issued.  
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a. Use of a standard shape 

 
b. Use of a specific smooth shape 

Figure 5.1.  Development of the SSE spectrum (USNRC 1997) 
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Figure 5.2.  Horizontal design response spectrum of USNRC Regulatory Guide 1.60 for a 
damping ratio of 5%, normalized to a peak ground acceleration of 1 g (USAEC 

1973) 
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ASCE Standard 43-05 

An alternative procedure for establishing a SSE spectrum uses the performance-based approach 

defined in ASCE Standard 43-05 (ASCE 2005). Instead of developing a hazard-consistent design 

spectrum, this procedure seeks to generate a risk-consistent spectrum, where each of the spectral 

ordinates represents the same frequency of unacceptable seismic performance.  

In ASCE Standard 43-05, the uniform-risk spectrum (URS) is developed by scaling the ordinates 

of a uniform-hazard spectrum (UHS) by period-dependent scale factors, SF: 

 URS= UHS SF×  (5.1) 

 { }0.8SF= larger of 1, 0.6 RA⋅  (5.2) 

where RA  is a factor related to the slope of the hazard curve and defined by the ratio of ground 

motion intensities corresponding to a ten-fold reduction in the annual frequency of exceedance 

used to develop the UHS, namely, if the annual frequency of exceedance for the UHS in (5.1) is 

H , the use of the URS in design will result in an annual frequency of unacceptable performance 

of 0.1H .  

The technical basis for the procedure is provided in Kennedy and Short (1994). The risk (or the 

mean annual frequency of unacceptable performance) is computed using: 

 |0

( )
F F a

d aP P da
da
λ∞

= −∫  (5.3) 

where ( )aλ  represents a seismic hazard curve that plots the mean annual frequency of exceed a 

specified ground motion parameter versus that parameter (e.g., spectral acceleration at 1 Hz) and 

|F aP  is a fragility curve, representing the conditional probability of unacceptable performance 

given a level of ground motion. Both the seismic hazard curve and the fragility curve are defined 

in terms of a ground motion parameter, a . A combination of ( )aλ  and |F aP  will determine a 

value of FP . Kennedy and Short (1994) performed a series of parametric studies to characterize 

the relationship between the hazard, ( )aλ , and the risk, FP . They showed that the ratio of hazard 

to risk is about 10 (see above) if the seismic demand for the design of NPPs is determined by (5.1) 

and (5.2). 
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5.2.1.2 The Target Design Spectrum for this Study  

The hypothetical NPP analyzed in this report is sited near Richmond, Virginia, in the Eastern 

United States. The target design spectrum used for the intensity-based assessment is a URS 

prepared for an Early Site Permit (ESP) report for a nearby NPP site. Figure 5.3 presents the URS, 

which was established using the performance-based approach described in Section 5.2.1.1.  
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Figure 5.3.  The URS for the sample NPP reactor building for a MAFE of -510  

The calculations for the URS of Figure 5.3 at periods of 0.01, 0.04, 0.1, 0.2, 0.4, 1 and 2 seconds 

are summarized in Table 5.1 using the data presented in the ESP report. In Table 5.1, the spectral 

accelerations corresponding to the mean annual frequencies of exceedance (MAFE) of 410−  and 
510−  are reported; the values of RA  are the ratio of the spectral ordinates for MAFE of 510−  to 
410− ; the SF values are calculated using (5.2); and each spectral ordinate for URS in the sixth 

column is the product of the values in the second and fifth columns. Since the values in the second 

column (spectral accelerations for a MAFE of 410− ) are used to establish the URS, the URS of 

Figure 5.3 corresponds to an annual frequency of unacceptable performance of 510− . Table 5.1 

also presents the spectral ordinates of the UHS with a MAFE of 55 10 −× . The URS is more 

similar to the UHS with a MAFE of 55 10 −×  than to that with a MAFE of 510− .  

Table 5.1 presents calculations for seven spectral ordinates for the SEE spectrum. In the ESP 

report, the attenuation relationship of McGuire et al. (2001) for CEUS sites was used to generate a 
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realistic spectral shape for the URS.1 The dotted line in Figure 5.4 presents the median spectrum 

predicted by the attenuation relationship of McGuire et al. (2001) using a moment magnitude of 

5.5, a site-to-source distance of 20 km and a PGA of 0.351 g2. The magnitude-distance pair used 

herein was identified using the average deaggregation results for 5- and 10-Hz hazard curves at a 

MAFE of 55 10 −× . The URS of Figure 5.3, which is re-plotted in Figure 5.4 using a solid line, 

was established by scaling the dotted line using period-dependent scale factors. The scale factor at 

each of the seven periods of 0.01, 0.04, 0.1, 0.2, 0.4, 1 and 2 seconds was determined as the ratio 

of the URS spectral ordinate of Table 5.1 to the spectral ordinate of the dotted line. The scale 

factors for the intermediate periods were based on linear interpolation of the seven scale factors at 

the seven periods. For example, the spectral ordinates of the dotted line at 0.04 and 0.1 second are 

0.841 and 0.569 g, respectively, and scaled by the factors of 1.11 and 1.01 to be 0.93 and 0.574 g, 

respectively. The spectral ordinate of the dotted line at an intermediate period between 0.04 and 

0.1 second was scaled by a factor between 1.11 and 1.01 depending on the distance between the 

intermediate period and 0.04 (or 0.1) second. 

Table 5.1.  Calculations of the URS of Figure 5.3 

Period 
(sec) 

UHS 

(MAFE= 410− ) 
(g) 

UHS 

(MAFE= 510− ) 
 (g) 

RA  SF 
URS 
(g) 

UHS 

(MAFE= 55 10−× ) 
 (g) 

0.01 0.214 0.753 3.52 1.64 0.351 -- 

0.04 0.569 1.990 3.50 1.63 0.930 -- 

0.1 0.373 1.216 6.26 1.54 0.574 0.547 

0.2 0.235 0.735 3.13 1.49 0.350 0.339 

0.4 0.120 0.364 3.03 1.46 0.175 0.170 

1 0.046 0.134 2.89 1.40 0.065 0.065 

2 0.030 0.094 3.17 1.51 0.045 -- 

                                                      
1  This step is not required in the performance-based approach of ASCE Standard 43-05, which only 

involves the scaling of a UHS using period-dependent factors to develop a URS.  

2 Rather than predicting the spectral acceleration for a given scenario case, the attenuation relationship of 

McGuire et al. (2001) predicts the ratio of spectral acceleration at a given period to peak ground 

acceleration. The dotted line presented in Figure 5.4 was back-calculated from the predicted ratio using a 

PGA of 0.351 g: the spectral ordinate of the URS at a period of 0.01 second.  
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Figure 5.4.  The spectra established using a) the performance-based procedure; b) the 
attenuation model of McGuire et al. (2001), magnitude of 5.5, distance of 20 
km and PGA of 0.351 g; and c) the Regulatory Guide 1.60 with PGA of 0.351 g 

Figure 5.4 also presents the spectrum of Regulatory Guide 1.60 with the PGA scaled to 0.351 g. 

The URS has significantly greater demand than the scaled spectrum of Regulatory Guide 1.60 at 

periods smaller than 0.07 second, which is a period range of importance to secondary systems in 

NPPs. Figure 5.4 shows that the spectral shape of Regulatory Guide 1.60 is inappropriate for the 

sample NPP site of this study. 

5.2.2 Selection and Scaling of Ground Motions 

5.2.2.1 Ground Motions from Tables 4.1 and 4.2 

The scaling procedure of Section 3.3.4.1 was used to scale the ground motions for the intensity-

based assessment of the sample NPP. Two bins of eleven ground motions were randomly selected 

from the ground motions of Tables 4.1 and 4.2, respectively, and scaled to the URS at the first 

mode period of the internal structure of the sample NPP (=0.14 second). Figure 5.5 presents the 

median spectra of the two bins of ground motions and the URS. The shapes of the median spectra 

of the two bins greatly differ from that of the URS. The median spectra of the two bins have 

significantly smaller high-frequency demands than the URS and much greater spectral demands at 

periods greater than 0.14 second.  

One important reason for the difference in spectral shapes evident in Figure 5.5 is the different 

characteristics of East and West Coast ground motions in the United States. All of the ground 
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motions in Table 4.2 are West Coast records and most ground motions in Table 4.1 were recorded 

at or modified for West Coast sites. Another bin of ground motions, which are more appropriate 

for East Coast sites, is introduced in the following subsection. 
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Figure 5.5.  The URS for the sample NPP and the median spectra of the two bins of 11 
ground motions randomly selected from Tables 4.1 and 4.2 and scaled to the 
URS at a period of 0.14 second 

5.2.2.2 Ground Motions generated by SGMS 

Earthquake histories from large magnitude events in the Central and Eastern United States 

(CEUS) have not been recorded. The computer code “Strong Ground Motion Simulation 

(SGMS)” (Halldorsson 2004) was used to generate CEUS-type ground motions for response-

history analysis. The SGMS code is based on the Specific Barrier Model, which provides a 

complete and self-consistent description of the heterogeneous earthquake faulting process and can 

be applied both in the near-fault and far-field regions (Halldorsson and Papageorgiou 2006). The 

specific barrier model has been calibrated to generate ground motions for different tectonic 

regimes and can capture the rich high-frequency content in CEUS ground motions (Halldorsson 

and Papageorgiou 2005).  

The SGMS code requires the user to provide information for the site condition and the magnitude 

and distance for the scenario event of interest to simulate ground motions. It provides two soil 

types for the CEUS: generic very hard rock ( 30V = 2900 m/s) and the NEHRP (FEMA 2004) B-C 

boundary ( 30V = 760 m/s). The former was used herein based on the information from the 



 

 136

geotechnical survey presented in the ESP report. The controlling [ M , r ] pair for the ground 

motions can be determined by deaggregating the seismic hazard at the period of interest.  

Figure 5.6, excerpted from the ESP report, presents deaggregation results for 1 2.5S −  and 5 10S −  

(see Section 5.2.1.1) for the sample NPP site using the procedure described in Regulatory Guide 

1.165. The spectral demands, 1 2.5S −  and 5 10S − , were characterized from the seismic hazard 

curves for the sample NPP site at a MAFE of 510− . The modal [ M , r ] pair (the [ M , r ] pair with 

the highest contribution to the seismic hazard) for 1 2.5S −  is M =  6.25 and r =  25 through 50 km 

as shown in Figure 5.6a and that for 5 10S −  is M =5.25 and r =  0 through 15 km as shown in 

Figure 5.6b. The contribution of 100+ km earthquakes to the 1 2.5S −  hazard is less than 2% and 

thus the [ M , r ] pairs for those scenarios were not considered herein per USNRC Regulatory 

Guide 1.165. 

Since the fundamental period of the internal structure of the sample NPP is 0.14 second, a 

magnitude of 5.3 and a distance of 7.5 km (the average of 0 and 15 km) was used in SGMS to 

generate ground motions for the NPP site. Eleven ground motions were generated using SGMS 

and scaled to the URS of Figure 5.3 at a period of 0.14 second. Figure 5.7 presents the response 

spectra for all 11 scaled ground motions generated using SGMS. Figure 5.8 presents the median 

spectrum of the 11 scaled ground motions and the URS. The two spectra in Figure 5.8 agree well 

with each other at periods smaller than 0.4 second. For periods greater than 0.4 second, the 

median spectral ordinates of the 11 scaled ground motions are smaller than the URS demands 

since the governing earthquakes for the short- and long-period spectral demands are controlled by 

different [ M , r ] pairs. The 11 scaled ground motions were used in the response-history analysis 

for intensity-based assessment of Model 1. 

5.2.3 Development of Fragility Curves for the Secondary Systems in the Sample NPP 

5.2.3.1 Demand Parameter, Median and Logarithmic Standard Deviations 

Due to the lack of fragility data for key NPP secondary systems in the open literature, sample 

fragility curves were developed for the secondary systems identified in Chapter 2 and used in the 

performance assessment presented in this chapter. The demand parameter, median ( â ) and 

logarithmic standard deviations ( rβ  and uβ ) for the sample fragility curves are introduced in this 

subsection. Section 5.2.3.2 presents the developed fragility curves and evaluates their 

appropriateness. 
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a. Deaggregation of 1 2.5S −  (1 and 2.5 Hz) 

 
b. Deaggregation of 5 10S −  (5 and 10 Hz) 

Figure 5.6.  Deaggregation of 1 2.5S −  and 5 10S −  at an annual frequency of exceedance of 510−  
for the sample NPP site 
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Figure 5.7.  The URS for the sample NPP and the response spectra of the 11 ground motions 
generated by SGMS and scaled to the URS at a period of 0.14 second 
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Figure 5.8.  The URS for the sample NPP and the median spectrum of the 11 ground 
motions generated by SGMS and scaled to the URS at a period of 0.14 second 

Demand Parameter 

The demand parameter used to develop fragility curves for the secondary systems in the sample 

NPP is Average Floor Spectral Acceleration over 5 through 33 Hz, termed AFSA herein3, since 

the seismic demands on secondary systems in NPPs are characterized typically using a floor 

response spectrum and the frequencies of most secondary systems are in the range of 5 through 33 

                                                      
3 The AFSA at a given node of the sample NPP for a response-history analysis is defined by the arithmetic 

mean of the 29 floor spectral ordinates at frequencies of 5 through 33 Hz with increments of 1 Hz. 
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Hz. (For a project specific application, any demand parameter could be used but fragility curves 

would have to constructed for that parameter.) 

The six key secondary systems identified in Chapter 2 for the sample reactor building are 

supported at elevations of 7 m (Node 201), 18 m (Nodes 1006 and 1009) and 39 m (Nodes 215 

and 216); see Table 2.1 for more information. This study focuses on the secondary systems 

supported at Nodes 201, 1009 and 216, due to the symmetrical shape of the sample NPP and the 

similar seismic demands at Nodes 1006 and 1009 and at Nodes 215 and 216.  

Since fragility curves for the secondary systems were not available, curves were constructed using 

a HCLPF-based procedure based on demands from elastic analysis of the conventional NPP and 

dispersions from the studies of Kennedy and Ravindra (1984). The values of AFSA at Nodes 201, 

1009 and 216 of Model 1 subjected to the 11 scaled SGMS ground motions of Figure 5.7 in the X 

and Y directions were computed first. The results of this set of response-history analyses are 

shown in Figure 5.9, where panels a, b and c present the median of the 11 floor spectral 

accelerations in the X and Y directions between 5 and 33 Hz at Nodes 201, 1009 and 216, 

respectively, and panel d presents the 84th, 50th and 16th percentiles of AFSA at the same nodes. 

Table 5.2 presents the 11 values of AFSA and the medians in the X and Y directions at each of the 

three nodes. 

Median and Logarithmic Standard Deviations 

A family of fragility curves was developed for the key secondary systems supported at each of 

Nodes 201, 1009 and 216 using (3.5), which requires a set of â , rβ  and uβ . In this study, it was 

assumed that the secondary systems at a given node have the same fragility curves in the X and Y 

directions and are designed to have the HCLPF values equal to the median AFSA presented in the 

last row of Table 5.2. In Table 5.2, the median values in both the X and Y directions at a node are 

presented and the greater of the two was used in developing the fragility curves for the secondary 

systems at the node; that is, the HCLPF values of the secondary systems at Nodes 201, 1009 and 

216 were assumed to be 0.84, 1.17 and 2.61 g, respectively. The values of â  were computed 

using (5.4), which is a rearrangement of (3.6): 

 1.65( )ˆ HCLPF r ua e β β+= ⋅  (5.4) 
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a. Median floor spectral accelerations, Node 201 b. Median floor spectral accelerations, Node 1009 
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c. Median floor spectral accelerations, Node 216 d. AFSA 

Figure 5.9.  Floor spectral accelerations at Nodes 201, 1009 and 216 computed using the 
linear response-history analysis of Section 5.2.3.1 
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Table 5.2.  AFSA at Nodes 201, 1009 and 216 of Model 1 computed using the linear 
response-history analysis of Section 5.2.3.1 

GM No. 
AFSA in the X direction (g) AFSA in the Y direction (g) 

Node 201 Node 1009 Node 216 Node 201 Node 1009 Node 216 

1 0.97  1.29  2.61  0.99  1.30  3.07  

2 0.76  1.08  2.05  0.77  1.15  2.52  

3 0.81  1.27  2.29  0.71  1.04  2.45  

4 1.05  1.46  2.88  1.06  1.52  3.00  

5 0.76  1.05  1.98  0.61  0.93  2.13  

6 0.94  1.37  2.23  0.74  1.16  2.50  

7 0.66  0.96  1.84  0.72  0.89  2.17  

8 0.77  1.02  1.98  0.84  1.25  2.68  

9 0.94  1.16  2.08  1.04  1.48  2.94  

10 0.66  0.94  1.90  0.67  0.91  2.32  

11 0.99  1.27  2.33  1.16  1.51  3.23  

Median 0.84  1.16  2.18  0.83  1.17  2.61  

 

The values of rβ  and uβ  can be computed using (3.12) and (3.13), respectively. However, since 

the fragility curves used herein are defined in terms of a response parameter and not a ground-

motion parameter, the dispersion in structural response must not be included in rβ  and uβ . The 

values of rβ  and uβ  used in this study were computed using the following equations:  

 ( )1/ 22 2
, ,r C r RE rβ β β= +  (5.5) 

 ( )1/ 22 2
, ,u C u RE uβ β β= +  (5.6) 

where all the variables were defined in Chapter 3. The values of ,C rβ , ,RE rβ , ,C uβ  and ,RE uβ  used 

in this study are tabulated in Table 5.3, where each of the values is the middle point of the range 

recommended in Table 3.1 for a given variable. The resultant values of rβ  and uβ , which are also 

presented in Table 5.3, are 0.26 and 0.34, respectively. The values of â  were then computed 

using (5.4) to be 2.26, 3.15 and 7.02 g at Nodes 201, 1009 and 216, respectively.    
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Table 5.3.  Logarithmic standard deviations for developing fragility curves used in this 
report 

,C rβ  ,RE rβ  rβ  

0.14 0.215 0.26 

,C uβ  ,RE uβ  uβ  

0.27 0.215 0.34 

 

5.2.3.2 Fragility Curves 

Figure 5.10 presents the three families of fragility curves for the key secondary systems at Nodes 

201, 1009 and 216. Each family of fragility curves includes 11 curves and each curve has an equal 

probability of occurrence. The fragility curves were computed using Equation (3.5), which is 

reproduced below: 

 
1ln ( )

ˆ u

r

a Q
af

β

β

−⎛ ⎞+Φ ⋅⎜ ⎟
= Φ⎜ ⎟

⎜ ⎟
⎝ ⎠

 (5.7) 

 

For a set of â , rβ  and uβ  and a value of 1( )Q−Φ , a single curve can be determined. For 

example, the bold solid line in panel a of Figure 5.10 was determined by â = 0.84 g, rβ = 0.26, 

uβ = 0.34 and 1( )Q−Φ = 0. The values of iα  presented in Table 4.11 for n = 11 were used in (5.7) 

for the values of 1( )Q−Φ  to develop the 11 fragility curves in each family of curves in Figure 

5.10. 

The appropriateness of the fragility curves of Figure 5.10 was evaluated using ASCE/SEI 43-05 

(ASCE 2005), where the seismic design of NPP structural and nonstructural components is aimed 

at achieving both of the following performance criteria: 

1. Less than about a 1% probability of unacceptable performance for the design basis 

earthquake. 
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2. Less than about a 10% probability of unacceptable performance for shaking equal to 150% of 

the design basis earthquake shaking. 

Table 5.5 presents the values of AFSA associated with a 1% and a 10% probability of failure for 

the median fragility curves of Figure 5.10 for Nodes 201, 1009 and 216. The AFSA demands at 

Nodes 201, 1009 and 216 for the design basis earthquake can be represented by the median values 

presented in the last row of Table 5.2. The median AFSA demands of Table 5.2 at Nodes 201, 

1009 and 216 (i.e., 0.84, 1.17 and 2.61 g, respectively) are smaller than the AFSA values 

presented in Table 5.5 for a 1% probability of failure; the 150% of the median AFSA demands of 

Table 5.2 at Nodes 201, 1009 and 216 (i.e., 1.26, 1.76 and 3.92 g, respectively) are also smaller 

than the AFSA values presented in Table 5.5 for a 10% probability of failure. The fragility curves 

of Figure 5.10 satisfy the performance criteria described above. 

The fragility curves of Figure 5.10 were also evaluated using the information provided by the 

supplier of the sample NPP. Figure 5.11 presents the floor response spectra used by the supplier 

for the design of the secondary systems at Nodes 1009 and 2164. The spectra were developed 

using the URS of Figure 5.8 and period-dependent amplification factors and are more 

conservative than the floor spectra determined using response-history analysis. The AFSA values 

for the two spectra of Figure 5.11 computed using the procedure of Footnote 3 of this chapter are 

1.68 g (Node 1009) and 3.42 g (Node 216). These two values are still smaller than the AFSA 

values of Table 5.5 for a 1% probability of failure and for Nodes 1009 and 216 (i.e., 1.72 and 3.83 

g, respectively). One hundred and fifty percent of 1.68 g (= 2.52 g) is greater than 2.26 g (the 

AFSA value of Table 5.5 for a 10% probability of failure and for Node 1009) but only by 10%. 

One hundred and fifty percent of 3.42 g (= 5.13 g) is smaller than 5.83 g (the AFSA value of 

Table 5.5 for a 10% probability of failure and for Node 216). These results show that the fragility 

curves of Figure 5.10 reasonably represent the capacities of the secondary systems at Nodes 1009 

and 216 if the design of those secondary systems is controlled by the seismic demand of Figure 

5.11 and satisfies the two performance criteria described above. 

 

                                                      
4 The NPP supplier did not provide the design floor response spectrum at Node 201. Only Nodes 1009 and 

216 are discussed herein. 
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Figure 5.10.  Fragility curves for the secondary systems at Nodes 201, 1009 and 216 
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Figure 5.11.  Floor response spectra for the design of secondary systems at Nodes 1009 and 
216 

 

Table 5.4.  AFSA at Nodes 201, 1009 and 216 for intensity-based assessment of Model 1 

GM No. 
AFSA in the X direction (g) AFSA in the Y direction (g) 

Node 201 Node 1009 Node 216 Node 201 Node 1009 Node 216 

1 0.99  1.28  2.60  1.00  1.30  3.01  

2 0.79  1.09  2.05  0.78  1.15  2.48  

3 0.78  1.24  2.25  0.73  1.01  2.44  

4 1.06  1.49  2.89  1.02  1.49  2.93  

5 0.74  1.02  1.93  0.61  0.90  2.08  

6 0.91  1.34  2.17  0.75  1.12  2.45  

7 0.67  0.96  1.83  0.75  0.91  2.19  

8 0.78  1.02  1.98  0.84  1.24  2.67  

9 0.95  1.16  2.09  1.04  1.47  2.93  

10 0.65  0.93  1.88  0.67  0.89  2.32  

11 1.03  1.28  2.34  1.18  1.54  3.24  
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Table 5.5.  The values of AFSA associated with a 1% and a 10% probability of failure 
for the median fragility curves of Figure 5.10 

Probability 
of failure 

AFSA (g) 

Node 201 Node 1009 Node 216 

1% 1.23 1.72 3.83 

10% 1.62 2.26 5.83 

 

5.2.4 Probability of Unacceptable Performance 

5.2.4.1 Fault Tree and Nonlinear Response-History Analysis 

The unacceptable performance of the sample NPP evaluated in this study is defined by the fault 

tree of Figure 5.12. The unacceptable performance was defined as the failure of any of the 

secondary systems at Nodes 201, 1009 and 216 by using an “OR” gate in the fault tree.  

 

Figure 5.12.  A fault tree for the unacceptable performance of the sample NPP 

Nonlinear uni-directional response-history analyses of Model 1 subjected to the 11 scaled SGMS 

ground motions of Figure 5.7 in the X and Y directions were performed for the intensity-based 

assessment of Model 1. Bilinear shear hinges with 3% post-yield stiffness were assigned to all 

frame elements in the internal-structure stick. The containment structure was assumed to remain 

elastic because a) all the key secondary systems identified in Chapter 2 are supported at the 

internal structure; and b) containment structures are designed for large internal pressures (up to 

500 kPa) resulting from a postulated accident, and seismic loadings generally do not control their 
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design. The yield forces of the bilinear shear hinges were estimated by 0.5 c Sf A′  (Wood 1990), 

where cf ′  is the compressive strength of concrete and a value of 35 N/mm2 was used in this study; 

and SA  is the shear area of each internal-structure stick in mm2 provided by the supplier of the 

sample NPP. 

The results of this set of response-history analyses are shown in Figure 5.13, where panels a, b 

and c present the median of the 11 floor spectral accelerations in the X and Y directions between 

5 and 33 Hz at Nodes 201, 1009 and 216, respectively, and panel d presents the 84th, 50th and 

16th percentiles of AFSA at the three nodes. Table 5.4 presents the underlying demand-parameter 

matrix for the intensity-based assessment of Model 1: the eleven AFSA values at each of Nodes 

201, 1009 and 216 in the X and Y directions. 

5.2.4.2 Calculation of Probability of Unacceptable Performance 

This subsection presents the procedure for and results of the calculation of the probability of 

unacceptable performance for Model 1 subjected to earthquakes with spectral acceleration of 0.46 

g at a period of 0.14 second.  

Analysis was performed to characterize the impact on the computed probability of unacceptable 

performance of alternate representations of fragility curves and number of row vectors in the 

demand-parameter matrix.  

Analysis 1 involved the random selection of one fragility curve from a family of curves for each 

secondary system in the NPP to consider the epistemic variability in the median capacity of the 

secondary systems.  

Probabilistic risk assessment for NPPs has routinely involved the use of either mean or median 

fragility curves for primary and secondary systems. Kennedy (1999) advocated for the use of 

mean fragility curves and noted that robust estimates of mean risk could be obtained by 

convolving the mean hazard curve with the mean fragility curves, where the fragility curves were 

defined by a ground motion parameter. This recommendation is evaluated herein but the fragility 

curves are defined in terms of demand parameters of floor acceleration and drift rather than a 

ground motion parameter. Analysis 2 used median secondary system fragility curves. Analysis 3 

used mean fragility curves as recommended by Kennedy.   
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a. Median floor spectral accelerations, Node 201 b. Median floor spectral accelerations, Node 1009 
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c. Median floor spectral accelerations, Node 216 d. AFSA 

Figure 5.13.  Floor spectral accelerations at Nodes 201, 1009 and 216 computed using non-
linear response-history analyses for the intensity-based assessment of Model 1  

Analysis 1 

Analysis 1 involved four parts: 1a through 1d. Table 5.6 summarizes the key variables for 1a 

through 1d, namely, a) the type/selection of the fragility curves, c) the number of fragility curves 

in a family, c) the number of row vectors in the demand-parameter matrix, and d) the number of 

trials used in the analysis.  
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Table 5.6. Analyses 1, 2 and 3 for the intensity-based assessment of Model 1 

Analysis 
Fragility 
curve for 
each node 

Number of 
fragility curves 

in a family 

Number of row 
vectors1 

Number 
of trials Median2 Mean3

Analysis 1 

a 
Randomly 
selected 

 

11 200 

2000 

0.040 0.061 

b 11 2000 0.037 0.060 

c 21 200 0.045 0.070 

d 201 200 0.040 0.079 

Analysis 2 Median -- 200 0.005 0.004 

Analysis 3 a Mean -- 200 0.080 0.079 

1.  Number of row vectors in the demand-parameter matrix. 

2. Median of the 2000 realizations for the probability of unacceptable performance from the 2000 
trials. 

3. Arithmetic mean of the 2000 realizations for the probability of unacceptable performance from the 
2000 trials. 

 

For Analysis 1a, the procedure of Appendix B was used to generate 200 sets of correlated AFSA 

values at Nodes 201, 1009 and 216 in each of the X and Y directions using the underlying 

demand-parameter matrix of Table 5.4. The results formed a 200×6 demand-parameter matrix. 

Figure 5.14 presents the distribution of AFSA obtained from the matrix developed from the 

results on response-history analysis and the matrix generated per Appendix B. The X- and Y- 

coordinates of each panel in Figure 5.14 are the AFSA values at any two of Nodes 201, 1009 and 

216 in the X or Y directions. The results show that the AFSA values generated per Appendix B 

preserve a) the distribution of AFSA presented in each column of Table 5.4, and b) the correlation 

in AFSA between any two columns of Table 5.4.  

For each of the 6 AFSA values in a row vector of the demand-parameter matrix generated per 

Appendix B, the probability of failure of a secondary system can be computed from the 

corresponding fragility curve using the following steps: 1) a random number is generated using a 

generator that produces uniformly distributed random numbers between 0 and 1; 2) if the 

generated number is smaller than or equal to the probability of failure identified from the fragility 

curve, the secondary system is considered to have failed; and 3) if the generated number is greater 

than the probability of failure, the secondary system is considered to have passed (i.e., safe). 
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a. Node 201 vs. Node 1009, X dir. b. Node 201 vs. Node 1009, Y dir. 
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c. Node 201 vs. Node 216, X dir. d. Node 201 vs. Node 216, Y dir. 
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e. Node 1009 vs. Node 216, X dir. f. Node 1009 vs. Node 216, Y dir. 

Figure 5.14.  AFSA at Nodes 201, 1009 and 216 generated using 1) response-history 
analysis and 2) the procedure of Appendix B for the intensity-based 
assessment of Model 1 
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For example, as shown in Table 5.4, the AFSA value at Node 201 in the X direction for GM 1 is 

0.99 g. Assume the bold solid curve in panel a of Figure 5.10 is selected for Node 201; the 

probability of failure for the secondary system supported at Node 201 with respect to an AFSA of 

0.99 g can be identified from the curve to be 0.00075.5 If the generated random number is greater 

than 0.00075, the secondary system at Node 201 is considered to be safe; if the number is smaller 

than 0.00075, the secondary system is considered to have failed. This analysis is then repeated for 

the other 5 values of AFSA in the set. The performance of Model 1 is considered unacceptable for 

this set of AFSA if any of the six values of AFSA produces a failure in the secondary system. 

For Analysis 1a, the analysis described above was repeated using all 200 row vectors in the 

demand-parameter matrix and one fragility curve randomly selected from each of the three 

families of curves presented in Figure 5.10. A realization for the probability of unacceptable 

performance was computed as the ratio of the number of row vectors with unacceptable 

performance (see above) to 200. The analysis was repeated 2000 times using a newly generated 

demand-parameter matrix and combination of fragility curves to develop 2000 realizations for the 

distribution of the probability of unacceptable performance of Model 1 subjected to earthquake 

shaking with spectral acceleration of 0.46 g at a period of 0.14 second. The number 2000 was 

determined on a trial-and-error basis. An increase in the number of trials above 2000 did not alter 

the result.  

The solid curve in Figure 5.15 is the cumulative distribution function (CDF) of the 2000 

realizations. To develop the curve, the 2000 realizations were sorted from smallest to largest and 

assigned a probability from 1/2000 to 1.0 in increments of 1/2000. The slope of the CDF for 

Analysis 1a changes abruptly twice between probabilities of unacceptable performance of 0.05 

and 0.12, which indicates that the underlying probability distribution has two peaks.  

To study the impact of the choice of number of row vectors on the distribution of the probability 

of unacceptable performance, Analysis 1a was repeated but using demand-parameter matrices 

consisting of 2000 row vectors and denoted Analysis 1b. Results are presented in Figure 5.15 

                                                      
5 This value is actual too small to be directly identified from Figure 5.10. In this example, the fragility curve 

is a cumulative lognormal distribution with a median of 2.26 g and a logarithmic standard deviation of 

0.26. The probability of this distribution with respect to 0.99 g can be easily obtained using the function 

“LOGNORMDIST” in Excel or “logncdf” in Matlab. 
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using a dotted line. For the case studied herein, the increase in the number of row vectors from 

200 to 2000 has negligible influence on the distribution. 
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Figure 5.15.  Distributions of the probability of unacceptable performance for Analyses 1a 
and 1b for the intensity-based assessment of Model 1 

To study the impact of the number of fragility curves in a family, Analysis 1a (family of 11 

curves) was repeated but using families of 21 (Analysis 1c) and 201 (Analysis 1d) curves for the 

secondary systems at Nodes 201, 1009 and 216. The 21 and 201 fragility curves in the families 

were developed using (5.7) and the same values of â , rβ  and uβ  as those used to develop the 

curves of Figure 5.10. The values of 1( )Q−Φ  for the 21 and 201 fragility curves in a family were 

determined using the procedure described in Section 4.3.5.1. Figure 5.16 presents the CDFs and 

arithmetic means of the 2000 realizations for Analyses 1a, 1c and 1d. The last two columns of 

Table 5.6 present the medians and arithmetic means, respectively, of the 2000 realizations for 

Analyses 1a through 1d. 

The results of Figure 5.16 show that the notch in the curve for Analysis 1a vanishes as the number 

of fragility curves in a family increases to 201. The increase in the number of fragility curves in a 

family from 11 to 201 also increases the arithmetic mean of the 2000 realizations from 0.06 to 

about 0.079, which is used as the benchmark value for the probability of unacceptable 

performance for the intensity-based assessment of Model 1 since a further increase of the number 

of fragility curves in a family does not alter this value (0.079).  
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Figure 5.16.  Distributions and arithmetic means of the probability of unacceptable 
performance for Analyses 1a, 1c and 1d for the intensity-based assessment 
of Model 1 

Analyses 2 and 3 

As presented previously, a family of fragility curves for a component in NPPs can be developed 

using parameters â , rβ  and uβ  defined using (5.4), (5.5) and (5.6), respectively. The median 

curve for a family of fragility curves is defined by a lognormal distribution with median and 

dispersion of â  and rβ , respectively, and the mean curve is defined by a lognormal distribution 

with median and dispersion of â  and 2 2
r uβ β+ , respectively (Reed and Kennedy, 1994). In 

Figure 5.10, the solid bold curve in each panel represents the median curve for the corresponding 

family of fragility curves. The epistemic uncertainty uβ  was used to consider the uncertainty in 

the median value of the fragility curve and not included in the median fragility curve. 

Figure 5.17 presents the median and mean curves for the three families of fragility curves of 

Figure 5.10. In each panel of Figure 5.17, the mean curve has a lower probability of failure than 

the median curve at AFSA values greater â  than and higher probability of failure at AFSA values 

smaller than â . 

To study the impact of the use of median or mean fragility curves on the distribution of the 

probability of unacceptable performance, Analysis 1a was repeated but using the a) median 

(Analysis 2), and b) mean (Analysis 3a) curves of Figure 5.17 in each of the 2000 trials in lieu of 

randomly selected curves.  
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Figure 5.17.  Median and mean fragility curves for the secondary systems at Nodes 201, 
1009 and 216 



 

 155

Figure 5.18 presents the CDFs for the 2000 realizations of Analysis 2 and Analysis 3a. Two 

curves were developed for Analysis 3a: one established by sorting the 2000 realizations, and one 

by fitting a lognormal distribution to the data, where the median and dispersion were estimated 

from the same 2000 realizations using (A.5) and (A.6), respectively. The goodness-of-fit test 

shows that the distribution computed using the mean fragility curves is well represented by the 

lognormal distribution. The curve for Analysis 2 was established by sorting the 2000 realizations.  
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Figure 5.18.  Distributions of the probability of unacceptable performance for Analyses 2 
and 3a for the intensity-based assessment of Model 1 

The arithmetic mean of the two sets of 2000 realizations for Analysis 2 and Analysis 3a are 0.004 

and 0.079, respectively (see Table 5.6). This result is not surprising since the values of AFSA in 

the underlying demand-parameter matrix of Table 5.4 are much smaller than the value of â  for 

the corresponding family of fragility curves, where the probability of failure for the median curve 

is smaller than that for the mean curve.  

The use of mean rather than median fragility curves is more appropriate for performance 

assessment since both aleatory randomness and epistemic uncertainty is considered. Importantly, 

the results presented in the shaded cells of Table 5.6 show that use of mean fragility curves 

(Analysis 3) will provide an unbiased estimate of the mean probability of unacceptable 

performance generated using a family of fragility curves (the benchmark Analysis 1d). 

The results of Figure 5.18 for Analysis 3a raise one question: can Analysis 3a be performed for 

only one trial, instead of 2000, and reasonably estimate the benchmark value (Analysis 1d) for the 
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probability of unacceptable performance obtained using a family of fragility curves? To address 

this question, the confidence level for the realization from each trial of Analysis 3a to be within 

±10% of its mean value was computed. Figure 5.19 illustrates the definition of this confidence 

level using the CDF of Figure 5.18 for the lognormal distribution. The confidence level is defined 

by the difference between the values of CDF values associated with the probabilities of 

unacceptable performance of 0.071 (=0.9×0.079) and 0.087 (= 1.1×0.079). For this example, the 

confidence level is 30%. 

The confidence level of Figure 5.19 can be increased by reducing the dispersion in the realizations 

for Analysis 3a. A reduction in this dispersion can be achieved by increasing the number of row 

vectors in the demand-parameter matrix. To study the impact of the number of row vectors on the 

confidence level of the estimation using mean fragility curves, Analysis 3a was repeated using 

500, 1000, 1500, 2000, 2500 and 3000 row vectors. These analyses were denoted Analyses 3b 

through 3g, respectively. 
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Figure 5.19.  Definition of confidence level 

Figure 5.20 presents the CDFs of the probability of unacceptable performance for Analyses 3a 

(200 rows), 3b (500 rows), 3c (1000 rows), 3e (2000 rows) and 3g (3000 rows) using the 

lognormal distributions, where the median ( θ ) and dispersion ( β ) for each analysis were 

estimated from the 2000 realizations using (A.5) and (A.6), respectively. The medians and 

dispersions computed using (A.5) and (A.6) for Analyses 3a through 3g are presented in Figure 

5.21 as a function of the number of row vectors. The results of Figure 5.21 show that the value of 

θ  is almost constant whereas the value of β  decreases as the number of row vectors increases. 

Figure 5.22 present the CDFs of Figure 5.20 together with the CDF and mean value of the 2000 
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realizations for the benchmark Analysis 1d. The results for Analyses 3a through 3g provide an 

unbiased estimate of the mean value of the distribution for Analysis 1d but with different 

dispersions.  
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Figure 5.20.  Distributions of the probability of unacceptable performance for Analyses 
3a, b, c, e and g for the intensity-based assessment of Model 1 
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Figure 5.21.  Medians and dispersions of the probability of unacceptable performance for 
Analysis 3 for the intensity-based assessment of Model 1 as a function of the 
number of row vectors of the DP matrix  
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Figure 5.22.  Distributions of the probability of unacceptable performance for Analyses 
1d and 3 for the intensity-based assessment of Model 1 

Table 5.7 summarizes the statistics for Analyses 3a through 3g, including the arithmetic mean, 

median (through counting), median (using (A.5)) and dispersion (using (A.6)) of the 2000 

realizations for each analysis. In the table, the arithmetic means and the two medians for Analyses 

3b through 3g are identical because the dispersions in the distribution of the 2000 realizations for 

each analysis are small. For such small dispersions, the differences between normal and 

lognormal distributions are insignificant. 

Table 5.7. Statistics of Analysis 3 for the intensity-based assessment of Model 1 

Analysis 3a 3b 3c 3d 3e 3f 3g 

Number of row vectors 200 500 1000 1500 2000 2500 3000 

Arithmetic mean 0.079  0.079  0.079  0.079  0.079  0.079  0.079  

Median (counting) 0.080  0.078  0.079  0.079  0.080  0.079  0.079  

Median (Equation A.5) 0.077  0.078  0.079  0.079  0.079  0.079  0.079  

Dispersion (Equation A.6) 0.26  0.16  0.11  0.088  0.078  0.067  0.063  

Confidence level 0.30  0.47 0.65  0.75  0.80  0.86  0.89  

 

The confidence level defined in Figure 5.19 and listed in Table 5.7 increases as the number of row 

vectors increases. For this example, the demand-parameter matrix used for assessment involving 

mean fragility curves should consist of at least 2000 row vectors to achieve a confidence level of 

80%.  
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5.3 Scenario-Based Assessment of the Conventional and Base Isolated Reactor 
Building 

5.3.1 Introduction 

Three scenario cases, involving moment magnitude and source-to-site distance pairs of (6.3 and 

37.5 km), (5.3 and 7.5 km) and (7.3 and 538 km), were identified from the modal cases in panels a 

and b of Figure 5.6 and Figure 5.23, respectively. The results presented in Figure 5.6 were 

extracted from the ESP report for the sample NPP site and cover a period range from 0.1 to 1 

second. The isolation systems of Models 2, 3 and 4 have an elastic (Model 4) or post-yield 

(Models 2 and 3) stiffness corresponding to a period of 2 seconds. Since deaggregation results 

were not presented in the ESP report for periods greater than 1 second, the deaggregation of the 2-

second seismic hazard and a return period of 4975 years for the sample NPP site was generated 

using USGS interactive deaggregation tool (USGS 2008). Results are presented in Figure 5.23. 

The USGS interactive deaggregation tool does not provide information for a return period greater 

than 4975 years but does show that the modal events of the 2-second hazard at return periods of 

975, 2475 and 4975 years at the sample NPP site are the same. Since the purpose is to identify an 

important magnitude-distance combination for the 2-second hazard at the sample NPP site, the 

modal event shown in Figure 5.6 was used although the return period of 4975 years is much 

smaller than 100,000 years. 

Figure 5.24 presents the median spectral demands predicted using the attenuation relationship of 

Campbell (2003) for Eastern North America for the three scenario cases identified above. For 

clarity, panel a of Figure 5.24 presents the median spectral demands between periods of 0.01 and 

1 second and panel b presents that between periods of 1 and 4 seconds. The magnitude-distance 

pair of (7.3, 538 km) has much smaller spectral demand than the other two pairs over the entire 

period range of Figure 5.24. The other two pairs have similar spectral demand in panel b whereas 

the pair of (5.3, 7.5 km) has much greater demand than the pair of (6.3, 37.5 km) in panel a at a 

period smaller than 0.6 second. The median spectral demands for the pairs of (6.3, 37.5 km) and 

(7.3, 538 km) are smaller than the URS demand of Table 5.1 and are less likely to cause 

significant damage in the sample NPP models than the pair of (5.3, 7.5 km). Therefore, the 

magnitude-distance pair of (5.3, 7.5 km) was selected for the scenario-based assessment of 

Models 1 through 4. 
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Figure 5.23.  Deaggregation of the 2-second seismic hazard at a annual frequency of 
exceedance of 42 10−×  for the sample NPP site (USGS 2008) 
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b. Long period range 

Figure 5.24.  Median spectral accelerations predicted by Campbell (2003) for three 
magnitude-distance pairs: (5.3, 7.5 km), (6.3, 37.5 km) and (7.3 and 538 
km) 
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Supplemental analysis was performed to assess the influence of isolator yield displacement on the 

response of the isolated NPPs. The yield displacement was increased to 25 mm from the values 

for Models 2 and 3 in Table 2.1. Analysis results for this model, identified as Model 5, are 

presented in Appendix F. The impact on floor spectral acceleration of an increase in isolator yield 

displacement is identified in the appendix. 

5.3.2 Scaling of Ground Motions 

Based on the attenuation relationship of Campbell (2003), the median and logarithmic standard 

deviation of the spectral demand for the magnitude-distance pair of (5.3, 7.5 km) at a period of 

0.14 second are 0.62 g and 0.62, respectively. Eleven target spectral ordinates were determined 

using the following equation: 

 0.62(  0.14 s) 0.62 i
aiS T e α= = ⋅   1,11i =  (5.8) 

where the coefficient iα  is given in Table 4.11. The eleven target spectral ordinates are listed in 

Table 5.8 and illustrated in Figure 5.25 using the symbol “ ”. 

Table 5.8.  Target spectral accelerations for scenario-based assessment at a period of 0.14 
second 

No. 
Spectral acceleration 

(g) 

1 0.22  

2 0.31  

3 0.39  

4 0.45  

5 0.51  

6 0.62  

7 0.75  

8 0.85  

9 0.99  

10 1.23  

11 1.78  
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The eleven SGMS ground motions described in Section 5.2.2.2 were amplitude scaled to match 

the target spectral ordinates of Table 5.8 (one ground motion per target ordinate), as shown in 

Figure 5.25. Note that the eleven SGMS ground motions were originally generated for the 

magnitude-distance pair of (5.3, 7.5 km): the scenario case used in this section.  
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Figure 5.25.  Spectral accelerations of the 11 scaled SGMS ground motions and the 
11 target spectral ordinates for scenario-based assessment 

Figure 5.26 presents the 84th, 50th and 16th percentiles of the spectral demands predicted by 

Campbell (2003) for the scenario case used herein and those of the 11 scaled SGMS ground 

motions shown in Figure 5.25 using normal scale (panel a) and log-log scale (panel b). The log-

log scale was used so that the results at very short period (for example, smaller than 0.1 second) 

or with very small spectral demand (for example, smaller than 0.1 g) are clearly visible. The 

distribution of spectral demand of the 11 scaled SGMS ground motions agree well with that 

predicted by Campbell (2003) over a wide period range. This good agreement deemed a re-scaling 

of ground motions for Models 2, 3 and 4 unnecessary. The scaled ground motions of Figure 5.25 

were used for the nonlinear response-history analyses for Models 1 through 4. 
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b. Log-log scale 

Figure 5.26.  Median, 84th and 16th percentiles of spectral accelerations a) predicted 
by Campbell (2003) for M= 5.3 and r= 7.5 km; and b) of the 11 scaled 
SGMS ground motions for scenario-based assessment 

 

5.3.3 Analysis Results 

Nonlinear uni-directional response-history analyses were performed using each of Models 1 

through 4 subjected to the 11 scaled SGMS ground motions of Figure 5.25 in the X and Y 

directions. Table 5.9 through Table 5.12 present the demand-parameter matrices for the scenario-

based assessments of Models 1 through 4, respectively. Each matrix includes the eleven AFSA 

values at Nodes 201, 1009 and 216 in the X and Y directions, of which the median and 

logarithmic standard deviation are summarized in Table 5.13. Figure 5.27 presents the median of 

the eleven floor spectral accelerations between 5 and 33 Hz and the 84th, 50th and 16th 

percentiles of AFSA at Nodes 201, 1009 and 216 in the X direction. Figure 5.28 presents similar 

results in Y direction.  
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a. Median floor spectral accelerations, Node 201 b. AFSA, Node 201 
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c. Median floor spectral accelerations, Node 1009 d. AFSA, Node 1009 
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Figure 5.27.  Floor spectral accelerations at Nodes 201, 1009 and 216 in the X direction for 
the scenario-based assessment of Models 1, 2, 3 and 4 
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a. Median floor spectral accelerations, Node 201 b. AFSA, Node 201 
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c. Median floor spectral accelerations, Node 1009 d. AFSA, Node 1009 
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Figure 5.28.  Floor spectral accelerations at Nodes 201, 1009 and 216 in the Y direction for 
the scenario-based assessment of Models 1, 2, 3 and 4 
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Table 5.9.  AFSA at Nodes 201, 1009 and 216 for scenario-based assessment of Model 1 

GM No. 
AFSA in the X direction (g) AFSA in the Y direction (g) 

Node 201 Node 1009 Node 216 Node 201 Node 1009 Node 216 

1 0.46  0.60  1.22  0.47  0.61  1.42  

2 0.54  0.74  1.39  0.53  0.79  1.69  

3 0.66  1.05  1.90  0.62  0.85  2.06  

4 1.05  1.47  2.86  1.01  1.47  2.90  

5 0.83  1.14  2.15  0.68  1.00  2.33  

6 1.22  1.80  2.93  1.01  1.50  3.30  

7 1.09  1.55  2.98  1.22  1.48  3.55  

8 1.43  1.88  3.64  1.55  2.28  4.91  

9 2.03  2.49  4.48  2.23  3.15  6.29  

10 1.74  2.48  5.02  1.79  2.38  6.18  

11 3.92  4.75  8.80  4.46  5.78  11.88  

 

Table 5.10.  AFSA at Nodes 201, 1009 and 216 for scenario-based assessment of Model 2 

GM No. 
AFSA in the X direction (g) AFSA in the Y direction (g) 

Node 201 Node 1009 Node 216 Node 201 Node 1009 Node 216 

1 0.12  0.14  0.30  0.11  0.14  0.38  

2 0.10  0.13  0.23  0.10  0.12  0.29  

3 0.14  0.19  0.33  0.14  0.18  0.45  

4 0.17  0.21  0.40  0.17  0.20  0.53  

5 0.12  0.15  0.27  0.13  0.16  0.36  

6 0.17  0.21  0.39  0.17  0.22  0.48  

7 0.19  0.24  0.45  0.18  0.23  0.58  

8 0.22  0.24  0.45  0.21  0.27  0.56  

9 0.24  0.26  0.57  0.24  0.29  0.71  

10 0.19  0.24  0.47  0.19  0.24  0.65  

11 0.33  0.34  0.77  0.31  0.38  0.91  
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Table 5.11.  AFSA at Nodes 201, 1009 and 216 for scenario-based assessment of Model 3 

GM No. 
AFSA in the X direction (g) AFSA in the Y direction (g) 

Node 201 Node 1009 Node 216 Node 201 Node 1009 Node 216 

1 0.04  0.05  0.07  0.04  0.04  0.08  

2 0.04  0.05  0.07  0.04  0.04  0.08  

3 0.07  0.07  0.10  0.07  0.07  0.13  

4 0.09  0.10  0.14  0.09  0.10  0.16  

5 0.05  0.06  0.10  0.05  0.06  0.13  

6 0.08  0.08  0.11  0.08  0.08  0.13  

7 0.07  0.08  0.13  0.07  0.07  0.15  

8 0.10  0.13  0.23  0.10  0.12  0.26  

9 0.10  0.12  0.19  0.10  0.11  0.21  

10 0.09  0.11  0.17  0.09  0.11  0.20  

11 0.16  0.17  0.30  0.15  0.16  0.32  

 

Table 5.12.  AFSA at Nodes 201, 1009 and 216 for scenario-based assessment of Model 4 

GM No. 
AFSA in the X direction (g) AFSA in the Y direction (g) 

Node 201 Node 1009 Node 216 Node 201 Node 1009 Node 216 

1 0.01  0.01  0.02  0.01  0.01  0.02  

2 0.01  0.01  0.02  0.01  0.01  0.02  

3 0.02  0.02  0.03  0.02  0.02  0.04  

4 0.03  0.03  0.05  0.03  0.04  0.06  

5 0.02  0.02  0.03  0.02  0.02  0.04  

6 0.03  0.03  0.04  0.03  0.03  0.05  

7 0.03  0.03  0.05  0.03  0.03  0.07  

8 0.04  0.04  0.08  0.04  0.04  0.09  

9 0.06  0.06  0.09  0.06  0.06  0.10  

10 0.04  0.04  0.07  0.04  0.05  0.08  

11 0.08  0.08  0.14  0.08  0.08  0.17  
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Table 5.13.  Median and logarithmic standard deviation of AFSA at Nodes 201, 1009 and 
216 for scenario-based assessment 

Model No. 
AFSA in the X direction (g) AFSA in the Y direction (g) 

Node 201 Node 1009 Node 216 Node 201 Node 1009 Node 216 

Median 

1 1.13  1.55  2.91  1.12  1.56  3.47  

2 0.17  0.21  0.40  0.17  0.21  0.51  

3 0.07  0.09  0.13  0.07  0.08  0.15  

4 0.03  0.03  0.05  0.03  0.03  0.06  

Logarithmic standard deviation 

1 0.62  0.59  0.58  0.68  0.67  0.64  

2 0.35  0.29  0.34  0.33  0.34  0.33  

3 0.42  0.40  0.47  0.41  0.44  0.44  

4 0.66  0.66  0.63  0.66  0.68  0.66  

All three isolation systems analyzed herein greatly reduce the median floor spectral acceleration 

and AFSA demands of the sample NPP. For the AFSA demand, both the median and the 

difference between 84th and 16th percentiles are greatly reduced by the isolation systems. The 

logarithmic standard deviation of AFSA for the highly nonlinear systems (Models 2 and 3) is 

much smaller than that for the conventional NPP (see Table 5.13)6. One important issue for the 

seismic design of secondary systems for CEUS NPPs is the significant high-frequency spectral 

demand. The results presented herein clearly show that this issue can be effectively attenuated 

using base isolation. 

The analysis of Figure 5.14 was repeated using the AFSA values of Table 5.9 through Table 5.12 

to generate the 200 sets of AFSA values for each of Models 1 through 4. The relationships of the 

200 AFSA values at Node 201 and those at Node 216 of Models 1 through 4 in the X direction are 

                                                      
6 Note that the logarithmic standard deviations of AFSA for Models 2 and 3 presented in Table 5.13 are 

smaller than the dispersion in spectral acceleration. A simplified method for the estimate of dispersion in 

structural response is to use the square root of the sum of the square of the dispersion in spectral 

acceleration and the square of the dispersion in the structural response given a spectral acceleration. The 

results of Table 5.13 show that this simplified method is not appropriate in estimating the dispersion in 

AFSA for highly nonlinear systems, such as Models 2 and 3. 
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presented in panels a through d of Figure 5.29, respectively, and the results in Y direction are 

presented in Figure 5.30. The results at Node 1009 are not presented in Figure 5.29 and Figure 

5.30 since the magnitude of the AFSA values at Node 1009 is generally between that at Nodes 

201 and 216 (see Figure 5.27 and Figure 5.28) and the inclusion of the data at Node 1009 will not 

alter the conclusions.  Each panel in Figure 5.29 and Figure 5.30 has the same scale for the X and 

Y axes to enable the direct comparison of the distribution of AFSA between the conventional and 

base isolated models. Significant reductions in the response space defined by the AFSA values at 

Nodes 201 and 216 can be identified for the base isolated models.  
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c. Model 3 d. Model 4 

Figure 5.29.  AFSA at Nodes 201 and 216 in the X direction generated using 1) response-
history analyses and 2) the procedure of Appendix B for the scenario-based 
assessment of Models 1, 2, 3 and 4 
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c. Model 3 d. Model 4 

Figure 5.30.  AFSA at Nodes 201 and 216 in the Y direction generated using 1) response-
history analyses and 2) the procedure of Appendix B for the scenario-based 
assessment of Models 1, 2, 3 and 4 

 

For clarity, the results of Figure 5.29 and Figure 5.30 for the base isolated models were re-plotted 

in Figure 5.31 using smaller scales in the X and Y axes. Figure 5.31 shows that a) the AFSA 

values generated per Appendix B have similar distributions to those computed using response-

history analysis; and b) the response of Model 2 is greater than that of Models 3 and 4 in this case. 

Note that the isolation system of Model 2 has higher pre-yield stiffness than those of Models 3 

and 4. 
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Figure 5.31.  AFSA at Nodes 201 and 216 generated using 1) response-history analyses and 
2) the procedure of Appendix B for the scenario-based assessment of Models 
2, 3 and 4 
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5.3.4 Probability of Unacceptable Performance 

5.3.4.1 Model 1 

The analyses of Table 5.6 and Table 5.7 were repeated using the underlying demand-parameter 

matrix of Table 5.9 to address the following questions for the scenario-based assessment of Model 

1: 

1. Are a family of 11 fragility curves and a demand-parameter matrix consisting of 200 row 

vectors sufficient to capture the distribution of the probability of unacceptable performance? 

2. What is the impact of using median and mean fragility curves on estimating the probability of 

unacceptable performance? 

3. Can the use of mean fragility curves provide an unbiased estimate of the mean probability of 

unacceptable performance estimated using a family of fragility curves? If so, what is the 

confidence level for the estimate using the mean fragility curve? 

Results are presented in Table 5.14 and Table 5.15. Figure 5.32 presents the CDFs obtained by 

sorting the three sets of 2000 realizations for Analyses 1a, 1b and 1c. The three curves are nearly 

identical and have the same mean value of 0.51 (see Table 5.14). The use of 11 fragility curves at 

each node and 200 row vectors captures the distribution of unacceptable performance in this 

example and the mean value of the distribution (=0.51) is used to benchmark the results for 

Analyses 2 and 3 below.  
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Figure 5.32.  Distributions of the probability of unacceptable performance for Analyses 
1a and 1b for the scenario-based assessment of Model 1 
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Table 5.14. Analyses 1, 2 and 3 for the scenario-based assessment of Model 1 

Analysis 
Fragility 
curve for 
each node 

Number of 
fragility curves 

in a family 

Number of 
row 

vectors1 

Number 
of trials Median2 Mean3 

Analysis 1 

a 
Randomly 
selected 

11 200 

2000 

0.52 0.51 

b 11 2000 0.52 0.51 

c 21 200 0.51 0.51 

Analysis 2 Median -- 200 0.40 0.40 

Analysis 3 a Mean -- 200 0.52 0.52 

1.  Number of row vectors in the demand-parameter matrix. 

2. Median of the 2000 realizations for the probability of unacceptable performance from the 2000 
trials. 

3. Arithmetic mean of the 2000 realizations for the probability of unacceptable performance from the 
2000 trials. 

 

Table 5.15. Statistics of Analysis 3 for the scenario-based assessment of Model 1 

Analysis 3a 3b 3c 3d 3e 3f 3g 

Number of row vectors 200 500 1000 1500 2000 2500 3000 

Arithmetic mean 0.52  0.52  0.51  0.52  0.51  0.52  0.52  

Median (counting) 0.52  0.51  0.51  0.51  0.51  0.51  0.51  

Median (Equation A.5) 0.51  0.51  0.51  0.51  0.51  0.51  0.51  

Dispersion (Equation A.6) 0.068  0.043  0.031  0.025  0.022  0.020  0.018  

Confidence level 0.86  0.98  1.00  1.00  1.00  1.00  1.00  

 

Figure 5.33 presents the CDFs developed by sorting the two sets of 2000 realizations for Analyses 

2 and 3a. The mean values of the CDFs are 0.4 and 0.52 for Analyses 2 and 3a, respectively (see 

Table 5.14). The mean value for Analysis 2 (using the median fragility curves) is smaller than that 

for Analysis 3a (using the mean fragility curves) since most ASFA values in the underlying 

demand-parameter matrix (Table 5.9) are smaller than the value of â  for the corresponding 

family of fragility curves, where the probability of failure for the median curve is smaller than that 

for the mean curve. Importantly, the mean value for Analysis 3a is almost identical to the 

benchmark value for the probability of unacceptable performance from Analysis 1. 
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Figure 5.33.  Distributions of the probability of unacceptable performance for Analyses 2 
and 3a for the scenario-based assessment of Model 1 established a) from 
sorting the realizations and b) using a lognormal distribution 

Figure 5.33 also presents goodness-of-fit tests, where the CDF developed by sorting the 2000 

realizations for Analysis 2 (3a) is compared with the CDF of a lognormal distribution estimated 

from the 2000 realizations. The CDFs for Analyses 2 and 3a are well represented by lognormal 

distributions.  

Analysis 3a was repeated using 500, 1000, 1500, 2000, 2500 and 3000 row vectors to study 

confidence levels. These analyses were denoted Analyses 3b through 3g, respectively. Results are 

presented in Figure 5.34 through Figure 5.38. 

Figure 5.34 presents the CDFs of the probability of unacceptable performance for each of 

Analyses 3a (200 rows), 3b (500 rows), 3c (1000 rows), 3e (2000 rows) and 3g (3000 rows). The 

medians and dispersions computed using (A.5) and (A.6) for Analyses 3a through 3g are 

presented in Figure 5.35 as a function of the number of row vectors. The results of Figure 5.35 

show that θ  is constant at 0.51 and the value of β  decreases as the number of row vectors 

increases. All values of β are smaller than 0.08.  

The CDFs of Figure 5.34 for Analysis 3 are re-plotted in Figure 5.36 together with the CDF of 

Figure 5.32 for Analysis 1b. All the curves have the same median value but different dispersions. 

The dispersion in the curve for Analysis 1b is greater than those in the curves for Analysis 3. Note 

that the purpose of Analysis 3 is to capture the mean value of the distribution for Analysis 1. The 

small dispersion in the results for Analysis 3 enables the analysis to be performed using only one 

trial, instead of repeating the analysis hundreds of times for a reliable estimation.  
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Figure 5.34.  Distributions of the probability of unacceptable performance for Analyses 
3a, b, c, e and g for the scenario-based assessment of Model 1 
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Figure 5.35.  Medians and dispersions of the probability of unacceptable performance for 
Analysis 3 for the scenario-based assessment of Model 1 as a function of the 
number of row vectors of the DP matrix 
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Figure 5.36.  Distributions of the probability of unacceptable performance for Analyses 
1b and 3 for the scenario-based assessment of Model 
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Figure 5.37.  Probability of unacceptable performance as a function of Ra for the scenario-
based assessment of Models 2, 3 and 4 using 2000 row vectors 
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Figure 5.38.  Probability of unacceptable performance as a function of Ra for the 
scenario-based assessment of Models 2, 3 and 4 using 200,000 row vectors 

Table 5.15 summarizes the statistics for Analyses 3a through 3g, including the arithmetic mean, 

median (through counting), median (using (A.5)) and dispersion (using (A.6)) of the 2000 

realizations for each analysis. The trends in the values of mean (or median) and dispersion for 

Analysis 3 were discussed previously. The confidence levels listed in Table 5.15 increase as the 

number of row vectors increases. In this example, the use of 200 row vectors can achieve a 

confidence level of 86%; the use of 500+ row vectors almost guarantees the estimate of the 

probability of unacceptable performance to be within ±10% of the benchmark value.  

5.3.4.2 Models 2, 3 and 4 

The results presented in Sections 5.2.4.2 and 5.3.4.1 led to the observation that the mean value of 

the probability of unacceptable performance obtained using a family of fragility curves (Analysis 

1) can be estimated without bias and with high confidence using the mean fragility curve of the 

family (Analysis 3). Accordingly, the probabilities of unacceptable performance for the scenario-

based assessments of Models 2, 3 and 4 were computed using Analysis 3e with only one trial. No 

unacceptable performance was observed in any of the base isolated models. This does not mean 

that the probabilities of unacceptable performance for Models 2, 3 and 4 are zero since the 

probability of failure defined by any fragility curve of Figure 5.10 is not zero unless the value of 

ASFA is zero. If the probability of unacceptable performance is much smaller than 0.0005 

(=1/2000), many additional trials (row vectors) are required to capture such a small probability. 

To investigate this further, the analysis described above was repeated using 200,000 row vectors. 

Only one row vector for Model 2 resulted in unacceptable performance. Accordingly, the 
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probability of unacceptable performance for the scenario-based assessments of Models 2, 3 and 4 

is smaller than 65 10−× .  (The corresponding value for the conventional NPP is 0.51.) 

5.3.4.3 Results Using Modified Mean Fragility Curves 

Section 5.3.4.2 identified the utility of base isolation to reduce the probability of unacceptable 

performance of a conventional NPP assuming the secondary systems have the same capacities in 

the conventional and base isolated models. For secondary systems whose design is controlled by 

seismic demands, the use of base isolation can greatly reduce those demands, enable a more 

economic (lower strength) design for the systems and maintain a probability of unacceptable 

performance that is smaller than that in conventional NPPs. 

To characterize the relationship between the degree of capacity reduction on secondary systems 

and the probability of unacceptable performance of base isolated NPPs, a parameter, aR , is 

defined:   

 
ˆ
ˆa

aR
a
′

=  (5.9) 

where â′  is a deterministic value representing the reduced median capacity of the fragility curves. 

In this study, aR  was varied between 0.01 and 1.  

Analysis 3e of Section 5.3.4.1 was repeated for each of Models 2, 3 and 4 using the updated 

fragility curves, which are similar to those presented in Figure 5.10, except that the median 

capacity for each family of fragility curves was reduced from â  to ˆaR a .  

For a given base isolated model and a given value of aR , a value of the probability of 

unacceptable performance was computed per the procedure of Analysis 3e using only one trial. 

The results are presented in Figure 5.37 as a function of aR  and model number. Figure 5.37 also 

presents the probabilities of unacceptable performance identified in Section 5.3.4.1 for Model 1 

and the value of aR  for each isolated NPP model that has a probability of unacceptable 

performance equal to that for Model 1; the values of aR  for this equivalent performance are 0.12, 

0.047 and 0.017 for Models 2, 3 and 4, respectively. Although such small values of aR  likely 

have little practical significance since seismic demand is not the only factor controlling the design 

of a secondary system, these results show the advantages of base isolation, namely, enabling the 

design of secondary systems for far smaller seismic demands than for those in conventional (non-

isolated) NPPs. 
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Analysis 3e above utilized 2000 row vectors. To verify the impact of the number of row vectors 

on the results, the above analysis was repeated using 200,000 row vectors. The results are 

presented in Figure 5.38. The differences in the results are insignificant. If the median values of 

the fragility curves are reduced, the probability of unacceptable performance increases and the use 

of a very large number of row vectors becomes unnecessary. 

5.4 Time-Based Assessment of the Conventional and Base Isolated Reactor 
Building 

5.4.1 Hazard Curves 

Section 5.4 presents the time-based assessment of Models 1 through 4 and compares the annual 

frequency of unacceptable performance of the four models. A time-based assessment is performed 

as a series of intensity-based assessments except that the earthquake shaking is described by a 

seismic hazard curve. Figure 5.39 presents four seismic hazard curves at periods of 0.1, 0.14, 1 

and 2 seconds. The 0.1- and 1-second curves were obtained from the ESP report for the sample 

NPP site and the other two curves were developed in this study for the use of the time-based 

assessment for Models 1 through 4 since the 0.14- and 2-second curves were not available in the 

ESP report. 

Based on the UHS presented in Table 5.1 for a MAFE of 510− , the spectral accelerations at 

periods of 0.14 and 2 seconds are 1.024 and 0.094 g, respectively. The value of 1.024 was 

determined from the linear interpolation of the spectral accelerations at 0.1 and 0.2 second. The 

0.14- and 2-second hazard curves used in this study were assumed to have the same shapes as the 

0.1- and 1-second curves, respectively, and generated by shifting the 0.1- and 1-second curves to 

spectral accelerations of 1.024 and 0.094 g, respectively, at a MAFE of 510− . Table 5.16 lists the 

X and Y coordinates of the 0.14- and 2-second hazard curves used in this study. 
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Figure 5.39.  Seismic hazard curves at periods of 0.1, 0.14, 1 and 2 seconds for the sample 
NPP site 
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Table 5.16.  Seismic hazard curves at periods of 0.14 and 2 seconds for the sample NPP 
site 

T= 0.14 sec T= 2 secs 

MAFE 
Spectral acceleration 

(g) 
MAFE 

Spectral acceleration 
(g) 

1.60E-03 4.28E-02 8.51E-03 7.79E-04 

8.20E-04 8.56E-02 3.09E-03 2.34E-03 

4.40E-04 1.28E-01 1.72E-03 3.89E-03 

2.82E-04 1.71E-01 1.12E-03 5.47E-03 

2.00E-04 2.15E-01 7.05E-04 7.79E-03 

1.47E-04 2.58E-01 2.54E-04 1.55E-02 

8.71E-05 3.41E-01 5.53E-05 3.91E-02 

6.03E-05 4.29E-01 2.96E-05 5.45E-02 

5.00E-05 4.68E-01 1.47E-05 7.79E-02 

4.29E-05 5.10E-01 1.00E-05 9.40E-02 

2.42E-05 6.80E-01 6.31E-06 1.17E-01 

1.53E-05 8.56E-01 3.43E-06 1.55E-01 

1.04E-05 1.02E+00 2.06E-06 1.95E-01 

7.33E-06 1.20E+00 1.35E-06 2.33E-01 

5.43E-06 1.37E+00 1.00E-06 2.62E-01 

4.16E-06 1.54E+00 6.68E-07 3.12E-01 

3.16E-06 1.71E+00 3.78E-07 3.90E-01 

1.84E-06 2.15E+00 2.33E-07 4.67E-01 

1.00E-06 2.68E+00 1.03E-07 6.23E-01 

5.4.2 Scaling of Ground Motions 

5.4.2.1 Model 1 

The procedure of Section 3.3.4.3 was used to scale the 11 SGMS ground motions for the time-

based assessment. In the draft ATC-58 Guidelines, the time-based assessment is performed in the 

range between 0.05 g and the spectral acceleration corresponding to a MAFE of 42 10−×  since the 

Guidelines is prepared for regular buildings. This range is not appropriate for NPPs since the 

MAFE for the SSE shaking (about 510− ) is smaller than 42 10−×  and the upper bound spectral 
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acceleration for the time-based assessment should be higher than the design level to include all 

significant loss. In this study, the smallest MAFE of the 0.14-second hazard curve in Figure 5.39 

(= 610− ) was used to determine the upper bound of spectral acceleration for the time-based 

assessment of Model 1.  

The 0.14-second hazard curve in Figure 5.39 is re-plotted in Figure 5.40, which illustrates the 

computation of the target spectral ordinates for scaling ground motions for the time-based 

assessment of Model 1. The range of spectral acceleration was selected as 0.05 g to 2.68 g, where 

the two spectral ordinates are associated with MAFEs of 31.43 10−×  and 610− , respectively. (The 

appropriateness of this range will be evaluated at the end of Section 5.4 using the results of the 

time-based assessment.) The range of spectral acceleration was split into eight equal intervals and 

the midpoint value in each interval characterizes a target spectral demand for the scaling of 

ground motions. The second and third columns of Table 5.17 present the spectral accelerations 

and MAFEs ( iλ ), respectively, at the boundaries of the eight intervals. The eight target spectral 

ordinates are identified in the figure by the symbol “ ” with values of 0.21, 0.54, 0.87, 1.2, 1.53, 

1.86, 2.19 and 2.52 g. The Mean Annual Frequency (MAF, iλΔ ) associated with each spectral 

interval, which is required for time-based assessment, is computed as the difference in the MAFEs 

at the boundaries of the interval. For example, the MAF associated with the first spectral interval, 

termed 1λΔ , is determined by the difference between 1λ  (1.43E-03) and 2λ  (7.43E-05) shown in 

the third column of Table 5.17. The values of iλΔ  for the eight spectral intervals for Model 1 are 

listed in the second column of Table 5.18. 
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Figure 5.40.  Computation of target spectral ordinates for scaling ground motions for the 
time-based assessment of Model 1 

Eight bins of ground motions, termed Bins TC1 through TC8, used in the time-based assessment 

for Model 1 were developed by amplitude scaling the eleven SGMS ground motions to each of 

the eight target spectral ordinates identified in Figure 5.40 at a period of 0.14 second. Figure 5.41 

presents the spectral accelerations of the ground motions in Bins TC1 and TC8 using a semi-log 

scale (panel a) and a log-log scale (panel b). 

5.4.2.2 Models 2, 3 and 4 

The analysis of Figure 5.40 was repeated using the 2-second hazard curve of Figure 5.39 to 

determine the target spectral ordinates for scaling ground motions for the time-based assessments 

of the base isolated NPP models (i.e., Models 2, 3 and 4). The process is illustrated in Figure 5.42. 

To enable a comparison, the MAFE range for Model 1 ( 31.43 10−×  to 610− ) was used in Figure 

5.427. The eight target spectral ordinates are identified on the X axis of Figure 5.42 by the symbol 

“ ” with values of 0.021, 0.052, 0.0844, 0.116, 0.148, 0.18, 0.212 and 0.244 g. The fourth and 

fifth columns of Table 5.17 present the spectral accelerations and MAFEs, respectively, at the 

boundaries of the eight spectral intervals determined in Figure 5.42. The values of iλΔ  for the 

eight spectral intervals are listed in the third column of Table 5.18. 

 

                                                      
7 The hazard curve of Figure 5.42 shows a problem of the spectral acceleration range recommended in the 

draft ATC-58 Guidelines for long-period or base isolated structures in CEUS: the MAFE associated with a 

spectral ordinate of 0.05 g is much smaller than 42 10−× . 



 

 185

 

Table 5.17.  Spectral accelerations and MAFEs ( iλ ) at the boundaries of spectral 
intervals on the seismic hazard curves of Figure 5.40 and Figure 5.42 

i  
T= 0.14 sec T= 2 secs 

Spectral 
acceleration (g) iλ  Spectral 

acceleration (g) iλ  

1 5.00E-02 1.43E-03 4.60E-03 1.42E-03 

2 3.79E-01 7.43E-05 3.65E-02 6.52E-05 

3 7.08E-01 2.25E-05 6.85E-02 1.95E-05 

4 1.04E+00 1.01E-05 1.00E-01 8.78E-06 

5 1.37E+00 5.47E-06 1.32E-01 4.93E-06 

6 1.69E+00 3.23E-06 1.64E-01 3.06E-06 

7 2.02E+00 2.15E-06 1.96E-01 2.04E-06 

8 2.35E+00 1.46E-06 2.28E-01 1.43E-06 

9 2.68E+00 1.00E-06 2.60E-01 1.02E-06 

 

 

Table 5.18.  Mean annual frequency (MAF) for the eight spectral intervals in 
time-based assessment 

Interval MAF, T= 0.14 sec MAF, T= 2 sec 

1λΔ  1.35E-03 1.35E-03 

2λΔ  5.18E-05 4.57E-05 

3λΔ  1.24E-05 1.07E-05 

4λΔ  4.63E-06 3.85E-06 

5λΔ  2.23E-06 1.87E-06 

6λΔ  1.08E-06 1.03E-06 

7λΔ  6.90E-07 6.09E-07 

8λΔ  4.59E-07 4.05E-07 
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Figure 5.41.  Response spectra of the ground motions in Bins TC1 and TC8 
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Figure 5.42.  Computation of target spectral ordinates for scaling ground motions for the 
time-based assessment of Models 2, 3 and 4 

Eight bins of ground motions, termed Bins TI1 through TI8, used in the time-based assessment for 

Models 2, 3 and 4 were developed by amplitude scaling the eleven SGMS ground motions to each 

of the eight target spectral ordinates identified in Figure 5.42 at a period of 2 seconds. Figure 5.43 

presents the spectral accelerations of the ground motions in Bins TI1 and TI8 using a semi-log 

scale (panel a) and a log-log scale (panel b). 

5.4.3 Analysis Results 

Nonlinear uni-directional response-history analyses were performed using Model 1 subjected to 

the Bins TC1 through TC8 ground motions and using Models 2, 3 and 4 subjected to the Bins TI1 

through TI8 ground motions in the X and Y directions.  

Figure 5.44 through Figure 5.48 and Table 5.19 through Table 5.22 present results for 1) Model 1 

subjected to the Bin TC1 ground motions and 2) Models 2, 3 and 4 subjected to the Bin TI1 

ground motions. Figure 5.44 presents the median of the 11 floor spectral accelerations between 5 

and 33 Hz and the 84th, 50th and 16th percentiles of AFSA at Nodes 201, 1009 and 216 in the X 

direction. Figure 5.45 presents similar results in the Y direction. Table 5.19 through Table 5.22 

present the demand parameter matrices for Models 1 through 4, respectively. Each parameter 

includes the eleven AFSA values at each of Nodes 201, 1009 and 216 in the X and Y directions. 

The analysis of Figure 5.14 was repeated using the AFSA values of Table 5.19 through Table 5.22 

to generate the 200 sets of AFSA values for Models 1 through 4. Figure 5.46 and Figure 5.47 

presents the relationships of the 200 AFSA values at Node 201 and those at Node 216 in the X 

and Y directions, respectively, with the same scale for the X axis and the same scale for the Y axis 
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to enable the direct comparison of the distributions of AFSA for the conventional and base 

isolated models. For clarity, the results of Figure 5.46 and Figure 5.47 for the base isolated 

models were re-plotted in Figure 5.48 using smaller scales for the X and Y axes.  
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Figure 5.43.  Response spectra of the ground motions in Bins TI1 and TI8 
The presentation of Figure 5.44 through Figure 5.48 and Table 5.19 through Table 5.22 was 

repeated in Figure 5.49 through Figure 5.53 and Table 5.23 through Table 5.26 to present results 

for 1) Model 1 subjected to the Bin TC8 ground motions and 2) Models 2, 3 and 4 subjected to the 

Bin TI8 ground motions. The difference in the AFSA response between Models 1 and 2 is much 

more significant for the Bin 8 ground motions than for the Bin 1 ground motions since when 

Model 2 is subjected to ground motions with small intensity, its response is dominated by the high 

pre-yield stiffness of the isolators. (See Appendix F for a presentation on the influence of isolator 

pre-yield stiffness on floor acceleration response.)  
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a. Median floor spectral accelerations, Node 201 b. AFSA, Node 201 
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c. Median floor spectral accelerations, Node 1009 d. AFSA, Node 1009 
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e. Median floor spectral accelerations, Node 216 f. AFSA, Node 216 

Figure 5.44.  Floor spectral accelerations at Nodes 201, 1009 and 216 in the X direction 
from the response-history analyses of 1) Model 1 subjected to the Bin TC1 
motions and 2) Models 2, 3 and 4 subjected to the Bin TI1 motions 
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c. Median floor spectral accelerations, Node 1009 d. AFSA, Node 1009 
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Figure 5.45.  Floor spectral accelerations at Nodes 201, 1009 and 216 in the Y direction 
from response-history analyses of 1) Model 1 subjected to the Bin TC1 
motions and 2) Models 2, 3 and 4 subjected to the Bin TI1 motions 
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a. Model 1 b. Model 2 
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c. Model 3 d. Model 4 

Figure 5.46.  AFSA at Nodes 201 and 216 in the X direction generated using 1) response-
history analyses and 2) the procedure of Appendix B for 1) Model 1 
subjected to the Bin TC1 ground motions and 2) Models 2, 3 and 4 subjected 
to the Bin TI1 ground motions 
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c. Model 3 d. Model 4 

Figure 5.47.  AFSA at Nodes 201 and 216 in the Y direction generated using 1) response-
history analyses and 2) the procedure of Appendix B for 1) Model 1 
subjected to the Bin TC1 ground motions and 2) Models 2, 3 and 4 subjected 
to the Bin TI1 ground motions  
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Figure 5.48.  AFSA at Nodes 201 and 216 generated using 1) response-history analyses and 
2) the procedure of Appendix B for Models 2, 3 and 4 subjected to the Bin 
TI1 ground motions 
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Figure 5.49.  Floor spectral accelerations at Nodes 201, 1009 and 216 in the X direction 
from response-history analyses of 1) Model 1 subjected to the Bin TC8 
motions and 2) Models 2, 3 and 4 subjected to the Bin TI8 motions 
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c. Median floor spectral accelerations, Node 1009 d. AFSA, Node 1009 
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Figure 5.50.  Floor spectral accelerations at Nodes 201, 1009 and 216 in the Y direction 
from response-history analyses of 1) Model 1 subjected to the Bin TC8 
motions and 2) Models 2, 3 and 4 subjected to the Bin TI8 motions 
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c. Model 3 d. Model 4 

Figure 5.51.  AFSA at Nodes 201 and 216 in the X direction generated using 1) response-
history analyses and 2) the procedure of Appendix B for 1) Model 1 subjected 
to the Bin TC8 ground motions and 2) Models 2, 3 and 4 subjected to the Bin 
TI8 ground motions 
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Figure 5.52.  AFSA at Nodes 201 and 216 in the Y direction generated using 1) response-
history analyses and 2) the procedure of Appendix B for 1) Model 1 subjected 
to the Bin TC8 ground motions and 2) Models 2, 3 and 4 subjected to the Bin 
TI8 ground motions  
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Figure 5.53.  AFSA at Nodes 201 and 216 generated using 1) response-history analyses and 
2) the procedure of Appendix B for Models 2, 3 and 4 subjected to the Bin 
TI8 ground motions 
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Table 5.19.  AFSA at Nodes 201, 1009 and 216 of Model 1 subjected to the Bin TC1 
ground motions 

GM No. 
AFSA in the X direction (g) AFSA in the Y direction (g) 

Node 201 Node 1009 Node 216 Node 201 Node 1009 Node 216 

1 0.45  0.58  1.19  0.45  0.59  1.38  

2 0.36  0.50  0.93  0.35  0.53  1.13  

3 0.36  0.57  1.03  0.33  0.46  1.11  

4 0.49  0.68  1.32  0.47  0.68  1.34  

5 0.34  0.47  0.88  0.28  0.41  0.95  

6 0.41  0.61  0.99  0.34  0.51  1.12  

7 0.31  0.44  0.84  0.34  0.42  1.00  

8 0.36  0.47  0.90  0.39  0.57  1.22  

9 0.43  0.53  0.95  0.48  0.67  1.34  

10 0.30  0.42  0.86  0.31  0.41  1.06  

11 0.47  0.58  1.07  0.54  0.70  1.48  

 

Table 5.20.  AFSA at Nodes 201, 1009 and 216 of Model 2 subjected to the Bin TI1 ground 
motions 

GM No. 
AFSA in the X direction (g) AFSA in the Y direction (g) 

Node 201 Node 1009 Node 216 Node 201 Node 1009 Node 216 

1 0.22  0.25  0.57  0.22  0.22  0.73  

2 0.23  0.28  0.56  0.23  0.29  0.74  

3 0.20  0.25  0.53  0.20  0.25  0.69  

4 0.14  0.19  0.34  0.14  0.18  0.46  

5 0.18  0.22  0.40  0.17  0.22  0.53  

6 0.19  0.23  0.42  0.19  0.24  0.54  

7 0.21  0.25  0.49  0.19  0.25  0.62  

8 0.22  0.25  0.47  0.22  0.28  0.58  

9 0.20  0.21  0.49  0.20  0.23  0.59  

10 0.19  0.23  0.47  0.19  0.24  0.66  

11 0.24  0.27  0.59  0.24  0.28  0.69  
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Table 5.21.  AFSA at Nodes 201, 1009 and 216 of Model 3 subjected to the Bin TI1 ground 
motions 

GM No. 
AFSA in the X direction (g) AFSA in the Y direction (g) 

Node 201 Node 1009 Node 216 Node 201 Node 1009 Node 216 

1 0.09  0.11  0.19  0.08  0.09  0.21  

2 0.11  0.14  0.28  0.11  0.13  0.36  

3 0.09  0.11  0.16  0.09  0.11  0.21  

4 0.07  0.08  0.11  0.07  0.08  0.13  

5 0.07  0.08  0.16  0.07  0.08  0.21  

6 0.08  0.09  0.12  0.08  0.09  0.15  

7 0.08  0.08  0.14  0.07  0.08  0.17  

8 0.10  0.13  0.23  0.10  0.12  0.26  

9 0.07  0.07  0.12  0.07  0.07  0.13  

10 0.09  0.11  0.16  0.09  0.10  0.20  

11 0.12  0.12  0.18  0.11  0.12  0.20  

 

Table 5.22.  AFSA at Nodes 201, 1009 and 216 of Model 4 subjected to the Bin TI1 ground 
motions 

GM No. 
AFSA in the X direction (g) AFSA in the Y direction (g) 

Node 201 Node 1009 Node 216 Node 201 Node 1009 Node 216 

1 0.04  0.04  0.06  0.03  0.04  0.07  

2 0.05  0.05  0.09  0.05  0.05  0.11  

3 0.03  0.04  0.05  0.03  0.04  0.07  

4 0.02  0.02  0.04  0.02  0.02  0.04  

5 0.03  0.03  0.06  0.03  0.03  0.07  

6 0.03  0.03  0.05  0.03  0.03  0.05  

7 0.03  0.04  0.06  0.03  0.04  0.07  

8 0.04  0.05  0.08  0.04  0.04  0.09  

9 0.03  0.03  0.05  0.03  0.03  0.06  

10 0.04  0.04  0.06  0.04  0.04  0.07  

11 0.04  0.04  0.07  0.04  0.04  0.09  
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Table 5.23.  AFSA at Nodes 201, 1009 and 216 of Model 1 subjected to the Bin TC8 
ground motions 

GM No. 
AFSA in the X direction (g) AFSA in the Y direction (g) 

Node 201 Node 1009 Node 216 Node 201 Node 1009 Node 216 

1 5.36  6.14  12.26  5.06  6.27  14.49  

2 4.06  5.29  9.93  4.12  5.99  12.93  

3 4.36  6.18  10.86  3.97  5.25  13.22  

4 5.53  6.96  12.78  5.19  6.99  14.55  

5 3.98  5.40  9.94  3.30  4.68  10.60  

6 4.44  6.37  10.51  3.78  5.41  12.89  

7 3.59  4.71  9.19  4.10  4.83  10.72  

8 4.26  5.36  10.19  4.23  5.73  12.12  

9 5.17  6.22  11.19  5.48  7.58  14.28  

10 3.54  5.02  10.13  3.52  4.80  12.13  

11 5.29  5.88  11.14  5.55  6.81  14.07  

 

Table 5.24.  AFSA at Nodes 201, 1009 and 216 of Model 2 subjected to the Bin TI8 ground 
motions 

GM No. 
AFSA in the X direction (g) AFSA in the Y direction (g) 

Node 201 Node 1009 Node 216 Node 201 Node 1009 Node 216 

1 0.53  0.55  1.11  0.53  0.62  1.59  

2 0.57  0.55  1.08  0.58  0.58  1.30  

3 0.42  0.53  1.24  0.44  0.48  1.54  

4 0.36  0.44  0.84  0.38  0.44  1.07  

5 0.49  0.53  1.01  0.49  0.56  1.27  

6 0.40  0.46  0.91  0.41  0.45  1.12  

7 0.56  0.59  1.10  0.57  0.63  1.34  

8 0.46  0.50  0.95  0.47  0.53  1.25  

9 0.51  0.58  1.23  0.54  0.60  1.61  

10 0.49  0.60  1.06  0.47  0.60  1.51  

11 0.55  0.55  1.19  0.54  0.62  1.38  
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Table 5.25.  AFSA at Nodes 201, 1009 and 216 of Model 3 subjected to the Bin TI8 ground 
motions 

GM No. 
AFSA in the X direction (g) AFSA in the Y direction (g) 

Node 201 Node 1009 Node 216 Node 201 Node 1009 Node 216 

1 0.41  0.44  0.85  0.41  0.45  1.17  

2 0.47  0.44  0.82  0.47  0.47  1.04  

3 0.39  0.46  0.86  0.38  0.44  1.10  

4 0.31  0.33  0.67  0.31  0.34  0.78  

5 0.34  0.40  0.74  0.36  0.41  1.01  

6 0.34  0.40  0.73  0.35  0.41  0.95  

7 0.33  0.37  0.67  0.33  0.38  0.89  

8 0.40  0.43  0.66  0.40  0.46  0.84  

9 0.35  0.40  0.71  0.37  0.41  0.94  

10 0.40  0.50  0.79  0.38  0.49  1.11  

11 0.46  0.48  0.91  0.45  0.50  1.02  

 

Table 5.26.  AFSA at Nodes 201, 1009 and 216 of Model 4 subjected to the Bin TI8 ground 
motions 

GM No. 
AFSA in the X direction (g) AFSA in the Y direction (g) 

Node 201 Node 1009 Node 216 Node 201 Node 1009 Node 216 

1 0.42  0.46  0.65  0.41  0.44  0.82  

2 0.53  0.57  1.03  0.53  0.57  1.29  

3 0.38  0.41  0.60  0.37  0.41  0.80  

4 0.27  0.28  0.41  0.26  0.29  0.49  

5 0.34  0.38  0.67  0.34  0.38  0.84  

6 0.35  0.37  0.54  0.34  0.38  0.64  

7 0.37  0.42  0.69  0.36  0.41  0.85  

8 0.46  0.53  0.92  0.48  0.50  1.08  

9 0.36  0.37  0.57  0.35  0.39  0.66  

10 0.48  0.50  0.74  0.48  0.51  0.87  

11 0.47  0.48  0.83  0.48  0.51  1.04  
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Figure 5.54 and Figure 5.55 present the medians and logarithmic standard deviations, 

respectively, of the AFSA values at Nodes 201, 1009 and 216 as a function of ground motion bin. 

Note that for a given bin number in Figure 5.54 and Figure 5.55, the ground motion bin used in 

the analysis for Model 1 (Bin TCx) is different from that used in the analysis for Models 2, 3 and 

4 (Bin TIx); and the median spectral acceleration for the Bin TCx ground motions is smaller than 

that for the Bin TIx throughout the period range shown in Figure 5.41 and Figure 5.43. 

Figure 5.54 shows one advantage of the implementation of base isolation: as the intensity of the 

earthquake shaking increases, the increase in the AFSA response in the base isolated NPPs is 

much smaller than that in the conventional NPP. For example, in panel a of Figure 5.54, the 

median AFSAs for Model 1 subjected to the ground motions of Bins TC1 and TC8 are 0.38 g and 

4.45 g, respectively; and those for Model 2 subjected to the ground motions of Bins TI1 and TI8 

are 0.20 g and 0.48 g, respectively. This observation explains why, for scenario-based assessment, 

the dispersion in AFSA for the conventional NPP model is much greater than that for the 

nonlinear base isolated NPPs: the ground motions used in scenario-based assessment are scaled to 

cover a wide range of spectral accelerations at the fundamental period of the structure and the 

increase of AFSA due to the increase of the spectral acceleration is much greater in the 

conventional NPP than in the base isolated NPPs. 

Figure 5.55 shows that the dispersion ( β ) in AFSA for the conventional NPP is not necessarily 

higher or lower than that for the base isolated NPPs when the ground motions are scaled to a 

given spectral acceleration at a given period. In general, the value of β  decreases as the intensity 

of earthquake and the nonlinearity of the structure increase. Of the four models, the value of β  

for Model 3, which is the NPP equipped with LR bearings, is the most sensitive to the earthquake 

intensity.  

5.4.4 Frequency of Unacceptable Performance 

5.4.4.1 Mean Fragility Curves 

The results of Sections 5.2.4.2 and 5.3.4 show that the mean value of the distribution of the 

probability of unacceptable performance using a family of fragility curves can be estimated 

without bias and with high confidence by analysis using mean fragility curves and thousands of 

row vectors. This procedure was used below for the time-based assessments of Models 1 through 

4.  
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Figure 5.54.  Median of AFSA at Nodes 201, 1009 and 216 as a function of ground motion 
bin for the time-based assessments of Models 1, 2, 3 and 4 
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Figure 5.55.  Logarithmic standard deviation ( β ) of AFSA at Nodes 201, 1009 and 216 as a 
function of ground motion bin for the time-based assessments of Models 1, 2, 
3 and 4 
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For Model 1, a single value of the probability of unacceptable performance was computed for 

each ground-motion bin using the mean fragility curves of Figure 5.17 and 2000 row vectors, 

which were generated using the underlying demand-parameter matrix for the corresponding 

ground-motion bin per the procedure of Appendix B. For Models 2, 3 and 4, a single value of the 

probability of unacceptable performance was computed for each model and ground-motion bin 

using the mean fragility curves of Figure 5.17 and 200,000 row vectors. For a given model, the 

product of the probability of unacceptable performance for each ground-motion bin ( iP ) and the 

MAF associated with the bin ( iλΔ ) was computed; the summation of the eight products was 

defined as the mean annual frequency of unacceptable performance for the model.  

Table 5.27 summarizes the computation of the annual frequency of unacceptable performance of 

Model 1, including the values of iλΔ , iP  and i iPλΔ ×  for ground-motion bins TI1 through TI8 

and the annual frequency of unacceptable performance, 52.55 10−× . Table 5.27 shows that the 

probability of unacceptable performance ( iP ) for Bin TI1 is 0 and that for each of Bins TI6, TI7 

and TI8 is 1. The last column in Table 5.27 presents the contribution to the annual frequency of 

unacceptable performance from each intensity level, which can be used to evaluate the range of 

spectral acceleration selected for the time-based assessment. The ratio for Bin TI1 is 0, which 

deems a lower-bound spectral acceleration smaller than 0.05 g unnecessary. The ratio for Bin TI8 

is 0.02 with iP  equal to 1, which implies that the upper-bound spectral acceleration is sufficient. 

Table 5.28 summarizes the computation of the mean annual frequency of unacceptable 

performance of Models 2, 3 and 4. The mean annual frequencies of unacceptable performance of 

the three models are 93.47 10−× , 114.25 10−× and 101.64 10−× , respectively, and much smaller than 

that of Model 1 ( 52.55 10−× ). 
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Table 5.27.  Computation of annual frequency of unacceptable performance of Model 1 
using 2,000 row vectors 

Ground-motion 
bin iλΔ  

Probability of 
unacceptable 

performance, iP  
i iPλΔ ×  8

1

i i

i i
i

P

P

λ

λ
=

Δ ×

Δ ×∑
 

TC1 1.35E-03 0 0 0.00  

TC2 5.18E-05 0.16  8.29E-06 0.32  

TC3 1.24E-05 0.68  8.43E-06 0.33  

TC4 4.63E-06 0.94  4.35E-06 0.17  

TC5 2.23E-06 0.99  2.21E-06 0.09  

TC6 1.08E-06 1  1.08E-06 0.04  

TC7 6.90E-07 1  6.90E-07 0.03  

TC8 4.59E-07 1  4.59E-07 0.02  

Annual frequency of unacceptable performance 
8

1
i i

i
Pλ

=
Δ ×∑

 

2.55E-05 -- 

 

Table 5.28.  Computation of annual frequency of unacceptable performance of Models 2, 3 
and 4 using 200,000 row vectors 

Ground-
motion bin iλΔ  

Probability of unacceptable 
performance, iP  i iPλΔ ×  

Model 2 Model 3 Model 4 Model 2 Model 3 Model 4 

TI1 1.35E-03 0 0 0 0 0 0 

TI2 4.57E-05 2.00E-05 0 0 9.15E-10 0 0 

TI3 1.07E-05 6.00E-05 0 0 6.42E-10 0 0 

TI4 3.85E-06 1.30E-04 0 0 5.00E-10 0 0 

TI5 1.87E-06 2.15E-04 0 0 4.02E-10 0 0 

TI6 1.03E-06 3.85E-04 0 5.00E-06 3.96E-10 0 5.14E-12 

TI7 6.09E-07 4.90E-04 2.00E-05 1.05E-04 2.98E-10 1.22E-11 6.39E-11 

TI8 4.05E-07 7.75E-04 7.50E-05 2.35E-04 3.13E-10 3.03E-11 9.51E-11 

Annual frequency of unacceptable performance  3.47E-09 4.25E-11 1.64E-10 
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5.4.4.2 Mean Fragility Curves Modified by aR  

The analyses of Section 5.3.4.3 were repeated using the AFSA results for the time-based 

assessments of Models 2, 3 and 4 to characterize the relationship between aR  and the mean 

annual frequency of unacceptable performance. The analyses were performed using 2000 row 

vectors8. The results are presented in Figure 5.56 as a function of aR  and models. Figure 5.56 also 

presents the mean annual frequencies of unacceptable performance identified in Table 5.27 for 

Model 1 and the value of aR  for each isolated NPP model that has an annual frequency of 

unacceptable performance equal to that for Model 1. The values of aR  for this equivalent 

performance are 0.31, 0.14 and 0.072 for Models 2, 3 and 4, respectively. The results of Figure 

5.56 show that the use of base isolation enables secondary systems to be designed for smaller 

strengths than those in conventional NPPs and to achieve a lower annual frequency of 

unacceptable performance than that in a conventional NPP. 
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Figure 5.56.  Annual frequency of unacceptable performance as a function of Ra using 
2000 row vectors 

 

                                                      
8 Another set of analyses similar to that presented in this subsection but using 20,000 row vectors was 

performed to ensure the use of 2000 row vectors was sufficient. The results for 20,000 row vectors are 

almost identical to those for 2000 row vectors. 
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CHAPTER 6 
BLAST ASSESSMENT OF THE SAMPLE NPP REACTOR 

BUILDINGS 

6.1 Introduction 

The response of the sample conventional and isolated reactor buildings to blast loadings is 

presented in this chapter of the report. The primary purpose of the study is to identify the impact of 

the implementation of seismic isolation bearings beneath the reactor building (for earthquake 

effects) on the blast vulnerability of the building to blast loadings.  

The study, which is described in detail in the following sections, considers only detonations external 

to the containment vessel because it is assumed that access to the containment vessel is strictly 

controlled through the implementation of a layered physical security system, which would include 

vehicular barriers and physical inspection of all personnel and vehicles at some distance from the 

containment vessel. The impact of an internal explosion cannot be assessed on a generic basis and 

importantly, the vulnerability of the reactor building and its secondary systems would not be 

negatively impacted by the installation of seismic isolation bearings beneath the building. 

The study considered air blast and ground shock loadings from conventional improvised explosive 

devices only. Loadings associated with the detonation of thermonuclear weapons have not been 

considered. Terrorist attack of reactor buildings through the use of aircraft similar to the attacks of 

9/11/2001 is beyond the scope of this report, is indeed project specific, and has already been studied 

by the US Nuclear Regulatory Commission. The results of these studies have not been distributed to 

the public. Malevolent acts against reactor buildings using military munitions are also beyond the 

scope of this study. The US Department of Defense has detailed knowledge of the vulnerability of 

reinforced concrete structures to attack by bombs, missiles, rocket-propelled grenades and firearms. 

This classified knowledge could be used to assess the vulnerability of containment vessels to attack 

using military munitions. Again, the implementation of seismic isolation bearings beneath a reactor 

building will neither increase nor decrease the vulnerability of the vessel to such attacks. 

The effects of external air blast loadings and blast-induced ground shock on structures must be 

assessed using global and local response metrics. An important global response metric is collapse. 

Collapse of a continuum such as a reinforced concrete containment vessel is extremely unlikely and 
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could only result from the destruction of much of the containment vessel, which would result in 

egregious damage to and likely failure of the internal structure and secondary systems. Instead, the 

global responses of the conventional and isolated reactor buildings are computed and compared. 

Local response metrics for reinforced concrete elements are spalling and breach.  

Spalling of concrete is a result of the reflection of shock-induced compressive waves off the rear 

surface of a reinforced concrete component. The resultant tensile waves propagate back towards the 

impacted face. If the resultant tensile stresses exceed the tensile strength of the concrete, the 

concrete will spall. Breach results from the gross spalling of concrete such that a clear passage is 

opened from the front surface of the concrete to the rear surface. The US Department of Defense 

has developed knowledge and algorithms to compute the minimum thicknesses of concrete to 

prevent spalling and/or breach for a given charge weight and standoff distance. The minimum 

thickness is greater for spalling than breach. Again, the introduction of seismic isolation bearings 

below a reactor vessel will have no influence on the likelihood of spalling and/or breaching of a 

containment vessel. 

Three sections are included in the rest of the chapter to present the analysis methodology, the target 

threat and the performance of the sample NPP. Section 6.2 describes the state-of-practice and -art 

for determining blast-induced loads on structures due to air shock (Section 6.2.1) and ground shock 

(Section 6.2.2). Section 6.3 introduces the assumed threat (weapon size and standoff distance) for 

the assessment sample reactor building as well as the corresponding air blast pressure histories and 

ground shock developed for the selected blast threat using the methodologies introduced in Section 

6.2. Section 6.4 presents the results of the LS-DYNA analysis of the conventional and isolated 

reactor building for the pressure histories and ground shock of Section 6.3. Closing remarks are 

presented in Section 6.5 to summarize the analysis results and comment on the impact of the 

seismic isolation systems on the blast vulnerability of the sample reactor building. 

6.2 Blast Loading on Structures 

6.2.1 Air Shock 

Computation of air blast wave parameters for analysis of the sample containment vessel can be 

performed using a number of procedures, namely, 
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1. The charts of TM5-1300 (DoA 1990), which utilize the equations of Kingery and Bulmash 

(1984), and empirical relationships for the influence of non-normal angles of incidence on 

reflected pressure and specific impulse 

2. A DoD code such as CONWEP (Hyde 1993), which implements the procedures of TM5-

1300, including the effects of clearing 

3. A Computational Fluid Dynamics (CFD) code such as Air3D (Rose 2006) and STAR 

(www.cd-adapco.com) or a hydrocode such as AUTODYN (www.ansys.com) and LS-

DYNA (LSTC 2003) 

The first two procedures can be described as state-of-practice. The third procedure represents the 

state-of-art and this procedure was used to determine air-shock loads on the sample reactor 

buildings. 

Air3D was used to compute reflected pressure histories at numerous monitoring points on the 

exterior surface of the containment vessel. A CFD code was used because the simplified procedures 

are incapable of capturing the complex loading environment associated with a conventional 

weapons detonation within a distance of less than the containment vessel diameter from the vessel. 

Appendix G presents introductory material on blast loads on simple and complex objects, 

respectively, to introduce the reader to blast loadings on structures and reinforce the need to use a 

CFD or hydrocode to establish the pressure and loading histories on complex structures such as 

containment vessels. 

Identical to all CFD codes, Air3D solves the Eulerian conservation (momentum, mass and energy) 

equations in three dimensions. Rose (2006) provides detailed information on the numerical 

strategies adopted in Air3D.  

The blast source model implemented in Air3D is based on the balloon analog developed by Ritzel 

and Matthews (1997), which in turn is based on the seminal work of Brode (1955, 1956, 1957). 

Such an approach is approximate in the fireball (expansion of the detonation products) and accurate 

in the mid-field (beyond the expansion of the detonation products but where complexities such as 

charge shape are important in terms of defining the flow field) and far-field (region of one-

dimensional flow). The balloon is a statically pressurized volume of gas with the same blast energy 

potential as the charge. The blast is initiated by the instantaneous rupture of the balloon. Ritzel and 

Matthews demonstrated the utility of the analog by comparison of numerical and test data.  
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Brode equated the total blast energy potential of a pressurized volume of ideal gas to that of the 

total blast energy of a charge, E, as follows: 

 0( )
( 1)

P P VE
γ
−

=
−

 (6.1) 

where P  is the static pressure in the balloon prior to rupture, 0P  is the ambient pressure (0.10 MPa, 

1 atm), V is the volume of the balloon, and γ  is the ratio of specific heats for the balloon gas (=1.4 

for air at ambient pressure and temperature). For the Air3D analyses described herein, the volume 

of the spherical balloon was computed using the charge mass and an assumed charge mass density 

of 1600 3kg m , 1.4γ = , 0 0.10P = MPa, and 4.52E = MJ/kg for TNT (Rose 2006). 

Figure 6.1 shows the initial pressure condition of a sample 1D analysis for a 2000 kg charge 

detonated at the origin of the figure on a rigid reflecting surface (Z=0). The input charge mass was 

increased by the standard multiplier of 1.8 to account for instantaneous reflection of the shock wave 

off the rigid surface, thereby increasing the effective charge mass to 3600 kg. The computed static 

pressure in the balloon prior to rupture was 2900 MPa and the radius of the balloon was 0.81 m. As 

a point of reference, the likely radius of the fireball for such a charge will range between 17 m 

(Ritzel 2008) and 23 m (Baker et al. 1983, Merrifield and Wharton 2000).  

Air3D performs 3D analysis using a 3-stage process, whereby a 1D domain is solved and then 

mapped to the 2D domain, which, in turn, is solved before being mapped to a 3D domain. The 

geometry of the analysis is defined by the user through an input file. 

Figure 6.2 presents the mapping process of the Air3D analysis for the sample reactor building. 

Panels a and b of Figure 6.2 are for 1D and 2D analysis, respectively; panels c and d are for 3D 

analysis. The charge was detonated at (X=Y=Z=0) of panels c and d; the closest distance to the 

containment vessel was 10 m. (The base of the containment vessel would be enveloped by the 

fireball for such an explosive.) For this analysis, the 1D Euler equations were first solved for the 

range of X=0 through 10 m and Y=Z=0. The 1D analysis terminated when the shock wave reached 

an obstacle at X= 10 m. Figure 6.2a presents the pressure contours immediately before the 1D 

analysis was terminated. The 1D results were then mapped to the 2D domain as shown in Figure 

6.2b, where the radial distance ranged from 0 to 10 m. Since a 3D obstacle was placed in the path of 

the shock front, the 2D results were mapped immediately into 3D for further analysis. (The 2D 
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domain of Figure 6.2b is equivalent to Y=0 in Figure 6.2c and X=0 through 10 m in Figure 6.2d.) 

Note that the time step for which data are presented in panels b, c and d of Figure 6.2 are identical. 

 

Figure 6.1.  Sample pressure results for an Air3D analysis for a surface detonation of 2000 kg 
of TNT 

Air3D input includes charge mass, problem geometry, cell size, and locations of monitoring points. 

The domain at a given stage of analysis is discretized on the basis of cell size. Alternate outer 

dimensions, cell size and monitoring points can be specified for the different stages of analysis. 

Reflective objects or obstacles are defined using the combination of cubic, spherical and cylindrical 

obstacles. (As shown in panels c and d of Figure 6.2, the sample reactor building was modeled in 

Air3D using overlapped spherical and a cylindrical obstacles.) Any cell with its midpoint bounded 

by the obstacle edges is considered empty and not included in the analysis. Air3D can output both 

pressure and temperature and histories at user-specified monitoring locations.  
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a. 1 D 

 
b. 2 D 

Figure 6.2.  Mapping in Air3D for the sample reactor building 
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c. Plan view, 3D 

 
b. Elevation view, 3D 

Figure 6.2  Mapping in Air3D for the sample reactor building (cont.) 
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6.2.2 Ground Shock  

Sources of blast-induced ground shock include air burst, surface burst and buried burst. The 

detonation of an explosive in air will produce only weak levels of ground shock. The same 

detonation on the ground surface or below will generate much greater ground shock (Smith and 

Hetherington 1994). 

The procedures for ground-shock analysis appear to be less advanced than those for air shock. The 

state-of-practice for ground-shock analysis of buried structures involves the following steps (Smith 

and Hetherington 1994): 

1. Determine the design threat, including the charge size, the degree of coupling between the 

explosive and soil, soil properties and the distance from the charge. 

2. Compute the corresponding soil particle movement parameters, such as peak particle 

displacement (PPD), peak particle velocity (PPV) and peak particle acceleration (PPA). 

3. Convert particle movement parameters into loading parameters, such as peak incident 

overpressure and incident impulse. Smith and Hetherington (1994) provided the following 

equations for this conversion: 

 op C PPVρ= ⋅ ⋅  (6.2) 

 oi C PPVρ= ⋅ ⋅  (6.3) 

where op  is the peak free-field pressure in 2N m ; oi  is the free-field impulse in 2N-s m ; ρ  

is the soil density in 3kg m  and C  is the loading wave velocity defined below: 

 

                            for fully saturated clays
10.6        for saturated clays
2

1                            for sand
2

c
nC c PPV
n

nc PPV
n

⎧
⎪
⎪
⎪ +⎛ ⎞= +⎨ ⎜ ⎟−⎝ ⎠⎪
⎪ +⎛ ⎞+⎪ ⎜ ⎟−⎝ ⎠⎩

 (6.4) 
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where c  is the seismic velocity 1  in m/s and n  is a dimensionless soil-type dependent 

attenuation coefficient.; for a saturated clay, 1.5n =  and for very a loose sand, 3.25.n =  

4. Transform the incident overpressure and impulse to the corresponding reflected quantities using 

a factor of 1.5. Compute responses to the computed reflected overpressure and reflected 

impulse using standard SDOF procedures (e.g., Biggs 1964). 

For above-ground (non buried) structures, the response of a structure to ground shock can be 

established by response-history analysis using one or more representative ground motion 

acceleration time series. Little information on the computation of acceleration time-series from 

ground shock loading has been published.  

Research on ground shock has focused on the development of attenuation relationships for particle 

motion parameters (PPD, PPV, PPA). The remainder of this subsection introduces four ground-

shock prediction models for surface and buried bursts. 

Smith and Hetherington (1994) 

Smith and Hetherington (1994) proposed that PPD and PPV associated with buried or partially 

buried charges with a scaled distance of 5 1/3m kg  or less be computed using the following 

equations:  

 
1

1/ 3
1/ 3

2.5260
n

cf RPPD M
c M

−
⎛ ⎞= ⎜ ⎟
⎝ ⎠

  (m) (6.5) 

 1/ 3

2.5248.8
n

c
RPPV f

M

−
⎛ ⎞= ⎜ ⎟
⎝ ⎠

  (m/s) (6.6) 

where M  is the charge mass in kg; R  is the distance from the explosive and measured in meters; 

cf  is a dimensionless coupling factor that varies as a function of the depth of burial of the explosive 

                                                      
1 Smith and Hetherington (1994) defined seismic velocity as E ρ , where E  is the modulus obtained from 

a uniaxial, unconfined compression test of a soil (rock) sample, with values ranging from less than 200 m/s 

for loose, dry sand to greater than 1500 m/s for saturated clays. This definition of seismic velocity is 

different from that for P- and S-wave velocities, which are computed as K ρ  and G ρ , respectively, 

where K  and G  are the bulk and shear moduli of the soil (rock), respectively. 
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and equal to 0.4 for a surface blast; c  is the seismic velocity (see footnote 1) in m/s and other 

parameters have been defined previously. Note that (6.5) and (6.6) are for peak particle motions at a 

radial distance R  from the center of the explosive (and not necessarily on the ground surface). 

TM5-1300 (1991) 

TM5-1300 (DoA 1991) provides equations for PPA, PPV and PPD on the ground surface in the 

horizontal and vertical directions for dry soil, saturated soil and rock. The equations apply to TNT 

detonations at or near the ground surface. The equations for PPA, PPV and PPD in the horizontal 

direction are: 

 
1/ 3 2

1/ 3 2

10,000 ( )         for rock and saturated soil
5,000 ( )                                 for dry soil

W Z
PPA

W Z
⎧

= ⎨
⎩  (g) (6.7) 

 1.5150                                 for all ground mediaPPV Z=  (in/sec) (6.8) 

 
1/ 3 1/ 3 1/ 3

1/ 3 1/ 3 2.3

0.0125                               for rock
0.17         for dry and saturated soil

R W Z
PPD

R W Z
⎧

= ⎨
⎩

 (in) (6.9) 

where W  is charge weight in lbs; R  is the distance from the explosive in feet; and Z  is the scaled 

distance ( 1/3R W= ). 

Westine (1978) 

Equations (6.7) through (6.9) do not consider soil properties directly and assume that the 

relationships between W , Z  and ground shock parameters are logarithmically linear. Westine 

(1978) collected experimental test data in soil and rock with the dimensionless scaled energy factor 
2 3
pE c Rρ  (the variables are defined after (6.11)) ranged from 114.4 10−×  to 24.4 10−×  and 

developed nonlinear empirical attenuation relationships for radial PPV and PPD at a distance of R  

from the center of a buried charge (i.e., the explosive is fully coupled with ground). The attenuation 

relationships are: 
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   (6.10) 
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 (6.11) 

where E  is total explosive energy 0P  is ambient (atmospheric) pressure; ρ  is the mass density of 

soil or rock; pc  is the P-wave velocity, and all other variables have been defined previously. Since 

/PPD R , pPPV c , 2
0 pP cρ  and 2 3

pE c Rρ  are dimensionless, any consistent set of units can be 

used with (6.10) and (6.11). 

Table 6.1 presents the values of PPA, PPV and PPD predicted by these three models for a surface 

detonation of 2000 kg of explosive at a distance of 31 m (the distance from the point of detonation 

to the center of the containment vessel). This combination of charge mass and distance is used for 

the ground shock analysis of the sample reactor building presented later in this chapter. Saturated 

clay was assumed for analysis. The seismic and P-wave velocities were each assumed to be 2000 

m/s. For the model of Smith and Hetherington, n  and cf  were set equal to 1.5 and 0.4, 

respectively. For the model of Westine, mass density was set equal to as 1800 3kg m  and the total 

energy release E  in MJ was computed as the charge mass in kg multiplied by 4.52 MJ/kg. The 

results of (6.10) and (6.11) were multiplied by a coupling factor of 0.4 since the Westine model 

predicts peak particle motions for buried explosives. The results of Table 6.1 make it clear that PPV 

and PPD per Smith and Hetherington are much greater than those for TM5-1300 and Westine.  The 

scatter in these sample results leads one to question the utility of computations using these 

simplified procedures and identifies the need for additional study to compute unbiased estimates of 

these variables. 

Table 6.1. PPA, PPV and PPD predicted by Smith and Hetherington (1994), TM5-
1300 (DoA 1991) and Westine (1978) for a surface explosion of 2000 kg of 
TNT at a distance of 31 m 

Model PPA (g) PPV (m/s) PPD (m) 

Smith and Hetherington -- 1.26 0.06 

TM5-1300 15.9 0.25 0.005 

Westine* -- 0.3 0.002 

* The values for Westine have been multiplied by a factor of 0.4 to consider the degree of 
coupling between the explosive and ground.  
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Wu and Hao (2005) 

Wu and Hao (2005) modeled simultaneous ground and air shock generated by surface explosions. 

They developed a numerical model to simulate the response of granitic rock to explosive loading 

and validated the model using field test results. Hydrocode models of air, granite and TNT were 

developed to simulate the ground shock and air blast pressure histories for different blast threats. 

Instead of providing attenuation relationships for PPD and PPV, Wu and Hao developed empirical 

relationships (using the simulation data) for parameters that they considered essential for 

developing ground shock acceleration histories, including arrival time, peak acceleration, load 

duration, the shape of the time series and the power spectrum of the ground shock. These 

relationships are described below. The authors note that the relationships are appropriate for stiff 

granite only, for which the P-wave velocity is approximately 5600 to 6000 m/s. 

For PPA, 

 1.45 1.073.979PPA R M−=   (g) (6.12) 

where R  is the distance from the detonation in meters and M  is the charge mass in kg. The arrival 

time of the ground shock, at , is given by: 

 1.03 0.020.91a pt R M c−=   (s) (6.13) 

where pc  is the P-wave velocity in granite. From their simulation data, Wu and Hao found that the 

power spectrum of blast-induced ground motions could be represented by the Tajimi-Kanai model, 

which has been widely used in earthquake engineering: 

 
2 2 2

02 2 2 2 2 2

1 4
( )

(1 ) 4
g

g

f PF
S f S

f PF f PF
ς

ς
+

=
− +

 (6.14) 

where 0S  is the amplitude of a white-noise power spectrum or the scale factor of the spectrum; gς  

is a parameter governing the shape of the power spectrum and PF  is the principal frequency of the 

ground shock, estimated as 

          1 3 0.13465.62( )PF R M −= , 1 30.3 10R M≤ ≤   (Hz) (6.15) 

Wu and Hao determined that the power spectrum shape of (6.14) computed using 0.16gς =  agreed 

well with the shape of the power spectrum shape established by the simulations. They determined 
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that the envelope shape of a ground shock time series could be best modeled using the following 

equations: 
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 (6.16) 

 4 0.815.1 10pt R−= ×   (s) (6.17) 

where e  is the base of the natural logarithm and pt  is the duration between the arrival of the shock 

wave and the occurrence of the peak acceleration. The peak value of ( )tξ  in (6.16) is 1 at pt t= . A 

sample envelope shape computed using (6.16) and (6.17) was presented in Figure 6.3 for R = 32 m. 

This shape was also used to generate the ground shock time series for the response-history analyses 

of the containment vessels. The peak value of the shape of Figure 6.3 occurred at 8.2 msec as 

determined by (6.17). 
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Figure 6.3.  A sample shape function for ground shock simulation 

The attenuation model of Wu and Hao (2005) was used herein to determine the ground shock 

parameters since it is the only model that provides sufficient information for simulating a ground 

acceleration history. The analysis of Table 6.1 was repeated but for a surface burst on granite. A P-

wave velocity of granite of 5600 m/s was assumed. The results were presented in Table 6.2. The 

results for the model of Smith and Hetherington are not presented in Table 6.2 because a value for 

n  is unavailable. The results for Westine are presented only for reference since the P-wave velocity 

for granite is beyond the range specified by Westine, namely, 150 m/s to 4600 m/s. 
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Table 6.2. PPA, PPV and PPD predicted by TM5-1300 (DoA 1991), Westine (1978) 
and Wu and Hao (1995) for a surface explosion on granite of 2000 kg of 
TNT at a distance of 31 m 

Model PPA (g) PPV (m/s) PPD (m) 

TM5-1300 15.9 0.25 0.013 

Westine* -- (0.54) (0.00078) 

Wu and Hao 93.2 (0.38)** (0.00038)** 

*   The values for Westine (1978) were multiplied by 0.4 to consider coupling between 
the explosive and the ground. 

** The PPV and PPD are from the time series of Figure 6.15b and c, respectively. 

The model of TM5-1300 does not require the user to input a seismic or P-wave velocity and so the 

TM5 results in Table 6.2 for PPA and PPV are identical to those in Table 6.1. For Westine’s model, 

the mass density was set equal to 2600 3kg m . The model of Wu and Hao (2005) does not predict 

PPV and PPD directly and so the acceleration time series was integrated to compute these peak 

values. The PPA of 93.2 g per Wu and Hao is much larger than that predicted by TM5-1300. The 

three models of Table 6.2 predict significantly different values of PPD values but somewhat similar 

values of PPV. As noted above, additional studies are needed to enable predictions of key soil 

response parameters for analysis of ground shock due to surface and buried detonations.  

6.3 Blast Loading for the Sample Reactor Buildings 

6.3.1 Introduction 

This section presents the air blast and ground shock loadings used for the response-history analysis 

for the sample reactor buildings. The air blast loading was computed using Air3D CFD code; the 

ground shock loading was generated using information presented in Wu and Hao (2005). 

Section 6.3.2 introduces the assumed threat (weapon or charge size and standoff distance) for the 

assessment sample reactor building. Section 6.3.3 presents the Air3D models for the blast loading 

calculations (Section 6.3.3.1), and sample air blast loading histories at selected monitoring locations 

on the containment vessel (Section 6.3.3.2). Section 6.3.4 introduces the procedure for generating 

the ground shock and presents the acceleration, velocity and displacement histories of the ground 

shock used for the response-history analysis. 

6.3.2 Blast Threat 

This study considered blast loading from terrorist attack using conventional improvised explosive 

devices. In the United States, the Federal Bureau of Investigation (FBI) has the lead responsibility 
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for dealing with terrorism. The scale of improvised explosive devices spans many orders of 

magnitude. The Technical Services Working Group (TSWG) developed a threat chart, which is 

reproduced in Figure 6.4. Hand-delivered explosives range in size from a few pounds to 23 kg. 

Vehicle-borne threats can range in size up to 27,000 kg of explosive. 

The design hazard for the threat analysis performed in this chapter was determined using the threat 

chart of Figure 6.4. The likelihood is low for a great amount of truck- or trailer-borne explosives to 

be detonated close to a NPP reactor building due to the strict security systems employed at nuclear 

power plants. The threat assumed for the assessment reported below was 2000 kg of hemispherical 

TNT explosive detonated on the surface, 10 m from the face of the sample reactor building. 

The assessment presented below is separated into two parts: 1) air shock, and 2) ground shock. The 

air shock analysis assumes that the explosive is detonated on a near-rigid reflecting surface 

producing only limited ground shock and a small crater. The ground shock analysis assumes that the 

detonation results in ground shock and no air shock. A fully coupled hydrocode analysis involving a 

numerical model of the air, rock/soil and reactor building would be required to correctly partition 

the explosive effects between air and ground shock and to determine the response of the reactor 

building. Such analysis would be required on a project specific basis but was not attempted here as 

the goal was gain an understanding of the magnitude of the displacement and acceleration response 

of the conventional and isolated reactor buildings to blast loadings and to assess the impact of 

isolating the reactor building on its vulnerability to blast loadings. 

6.3.3 Air Blast Loading 

6.3.3.1 Air3D Model 

Figure 6.5 presents the layout for the Air3D analysis for the sample containment vessel. The height 

and diameter of the containment vessel are 61 and 42 m, respectively. Six points (A through F) are 

identified in the figure for the purpose of data presentation. Point A is at the top of the dome and 

Point B is at the center of the base slab, directly below Point A. Point D is at the base of the reactor 

building at the closest point on the containment vessel to the detonation. Point C is 40 m above 

Point D. Points E and F are at the base of the containment vessel, 90 and 180 degrees rotated from 

Point D, respectively. 
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Figure 6.4.  TSWG threat chart 
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a. Plan view 

 
b. Elevation view 

Figure 6.5.  Blast analysis for the sample NPPs 
 

In the Air3D model prepared for this study, the charge mass was multiplied by a factor of 1.8 

(Smith and Hetherington 1994) to transform the blast effects from a free air burst to a hemispherical 

surface burst. The cell sizes for the 1-D, 2-D and 3-D analyses (see Section 6.2.1) were 0.005, 0.02 

and 0.3 m, respectively, which correspond to scaled cell sizes of 43.3 10−× , 31.3 10−×  and 22 10−×  
1 3m kg , respectively. Although Rose (2006) recommends a scaled cell size of 31 10−×  1 3m kg , a 

larger scaled size was used for the 3-D analysis herein. To verify the impact of cell size on the 

analysis results, the Air3D analysis described above was repeated using the same cell sizes for the 

1-D and 2-D analyses but a cell size of 0.5 m for the 3-D analysis. The ratios of peak overpressure 
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and positive phase impulse for the two sets of analyses were computed at each of 2560 monitoring 

locations distributed around the containment vessel. The mean and standard deviation were 1.03 

and 0.16, respectively, for the ratios of peak pressure and 1.02 and 0.05, respectively, for positive 

phase impulse. The use of the 0.3 m cell size for the 3-D analysis was considered appropriate.  

The Air3D model included 2560 pressure monitoring points distributed over the exterior surface of 

the containment vessel, one per shell element of the LS-DYNA model of the vessel. Each 

monitoring point yielded a pressure history for the analysis of the vessel. The location of each 

monitoring point in the Air3D model was determined by the center of the corresponding shell 

element in the LS-DYNA (LSTC 2003) model with an offset of 0.24 m in the normal direction of 

the shell element away from the surface of the containment vessel. 

In Air3D, a structure is modeled using obstacles. If the center of a cell is located inside an obstacle, 

the cell is set as unused. If a monitoring point is located in an unused cell, no pressure data will be 

generated at the monitoring point. Figure 6.6 shows a sample cell in the Air3D model for this study. 

The center of this cell is close to the surface of the dome and in the wall of the containment vessel. 

If a monitoring point is placed on the dome surface (for example, Point P of Figure 6.6), no pressure 

data will be obtained since the cell is set as unused. To collect pressure data, the monitoring point 

was shifted by 0.24 m in the direction normal to and outward from the surface of the containment 

vessel.    

 

Figure 6.6.  Location of a sample monitoring point in the Air3D model for the sample reactor 
building 
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6.3.3.2 Pressure Histories 

Figure 6.7 presents the pressure histories at Point D, C and A on the containment vessel (see Figure 

6.5b) for the blast threat of Section 6.3.2. The peak reflected pressure drops rapidly as the distance 

and angle of incidence from the explosive to the monitoring point increase. The peak pressures at 

Points D, C and A were 7890, 207 and 22 kPa, respectively. The three pressure histories are re-

plotted in Figure 6.8 using the same scale for the Y axis to show the great difference in peak 

pressure at the three points. The peak value of the curve for Point A cannot be observed in the 

figure since it is less than 0.3% of the peak pressure at Point D. The arrival time of the pressure at 

Points D, C and A are 3.8, 40.0 and 118.5 msec, respectively. The positive pressure loading at Point 

D vanishes before the shock wave reaches Point C, 40 m above Point D. The positive pressure 

loading at Point C vanishes before the shock wave reaches Point A. The simplified procedures that 

are widely used for the blast design of structures cannot capture the interaction of shock waves and 

complex geometries and the effect of different shock wave arrival times on global and local 

structural responses. The complex loading environment studied herein and the resultant structural 

responses can only be understood using hydrocode/CFD tools and response-history analysis. 

Figure 6.9, Figure 6.10 and Figure 6.11 present the pressure contour plots of the Air3D analysis for 

the sample containment vessel and the assumed threat at 6.57, 18 and 154 msec, respectively, after 

the explosive was detonated at (X=Y=Z=0). These figures show that the loading pattern on the 

containment vessel changes dramatically over the 154 msec. At t = 6.57 msec, Point D on the 

containment vessel is subjected to a reflected overpressure of between 500 and 1000 kPa whereas 

the shock wave has yet to arrive at Points A and C. At t = 18 msec, the shock wave distributes 

between the elevations of 8 and 27 m above the ground at the cutaway section of Y= 0 (see Figure 

6.10b). The positive overpressure at Point D has diminished substantially before the shock wave 

reaches Point C. At t = 154 msec, the shock wave has passed the front side of the containment 

vessel (i.e., the side closer to the explosive) and reached the back side of the vessel.  

The solid curve in Figure 6.12 presents the pressure history at Point D from the Air3D analysis. The 

curve has a peak pressure ( rP ) of 7890 kPa, a positive phase impulse ( ri ) of 11400 kPa-msec and a 

positive phase duration of 7.5 msec. For the response-history analysis, the Air3D curves at every 

monitoring location were simplified to decay linearly from  rP  to zero (see the dashed line in Figure 

6.12). The simplified relationship has the same arrival time, rP  and ri  as the Air3D curve; the 

fictitious duration of the positive phase is set equal to 2 r ri P , thereby preserving the peak reflected 

pressure and impulse. 
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Figure 6.7.  Pressure histories at Points A, C and D of Figure 6.5 for the blast analysis of the 
sample NPP 
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Figure 6.8.  Pressure histories of Figure 6.7 with the same scale for the Y axis 
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a. Plan view 

 
b. Elevation view 

Figure 6.9.  Pressure contour plots for the blast analysis of Section 6.3.3 at the instant of 6.57 
msec after detonation    
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a. Plan view 

 
b. Elevation view 

Figure 6.10.  Pressure contour plots for the blast analysis of Section 6.3.3 at the instant of 18 
msec after detonation    
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a. Plan view 

 
b. Elevation view 

Figure 6.11.  Pressure contour plots for the blast analysis of Section 6.3.3 at the instant of 154 
msec after detonation    
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Figure 6.12.  Actual and simplified pressure histories at Point D of Figure 6.5 

 

Figure 6.13 presents the translational load history on the containment vessel in the X direction. This 

history was computed as the sum of the X components of the histories acting on the 2560 shell elements 

at every step in the time series; the arrival time of the shock wave at each monitoring location was 

preserved. The blast force history on a given shell element was computed using the triangular pressure 

function multiplied by the area of the shell element. The peak translational load and positive phase 

impulse of Figure 6.13 are 53.13 10×  kN (6 msec after detonation) and 64.85 10×  kN-msec, respectively. 

The minimum translational load in the X direction is 41.58 10− ×  kN: a much smaller value in absolute 

terms than the peak load in the positive phase. 
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Figure 6.13.  Translational load history for the sample NPP containment building 
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6.3.4 Ground Shock 

An acceleration time series was generated to simulate the ground shock introduced by the blast threat 

selected for the sample conventional and isolated reactor buildings. Equations (6.12) through (6.17) were 

used to determine the parameters and functions required in ground shock simulation, including PPA, 

arrival time ( at ), power spectral density function ( ( )S f ), principal frequency ( PF ) and shape function 

( ( )tξ ). The intensity of the ground shock diminishes rapidly with distance, with amplitude at Point D (10 

m from the detonation) being much greater than that on the opposite side of the containment vessel, 52 m 

from the detonation. For this study, an averaged distance of 31 m, equal to the distance between the point 

of detonation and the center of the base slab (Point B), was used for ground shock simulation. Table 6.3 

summarizes the values of the parameters used for the ground shock simulation. Figure 6.14 and Figure 6.3 

present the normalized power spectrum and the time-series shape function, respectively, for the ground 

shock simulation.  
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Figure 6.14.  Normalized power spectrum for ground shock simulation 

Table 6.3. Parameters for ground shock simulation 

Parameter Value 

gς  0.16 

pc  (m/s) 5600 

PPA (g) 93.2 

at  (sec) 0.0048 

PF  (Hz) 414.2 

pt  0.0082 

0S  0.03 
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The ground shock time series, ( )a t , was assumed to be a Gaussian process (Soong and Grigoriu 1993) 

and was simulated using the following equation: 

 ( ) ( ) 2 ( ) cos(2 )i i i
i

a t t S f f f tξ π= Δ + Φ∑  (6.18) 

where iΦ  is a random variable with an uniform distribution over (0, 2π ), representing the phase angle 

for each if . In this study, 590 values of if  were used for the simulation, ranging between 0.01 and 1000 

Hz. The resultant acceleration history is presented in Figure 6.15a. The acceleration history of Figure 

6.15a was integrated with respect to time for the velocity and displacement histories, which are presented 

in panels b and c, respectively. The peak acceleration, velocity and displacement of Figure 6.15 are 

presented in the last row of Table 6.2 to enable a comparison of values with the procedures described 

previously. 

6.4 Blast Assessment of the Sample Reactor Buildings 

6.4.1 Introduction 

This section presents the results of the LS-DYNA analysis of the containment vessel for the air blast 

pressure histories and ground shock of Section 6.3. Per Section 6.1, the performance assessment presented 

here considers only conventional (non-nuclear) improvised explosive devices detonated on the ground 

and does not consider debris loadings, concrete breach or concrete spall, each of which would not be 

influenced by the installation of seismic isolators beneath the reactor building.  

Section 6.4.2 presents the DYNA models used for the analysis of the conventional and isolated reactor 

buildings and introduces the models adopted for the reinforced concrete in the containment vessel and 

internal structure and for the seismic isolators.  

The global and local results of the DYNA analyses for the air blast loading are presented in Section 6.4.3. 

Global responses are measured using displacement and base shear of the containment vessel. Local 

responses are measured using peak floor accelerations and floor spectral accelerations at selected points 

on the internal structure. Since the internal structure of the conventional NPP is well-protected from the 

air blast loading, the discussion of local responses focuses on the base-isolated NPP only.  

The global and local results of the DYNA analyses for the ground shock are presented in Section 6.4.4 

using the same response parameters as in Section 6.4.3. Both conventional and base-isolated NPPs were 

investigated.  
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a. Acceleration 
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b. Velocity 
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c. Displacement 

Figure 6.15.  Acceleration, velocity and displacement histories used in the ground shock 
analysis of the sample reactor buildings   
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6.4.2 LS-DYNA Models for Conventional and Base-Isolated Reactor Buildings 

Two finite element models, representing the conventional and base-isolated reactor buildings, were 

developed using LS-DYNA (LSTC 2003) for response-history analyses due to air shock and ground 

shock loadings. 

As described in Chapter 2, the sample reactor building structure consists of a containment vessel and an 

internal structure to which the secondary systems are attached. The containment vessel was modeled 

using 3584 four-node shell elements, of which 1024 were used for the base slab and 2560 were used for 

the dome and the wall. The thickness of the shell elements for the dome and wall of the containment 

vessel was 1.2 m and that for the base slab was 2.5 m. Elastic material properties were  assigned to these 

shell elements with Young’s modulus of 28,000 MPa and Poisson’s ratio of 0.15. The mass density of the 

material for the dome and wall was set equal to 2709 3kg m  and to 8103 3kg m  for the base slab. 

These values of density were back-calculated using the mass data provided by the NPP supplier for each 

part of the sample reactor building. The density for the base slab is much higher than that for regular 

reinforced concrete and was adjusted upwards to account for the mass of the secondary systems supported 

by the base slab, the elements of the internal structure below an elevation of 3.5 m2, and part of the base 

slab not included in the model3. Figure 6.16a presents the LS-DYNA model of the containment vessel. 

The internal structure of the sample reactor building was modeled as a lumped-mass stick, the same as 

that used in the SAP2000 model for the earthquake response-history analysis (see Figure 2.1b). The mass 

of the structural and nonstructural components of the internal structure was lumped at discrete nodes on 

the stick. Elastic beam elements were used for the stick model because preliminary simulations indicated 

that the shear demands produced by the blast loadings were much smaller than the shear capacities of the 

structural components in the internal structure4. Figure 6.16b presents the stick model for the internal 

structure in LS-DYNA. 

                                                      
2 The mass of the elements of the internal structure between elevations of 0 m and 3.5 m was lumped at the level of 

the base slab. 
3 The radius of the base slab is 25 m for the sample reactor building. The radius of the slab in the LS-DYNA model 

is 21 m. The true mass of the base slab was included in the LS-DYNA model by adjusting the density of the base 

slab concrete. 
4  This assumption was validated by the analysis results presented later. The shear capacities of the structural 

components for the internal stick were computed using 0.5 c Sf A′  (see Section 5.2.4.1), where the shear areas of 

the components were provided by the supplier of the sample reactor building. 
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a. Containment vessel 

 
b. Lumped-mass stick for the internal structure 

Figure 6.16.  LS-DYNA model for the conventional reactor building 
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To develop the finite element model for the base-isolated reactor building, bilinear springs were placed 

beneath the base slab of the conventional reactor building. The force-displacement relationship for the 

springs used herein was the same as that presented in Figure 2.3 and Table 2.1 for Model 3 (lead rubber 

bearing). In the LS-DYNA model for the base-isolated reactor building, the bearings were modeled using 

a beam element and the “nonlinear plastic discrete beam” material model, which can capture the effects of 

elasto-plastic and linear viscous behavior using six springs, one for each of the six local degrees of 

freedom. Figure 6.17 presents the model of the base-isolated reactor building. 

 

Figure 6.17.  LS-DYNA model for the base-isolated reactor building 

6.4.3 Response of the Sample Reactor Buildings Subjected to Air Blast Loading 

6.4.3.1 Globe Response 

Figure 6.18 presents the base shear histories for the conventional and base-isolated reactor buildings 

subjected to the air blast loading of Section 6.3.3. Panels a and b of Figure 6.18 show the results for the 

containment vessel and internal structure, respectively. The base shear force history for the conventional 

containment vessel was computed using the horizontal reaction force history below the base slab since the 

base slab of the reactor building and the internal structure did not displace. The base shear force history 
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for the isolated containment vessel was computed using equilibrium of the base slab, where the sum of the 

inertial force of the slab, the horizontal shear forces in the bearings, the base shear force in the internal 

structure and the base shear force in the containment vessel must be zero at each time step. The base shear 

force for the internal structure was taken as the shear force in the lowest beam element in the internal 

stick, immediately above the base slab. 
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a. Containment vessel 
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b. Internal structure 

Figure 6.18.  Base shear histories for the conventional and base-isolated reactor buildings 
subjected to the air blast loading of Section 6.3.3 

The peak base shear force in the conventional containment vessel was 125,000 kN (51% of the total 

weight of the containment vessel, con0.51W ), which occurred at 5.7 msec, and very close to the time of the 

peak translational load (see Figure 6.14). The peak base shear for the base-isolated containment vessel 

was 115,000 kN ( con0.47W ): 92% of the peak base shear for the conventional reactor building. The peak 

base shear force for the internal structure in the base-isolated reactor building is 86,000 kN (37% of the 

total weight of the internal structure, int0.37W ). As a point of reference, the shear strengths at the base of 
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the containment vessel and internal structure, computed using 0.5 c Sf A′  (see Section 5.2.4.1) are 483,000 

kN and 327,000 kN, respectively. The peak drift between Points A and B for the conventional and base-

isolated reactor buildings subjected to the air blast loading of Section 6.3.3 are 6 and 4 mm, respectively. 

The peak global responses of this subsection are tabulated in Table 6.4. (Peak drift is used here as an 

indicator of global response. The peak local deformation of the wall of the containment vessel, with 

respect to the initial geometry, is 16 mm.) 

Table 6.4. Drifts and base shears of the conventional and base-isolated containment vessels 
subjected to the blast loading of Section 6.3 

Loading 
type 

Drift (mm) 
Base shear (kN) 

Containment vessel Internal structure 

Conventional Base-
isolated Conventional

Base-

isolated 
Conventional 

Base-

isolated 

Air blast  6.0 4.0 125000 115000 0 86000 

Ground 
shock 0.38 0.02 637000 410 69800 415 

The analysis results for the base-isolated reactor building show that the maximum displacement in the 

isolators is 5.2 mm, which is smaller than the yield displacement of the isolators (=6.6 mm), and the 

vibration period of the reactor building was controlled by the initial stiffness of the isolators. (The 

fundamental period of the lead-rubber-bearing isolated containment vessel is 0.63 second if the isolator 

response is elastic.)   

6.4.3.2 Local Response 

Figure 6.19 presents the acceleration history at the base slab of the containment structure for the base-

isolated reactor building subjected to the air blast loading of Section 6.3.3. This time series determines the 

demands on the structural and nonstructural components of the internal structure. The peak acceleration 

of 0.44 g occurred at 5.7 msec after detonation. The acceleration history has a much higher frequency 

content in the transient phase of the loading (0 through 0.3 second) than in subsequent free-vibration 

phase (0.3 through 1 second). Figure 6.20 presents the Fast Fourier Transform of the acceleration history 

of Figure 6.19. Peaks in the Fourier spectrum are evident at frequencies of 8.5 Hz (the fundamental 

frequency of the internal structure) and 18 Hz (a modal frequency of the containment vessel).  

 



 241

0 200 400 600 800 1000
Time (msec)

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

A
cc

el
er

at
io

n 
(g

)

 

Figure 6.19.  Acceleration history at the base slab of the containment structure for the base-
isolated reactor building subjected to the air blast loading of Section 6.3.3 
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Figure 6.20.  FFT magnitude of the acceleration history of Figure 6.19 

Figure 6.21 presents the acceleration histories and floor spectral accelerations at Nodes 201, 1009 and 216 

of Figure 2.2b: the three nodes on the internal structure used in Chapter 5 for seismic performance 

assessment. The peak accelerations at Node 201, 1009 and 216 are 0.24, 0.4 and 0.88 g, respectively. The 

floor spectral accelerations at the three nodes have peak values at frequencies close to 18 Hz. The AFSA 

values for the floor spectral accelerations at Nodes 201, 1009 and 216 are 0.45, 0.83 and 1.77, 

respectively; see Table 6.5. Table 6.5 also presents the ASFA-based HCLPF values assumed for the 

secondary systems at Node 201, 1009 and 216 (see Section 5.2.3) for the seismic performance 

assessment: 0.84, 1.17 and 2.61 g, respectively. These HCLFP values are greater than the ASFA demands 

for the secondary systems resulting from the air blast loading. The AFSA demands of 0.45, 0.83 and 1.77 

g for the secondary systems at Nodes 201, 1009 and 216, respectively, are associated with probabilities of 

failure of 102.7 10−× , 71.5 10−×  and 85.8 10−× , respectively, through the median fragility curves of Figure 
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5.10. (For example, the median fragility curve of Figure 5.10 at Node 201 is defined by a median and 

dispersion of 2.26 g and 0.26, respectively. The probability of failure for this curve at an AFSA = 0.45 g 

is 102.7 10−× ).  

Table 6.5. Peak floor accelerations and AFSA at Nodes 201, 1009 and 216 for the conventional 
and base-isolated reactor buildings subjected to the blast loading of Section 6.3 

Response Loading type Structural system 
Node number 

201 1009 216 

Peak floor 
acceleration 

(g) 

Air blast  Base-isolated 0.24 0.40 0.88 

Ground shock 
Conventional 1.26 0.54 0.91 

Base-isolated 0.007 0.011 0.11 

AFSA (g) 

Air blast  Base-isolated 0.45 0.83 1.77 

Ground shock 
Conventional 0.33 0.28 0.59 

Base-isolated 0.0035 0.0044 0.011 

HCLPF values for the secondary systems (g) 0.84 1.17 2.61 

6.4.4 Response of the Sample Reactor Buildings Subjected to Ground Shock 

6.4.4.1 Global Response 

The base shear histories for the containment vessel and internal structure are presented in Figure 6.22 and 

Figure 6.23, respectively, for the conventional and base-isolated reactor buildings subjected to the ground 

shock of Section 6.3.4. The peak values of the four curves presented in Figure 6.22 and Figure 6.23 are 

presented in Table 6.4. The drift between Points A and B are presented also. Reductions by orders of 

magnitude due to the installation of the base isolation system are apparent. 

Figure 6.22a shows that the peak base shear in the conventional containment vessel was more than twice 

its reactive weight, which is not a surprising result since the ground shock history had a PPA of 93.2 g 

and a PF of over 400 Hz (see Table 6.3 and Figure 6.15). These results need to be interpreted with 

caution because 1) studies are needed to verify the reliability of the ground shock model used herein (see 

Section 6.2.2), 2) the assumption of elastic response for a base shear of twice the reactive weight may not 

be valid, 3) the effects of vertical shaking due to ground shock have not been considered, and 4) the 

ground shock effects were considered as an in-phase loading at all support points beneath the base slab, 

rather than as a traveling wave, with an amplitude equal to that computed for the center of the base slab.  
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a. Acceleration history, Node 201 b. Floor spectral accelerations, Node 201 
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c. Acceleration history, Node 1009 d. Floor spectral accelerations, Node 1009 
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e. Acceleration history, Node 216 f. Floor spectral accelerations, Node 216 

Figure 6.21.  Acceleration histories and floor spectral accelerations at Nodes 201, 1009 and 216 
for the base-isolated reactor building subjected to the air blast loading of Section 
6.3.3 
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a. Conventional 

0 50 100 150 200 250 300 350 400
Time (msec)

-600

-400

-200

0

200

400

600

B
as

e 
sh

ea
r (

kN
)

-0.002

-0.001

0

0.001

0.002

 
B

as
e 

sh
ea

r
W

ei
gh

t o
f t

he
 c

on
ta

in
m

en
t v

es
se

l

 
b. Isolated 

Figure 6.22.  Base shear histories for the containment vessel of the conventional and base-
isolated reactor buildings subjected to the ground shock of Figure 6.15 
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b. Isolated 

Figure 6.23.  Base shear histories for the internal structure in the conventional and base-
isolated reactor buildings subjected to the ground shock of Figure 6.15 

 

Figure 6.24 presents the acceleration history at the base slab of the isolated containment vessel. The peak 

acceleration is less than 0.01 g. Figure 6.25 presents the acceleration histories above and below the 

isolators. The accelerations above the isolators are too small to be observed.  

The results presented in this section show that the performance of the isolated NPP is superior to that of 

the conventional NPP for ground shock loading. 
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Figure 6.24.  Acceleration history at the base slab of the base-isolated containment structure 
subjected to the ground shock of Figure 6.15 

 

6.4.4.2 Local Response 

Figure 6.26 presents the acceleration histories and floor spectral accelerations at Nodes 201, 1009 and 

216. The peak accelerations of the time series in panels a, c and e of Figure 6.26 and the AFSA of the 

spectra presented in panels b, d and f of Figure 6.26 are tabulated in Table 6.5. The demands on the 

secondary systems for the base-isolated NPP are much smaller than those for the conventional reactor 

building: an expected result due to the significant difference in the acceleration histories at the base slab 

of the conventional and isolated containment vessels (see Figure 6.25). 
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Figure 6.25.  Acceleration histories below and above the isolators for the base-isolated 
containment structure subjected to the ground shock of Figure 6.15 
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a. Acceleration history, Node 201 b. Floor spectral accelerations, Node 201 
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c. Acceleration history, Node 1009 d. Floor spectral accelerations, Node 1009 
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e. Acceleration history, Node 216 f. Floor spectral accelerations, Node 216 

Figure 6.26.  Acceleration histories and floor spectral accelerations at Nodes 201, 1009 and 216 
for the conventional and base-isolated reactor buildings subjected to the ground 
shock of Figure 6.15 
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The AFSA values presented in Table 6.5 for ground shock loading of the conventional NPP are associated 

with insignificant probabilities of failure (smaller than 1010− ) using the median fragility curves of Figure 

5.10. However, it must be noted that the spectral accelerations increase as the frequency increases as 

shown in Figure 6.26. The peak values of the three floor spectra of panels b, d, and f of Figure 6.26 for 

the conventional NPP occur at frequencies greater than 33 Hz due to the high-frequency content of the 

ground shock loading. These spectra are re-plotted in Figure 6.27 using a wider frequency range, namely, 

5 to 100 Hz. The demands at frequencies above 50 Hz are much greater than those at frequencies lower 

than 33 Hz. The shape of the floor spectra of Figure 6.27 should be considered when designing secondary 

systems for blast-induced ground shock.  
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Figure 6.27.  Floor spectral accelerations at Nodes 201, 1009 and 216 at frequencies of 5 
through 100 Hz for the conventional reactor building subjected to the ground 
shock of Figure 6.15  

6.5 Closing Remarks 

The analysis results of Section 6.4 show that the installation of base isolation does not increase the 

vulnerability of the sample NPP to air blast loading and greatly improves the performance of the 

containment and internal structures subjected to ground shock. For air-blast analysis, the base-isolated 

containment vessel had a smaller base shear than the conventional containment vessel. The secondary 

systems attached to the internal structure in the base-isolated NPP experience floor spectral demands that 

are associated with extremely small probabilities of failure. The non-isolated containment vessel 

protected the secondary systems attached to the internal structure from the effects of air-blast loading (in 

part due to the assumption of base slab rigidity and restraint).  
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For short stand-off surface explosions such as the design threat analyzed herein, the air blast and ground 

shock loads will act simultaneously on the structure. Table 6.6 presents the arrival times for the air blast 

and ground shock waves induced by the design threat of Section 6.3.2 at Points D, E and F of Figure 6.5. 

The arrival times for the air blast shock front were obtained from the Air3D analysis of Section 6.3.3 and 

for the ground shock using (6.13). The results of Table 6.6 show that the ground shock front arrived at 

Point D earlier than the air blast shock front but the ground shock loading does not clear the containment 

vessel (Point F) before the shock front arrives at Point D. Based on these results, air shock and ground 

shock loadings should be imposed simultaneously on NPP buildings to assess the performance associated 

with near-field surface explosions. 

The study presented herein was limited by a family of assumptions that were identified in Sections 6.2 

through 6.4. Further research is needed to a) characterize the partitioning of blast induced energy between 

air and ground shock, and b) develop and validate by field experiments robust procedures to generate 

horizontal and vertical acceleration time series due to ground shock for common types of soils, clays and 

rock.  

Table 6.6. Arrival times for air blast and ground shock waves at Points D, E and F of Figure 6.5 

Loading type 
Arrival time (msec) 

Point D Point E Point F 

Air blast 4 46 134 

Ground shock 1.5 4.8 8.2 
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CHAPTER 7 
SUMMARY AND CONCLUSIONS 

7.1 Introduction 

The studies presented in this report assess the performance of sample conventional and base isolated NPP 

reactor buildings for seismic and blast loadings. 

The sample conventional NPP reactor building is composed of containment and internal structures with a 

total weight of approximately 75,000 tons. A lumped-mass stick model of this reactor building, denoted 

as Model 1, was developed in the computer code SAP2000 Nonlinear. The first mode periods of the 

containment vessel and internal structures are 0.2 and 0.14 second, respectively. Numerical models for 

three base isolated reactor buildings, denoted as Models 2, 3 and 4, were also developed in SAP2000 

Nonlinear by adding different link elements at the bottom of Model 1. The link elements in Models 2 

through 4 represent Friction PendulumTM (FP), lead rubber (LR) and low damping rubber (LDR) 

bearings, respectively, and have a second-slope stiffness (FP and LR) or elastic stiffness (LDR) associated 

with a period of 2 seconds. Model 4 also includes a representation of linear viscous dampers (LVD) to 

provide an added viscous damping ratio of 10% of critical. 

The widely used Zion approach for NPP seismic probabilistic risk assessment uses fragility curves 

defined in terms of ground-motion parameters. A new procedure is proposed that builds on the 

methodology presented in the draft ATC-58 Guidelines and the Zion method. The new procedure 

improves the Zion method by using fragility curves defined using structural response parameters since 

damage and failure of NPP components are more closely tied to structural response parameters than to 

ground-motion parameters. The new performance assessment procedure was used to evaluate the 

vulnerability of the conventional (Model 1) and base isolated (Models 2, 3 and 4) NPP reactor buildings, 

each equipped with a small number of secondary systems installed at critical locations on the internal 

structure.  

A key issue in the proposed procedure is the selection and scaling of ground motions for response-history 

analysis. A study was performed to help establish an optimal procedure for scaling ground motions for the 

purpose of seismic performance assessment. An optimal procedure for scaling earthquake ground motions 

should a) preserve the median and dispersion in the earthquake shaking for a given characterization of the 

hazard for the site of interest; b) address a wide range of periods, enabling losses to be computed for both 
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structural and nonstructural components; c) confidently estimate the distribution of seismic demand for 

nonlinear structural and nonstructural systems using as small a number of ground motions as possible; d) 

be appropriate for near-fault and far-field sites across the United States; and e) be applicable across a 

wide range of mean annual frequency of exceedance. 

Although prior studies (e.g., Astrella and Whittaker 2004, Huang et al. 2007a) had shown that the 

implementation of base isolation substantially reduced demands on secondary systems (nonstructural 

components) in mission-critical infrastructure, no studies had been conducted to assess the impact of 

other natural and man-made hazards on base-isolated infrastructure. Two other hazards are tornado-borne 

missiles and detonation of improvised explosive devices. The impact of a tornado-borne missile on a 

containment vessel is a local loading with the primary concern being spalling or breach of the vessel; the 

implementation of base isolation will not change the vulnerability of the vessel. The detonation of a large 

mass of conventional high explosives could pose a threat to the global integrity of a base isolated 

containment vessel through air and ground shock loading.  A study was performed to assess the 

vulnerability of conventional and isolated NPPs for an assumed threat. The methodology presented in the 

report could be used to assess vulnerability on a project-specific basis. 

Sections 7.2, 7.3 and 7.4 present a summary and conclusions for a) the study for ground-motion scaling 

procedures, b) seismic performance assessments, and c) the blast assessment of the sample NPPs, 

respectively. 

7.2 Scaling of Ground Motions  

7.2.1 Summary 

Five ground-motion scaling methods were investigated in this report using nonlinear single-degree of 

freedom models with yield strengths ranging from 0.06W to infinity and periods ranging from 0.01 to 4 

seconds; post-yield stiffness was set at 10% of the elastic stiffness. Two sets of 25 pairs of ground 

motions were used in the study: one set of near-fault motions and the other set of far-field motions.  

The five methods of scaling ground motions investigated in the report were: 

Method 1 amplitude scales the geometric mean of a pair of recorded ground motions by a single factor to 

minimize the sum of the squared errors between the target spectral values and the geometric mean of the 

spectral ordinates for the pair of motions. 
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Method 2 spectrally matches a single ground motion component to a target spectrum. 

Method 3 involves the amplitude scaling of a single ground motion component to a specified value of 

spectral acceleration at the first mode period of the structural system. 

Method 4 is termed the distribution scaling (D-scaling) method using spectrum-matched motions. The 

seismic hazard is characterized by period-dependent distributions of spectral acceleration across a wide 

range of periods. The distributions are either the results of a probabilistic seismic hazard analysis 

(facilitating the calculation of spectral demand at a user-defined annual frequency of exceedance) or 

computations using an attenuation relationship and a magnitude-distance pair. A series of spectral stripes 

are used to capture the distribution of the target spectral ordinates. One spectrally matched ground motion 

is generated for each stripe and used for response-history analysis.  

Method 5, i.e., the D-scaling method using actual earthquake records, generates a series of target spectral 

ordinates at the first mode period of the structural system of interest using a distribution established from 

either probabilistic seismic hazard analysis at a user-defined annual frequency of exceedance or 

computations using an attenuation relationship and a magnitude-distance pair. One ground motion 

component is amplitude scaled to each of the target spectral ordinates. 

Much of the recent discussion on scaling ground motions for shaking with very low annual frequencies of 

exceedance has centered on ε and a conditional mean spectrum (Baker and Cornell 2005, 2006). A study 

was performed to investigate the impact of ε on spectral shape using a) 25 pairs of NF and FF ground 

motions, and b) 147 pairs of near-fault ground motions from the NGA database.  

7.2.2 Conclusions 

The key conclusions of the studies summarized in Section 7.2.1 are: 

1. Method 1 preserves the irregular spectral shapes of recorded ground motion and some dispersion in 

the spectral demand. The shape of the median spectrum for a bin of ground motions scaled by this 

method is dominated by the pre-scaled shape of the median spectrum for the bin. If a wide range of 

periods must be addressed for analysis, and multiple magnitude-distance pairs dominate the uniform 

hazard spectrum at different periods across the range of interest, it will be difficult to select a bin of 

ground motions whose median spectrum closely matches the target spectrum. 
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2. Method 2 underestimates the median displacement demand in highly nonlinear systems and cannot 

capture the dispersion in the structural response because the scatter in the spectral ordinates is 

eliminated by the matching process. Earthquake ground motions that are spectrally matched to target 

median spectrum should not be used to characterize a distribution of seismic responses because the 

median displacement response will be underestimated for highly nonlinear systems and the dispersion 

in the displacement response will be underestimated by a wide margin for all systems, regardless of 

whether the response is linear or nonlinear. 

3. Method 3 provides unbiased estimates of median responses of nonlinear systems and produces 

dispersions of the same order as or greater than those of Method 1 for nonlinear systems with ductility 

greater than 3 because the first mode period does not necessarily dictate the response of such systems. 

However, the method cannot capture the dispersion in response of elastic and near-elastic systems. 

4. Method 4 underestimates median displacements in highly nonlinear systems because spectrally 

matched motions are used for analysis (identical to Method 2). The dispersion in response is captured 

well by Method 4, albeit conservatively biased in most cases. Modification factors for median 

responses and dispersions are derived as a function of ground motion type (near fault or far field), 

period and degree of inelastic response (measured herein by R). Median and 84th percentile 

displacement responses are computed with high confidence if the correction factors are employed. 

5. Method 5 produces unbiased estimates of median displacement responses but conservatively 

estimates the dispersions in the displacement responses. 

6. Epsilon ( ε ) has significant correlation with spectral shape and a conditional mean spectrum can 

reasonably represent the average spectral demand for a combination of WM , r  and ε . For seismic 

hazard with very low annual frequencies of exceedance, selecting ground motions without 

considering ε  may lead to a conservative estimates of performance. 

7.3 Seismic Performance Assessment 

7.3.1 Summary 

The proposed procedure for seismic performance assessment of NPPs can be used to perform three types 

of assessments: intensity-, scenario- and time-based assessments.  
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An intensity-based performance assessment estimates the probability of unacceptable performance, given 

that the NPP experiences a specific intensity of shaking. The ground shaking intensity can be represented 

by a Safe Shutdown Earthquake (SSE) response spectrum or other design spectra. A scenario-based 

performance assessment estimates the probability of unacceptable performance, given that a NPP 

experiences a specific earthquake, defined as a combination of earthquake magnitude and distance of the 

site from the fault on which the earthquake occurs. A time-based assessment estimates the annual 

frequency of unacceptable performance of a NPP, considering all potential earthquakes that may occur. A 

time-based assessment is performed as a series of intensity-based assessments with different target 

spectral intensities determined from a seismic hazard curve over a wide range of return period for ground 

motions.  

The proposed procedure involves five steps. Step 1 is to perform plant-system and accident-sequence 

analysis for the target unacceptable performance, such as core melt and radiation release, and to develop 

component fragility curves using structural response parameters. Step 2 is to characterize earthquake 

shaking (see above). Step 3 is to perform nonlinear response-history analysis of models of the NPP for 

ground shaking consistent with the seismic hazard of Step 2. Step 4 is to assess the possible distribution 

of damage to structural and nonstructural components of the NPP using the component fragility curves of 

Step 1 and the response data of Step 3. Based on the damage distribution identified in Step 4 and the 

accident sequence determined in Step 1, Step 5 uses Monte Carlo procedures to determine the probability 

or annual frequency of unacceptable performance of the NPP for the seismic hazard of Step 2. 

7.3.2 Conclusions 

In this report, an intensity-based assessment was performed for Model 1 and scenario- and time-based 

assessments were performed for Models 1 through 4 using the proposed procedure. The unacceptable 

performance was defined as the failure in any of the selected key secondary systems in the sample NPP. 

The key conclusions of these assessments are: 

1. The proposed procedure enables the use of fragility curves defined using structural response 

parameters in the seismic performance assessment of NPPs. The procedure can be applied in a time-

based assessment to evaluate the mean annual frequency of unacceptable performance of a NPP and 

also be used to assess the performance of a NPP subjected to an earthquake for a given intensity or 

scenario. 
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2. The use of base isolation greatly improves the seismic performance of the sample NPP reactor 

building. Model 1 has mean probabilities of unacceptable performance of 0.079 and 0.51 for the 

intensity- and scenario-based assessments, respectively, and a mean annual frequency of unacceptable 

performance of 52.55 10−×  for the time-based assessment. The probabilities of unacceptable 

performance for base isolated Models 2, 3 and 4 are each smaller than 65.0 10−×  for the scenario-

based assessment and the mean annual frequencies of unacceptable performance for the three base 

isolated models are smaller than 94.0 10−×  for the time-based assessments.  

3. The use of base isolation greatly reduces the seismic demand on the secondary systems. In the 

scenario-based assessment, the median seismic capacities of the secondary systems for the base 

isolated models could be reduced by at least 88% to achieve a probability of unacceptable 

performance equal to that for the conventional model. In the time-based assessment, the 

corresponding reduction is 69% to achieve an annual frequency of unacceptable performance equal to 

that for the conventional NPP. Although these percentages likely have little practical significance 

since the design of the secondary systems would be controlled by other demands, these results show 

the advantage of base isolation, namely, enabling a more economical design of secondary systems 

than in conventional NPPs. 

4. The use of mean fragility curves for NPP components and a demand-parameter matrix of 1000+ row 

vectors can provide an unbiased estimate of the mean probability of unacceptable performance for the 

NPP with high confidence. The required number of row vectors in a demand-parameter matrix is a 

function of the required confidence level and the dispersion in the probability of unacceptable 

performance.  

7.4 Blast Assessment 

7.4.1 Summary 

An assessment of the vulnerability of conventional and base isolated NPPs was performed for an assumed 

threat of 2000 kg of TNT explosive detonated on the surface with a closest distance to the reactor building 

of 10 m. Internal explosions were not considered because physical security systems should prevent the 

portage of large masses of explosive into a reactor building. (A 2000 kg weapon is similar in size to that 

which destroyed the Murrah Federal Building in 1995.) Both the air and ground shock waves produced by 

the design threat were generated and used for performance assessment. The complex loading environment 

for air blast was captured using the CFD code Air3D (Rose 2006) and a ground shock time series was 
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generated using information presented in Wu and Hao (2005). The air blast and ground shock loadings 

were analyzed separately for the response-history analysis of the sample reactor buildings because 1) the 

partition of the blast induced energy between air and ground shock is poorly understood and not 

documented in the literature, and 2) the existing models for soil/rock response to ground shock predict 

widely disparate results. Only the horizontal shaking effects of ground shock loading were considered. 

Response-history analysis of the sample conventional (Model 1) and base isolated (Model 3) reactor 

buildings to external blast loadings was performed to identify the impact of the implementation of base 

isolation on the blast vulnerability of the NPP building. The vulnerability of the sample NPP buildings 

was assessed using a) global responses, including base shear force in the containment vessel, base shear 

force in the internal structure, and the drift of the containment vessel, and b) local responses, such as peak 

floor accelerations and floor spectral accelerations at selected points on the internal structure. The 

response-history analysis was performed using the hydrocode LS-DYNA (LSTC 2003). The key 

conclusions of this study are presented in the following subsection. 

7.4.2 Conclusions 

1. For air blast analysis, the base-isolated containment vessel had a smaller base shear and roof drift than 

the conventional containment vessel. The secondary systems attached to the internal structure in the 

conventional NPP were sheltered from the effects of air blast loading (in part because the base slab 

was assumed to be rigid and fixed to the subgrade). The secondary systems in the base isolated NPP 

experienced relatively low floor spectral demands and the probabilities of failure of these systems 

were extremely small. 

2. Seismic isolation is an extremely effective strategy for protecting secondary systems against the 

effects of ground shock. The implementation of the isolators reduced the global and local responses 

by orders of magnitude. 
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APPENDIX A 

CHARACTERISTICS OF THE LOGNORMAL DISTRIBUTION 

To illustrate the characteristics of the lognormal distribution, assume that Y  is a lognormally distributed 

random variable, representing the peak seismic displacement of a 2-second oscillator. The distribution can 

be fully described with two parameters: the mean and standard deviation of the logarithm of Y , lnYm  and 

Yβ ( lnYσ ), respectively. The mean of the logarithm of Y , lnYm , is equal to the logarithm of the median 

value of Y , ln Yθ . The median of Y , Yθ , is more widely used than lnYm  because it is of the same scale as 

Y . The probability density function (pdf) of Y  can be expressed by the following equation: 
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Figure A.1a and Figure A.1b present a sample lognormal probability density function (pdf) and 

probability (cumulative) distribution function (CDF) for Y , respectively. For the data of Figure A.1a and 

Figure A.1b, Yθ  and Yβ  are 0.69 m and 0.52, respectively. The 16th and 84th percentile values identified 

in the figure, 16thy  and 84thy , represent the displacements corresponding to a 16% and an 84% probability 

of non-exceedance, respectively. Unlike the symmetric normal distribution, the pdf of the lognormal 

distribution is skewed: the median (i.e., 50th percentile, which is equivalent to the mean in a normal 

distribution) is smaller than the mean; the difference between 84thy  and the median is greater than the 

difference between the median and 16thy ; and Y Ym σ±  are no longer equivalent to 84thy  and 16thy  (as 

shown in Figure A.1a and Figure A.1b), where Ym  and Yσ  are the mean and standard deviation of Y . 

Values of Ym  and Yσ  can be calculated from Yθ  and Yβ  as follows: 
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 ( )2 2 2exp 1Y Y Ymσ β⎡ ⎤= −⎣ ⎦  (A.3) 

The dispersion Yβ  is related to the coefficient of variation of Y , Yν , as 
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 ( )2ln 1Y Yβ ν= +  (A.4) 

The standard deviation Yσ  has the same scale as the underlying variable. For the lognormal distribution 

shown in Figure A.1b, Yσ  is 0.39 m, which is a little greater than one half of the difference in 

displacement between 84thy  and 16thy : a relationship that changes with an increase in Yβ . The pdfs for 

lognormal distributions with the same median value (0.69 m) and four values of Yβ  (0.2, 0.52, 1.0 and 

2.1) are shown in Figure A.1c to illustrate the influence of Yβ  on the shape of the lognormal distribution. 

For the (extreme) distribution with Yβ = 2.1, Ym  is 6.26 m and Yσ  is 6.22 m; both values are greater than 

84thy  of 5.63 m. For small values of Yβ , the shape of the lognormal distribution approaches that of the 

normal distribution. For information, Figure A.1c presents the lognormal distribution for  Yθ = 0.69 m and 

Yβ = 0.2 ( Ym =0.7 and Yσ = 0.139) and the normal distribution defined by the same mean and standard 

deviation, namely, Ym =0.7 and Yσ = 0.139. 

In this report, values of θ  and β  for peak seismic responses (acceleration or displacement) Y , computed 

from response-history analysis using n  ground motions, were computed as follows: 
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where iy  is the peak displacement for the analysis subjected to the i th ground motion. The 16th  and 84th 

percentiles of Y  can then be calculated using 

 16
Y

th Yy e βθ −= ⋅  (A.7) 

 84
Y

th Yy eβθ= ⋅  (A.8) 

Note that 16ln thy  and 84ln thy  are equal to ln Y Yθ β±  (i.e., ln lnY Ym σ± ) because lnY  is normally 

distributed. 
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Figure A.1.  Characteristics of a lognormal distribution 
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APPENDIX B 

CORRELATED VECTORS FOR PERFORMANCE ASSESSMENT 

B.1 Introduction 

The procedure of performance assessment described in Section 3.3.3.5 of this report requires a large set 

(100s) of simulations so that the probability of the unacceptable performance can be estimated with high 

confidence. However, it is time-consuming to perform such a large number of response-history analyses. 

To address this issue, an algorithm was developed by Yang (2006) for the Pacific Earthquake Engineering 

Research (PEER) Center and is used in the draft ATC-58 Guidelines. In the algorithm, statistical 

relationships between the demand parameters developed using a small number (11 minimum) response-

history analyses are manipulated to generate a family of 200+ statistically consistent vectors of demands 

to enable performance assessment using Monte Carlo methods.  

The algorithm is described below and used in Chapter 5 to generate a large number of correlated vectors 

of demand parameters for Monte Carlo analysis. Section B.2 summarizes the algorithm. The algorithm is 

extended herein to accommodate uncertainty in structural modeling, which is discussed in Chapter 3 and 

Appendix F. Section B.3 presents the Matlab code used in this report.  

B.2 Algorithm 

For the purpose of illustrating the proposed performance assessment procedure and as implemented in the 

draft ATC-58 Guidelines, 11 response-history analyses are performed for each intensity of earthquake 

shaking. For each simulation, the peak absolute value of each demand parameter (e.g., floor spectral 

acceleration) is assembled into a 1×n row vector, where n is the number of demand parameters. The 11 

row vectors are catenated to form an 11×n matrix (rows × columns; simulations × demand parameters).  

Each column presents 11 values of one demand parameter. The goal of the algorithm presented herein is 

to generate a 200×n matrix, for which the mean vector and covariance matrix are equal to that of the 11×n 

matrix developed from response-history analysis. 

The 11×n matrix of demand parameters generated using response-history analyses is denoted as X  

herein. The entries in X  are assumed to be jointly lognormal. The natural logarithm of each entry in X  is 

computed to form an 11×n matrix Y . The entries in Y  are jointly normal and can be characterized by a 
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1×n mean vector, YM , a n×n correlation coefficient matrix,  YYR , and a n×n  diagonal matrix of standard 

deviations, YD .  

A 200×n matrix of demand parameters, Z , can be generated using the following equations:  

 [ ]     1,  200T
i i i =Y Y YZ = D L U + M  (B.1) 
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where the matrix YL  is the transposed Cholesky decomposition1 of YYR ; iU  is a n×1 vector with each 

element representing a normal distribution with a mean of 0 and a standard deviation of 1.0; and all other 

terms are defined above. Yang (2006) shows that Z  has the same statistical distribution as Y . 

The procedure used to generate the 200×n matrix of demand parameters is summarized below. Steps 1, 3, 

4, 6, 7 and 8 are from Yang. Steps 2 and 5 are proposed to address uncertainty in the structural models 

used for analysis. 

1. Generate X  using the results of response-history analyses. 

2. Input a value for the uncertainty in the structural model, mβ . 

3. Take the natural logarithm of every entry in X  to form Y . 

4. Compute YM , YD  and YL  by sampling the 11×n matrix, Y .  

5. Update each entry in YD , as 2 2
ii ii mβ= +D D  

6. Populate iU  by random sampling each entry from a normal distribution with a mean of 0 and a 

standard deviation of 1.0. 

7. Compute Z  per (B.1) and (B.2). 

                                                      
1 If matrix K is symmetric and positive-definite (e.g., a stiffness matrix), it can be decomposed into a lower 

triangular matrix, L, the Cholesky triangle, and the transpose of the lower triangular matrix, such that K=LLT.  
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8. Take the exponential of every entry in Z  to form the 200×n matrix of demand parameters. 

The procedure of Yang is illustrated in Figure B.1; steps 2 and 5 are not shown. 

B.3 Matlab Code 

The Matlab code presented in Table B.1 was used to generate correlated vectors of demand parameters, 

such as those shown in Figure 5.13. The file “DP.txt” used in the Matlab code includes the 11×n matrix of 

demand parameters established using response-history analyses, such as that shown in Table 5.4, with one 

demand parameter per column and one simulation per row; the file “beta_m.txt” includes the value for 

mβ ; and the file “n_rows.txt” includes the number of the generated row vectors. For the alrorithm 

presented in Section B.2, the value included in the file “n_rows.txt”, that is, the number of the generated 

row vectors, should be 200. 

Table B.1. A Matlab code for generating correlated vectors of demand parameters 
 
% Develop underlying statistics of the response-history analysis 
X=load('DP.txt'); 
Bm=load('beta_m.txt'); % modeling uncertainty 
nr= load('n_rows.txt'); % number of the generated row vectors 
 
Y=log(X); 
My=(mean(Y))'; 
n=length(My); 
Dy=diag(std(Y)); 
Dy=sqrt(Bm*Bm*eye(n)+Dy*Dy); % update Dy to include modeling uncertainty 
Ryy=corrcoef(Y); 
Ly=(chol(Ryy))'; 
  
% Generate correlated demand vectors using a Monte-Carlo technique 
U=[]; 
for i=1:n 
U1=randn(nr,1); 
U=[U U1]; 
end 
  
My=diag(My)*ones(n,nr); 
Z=Dy*Ly*U'+My; 
W=exp(Z'); 
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Figure B.1.  Generation of vectors of correlated demand parameters (Yang 2006) 
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APPENDIX C 

NUMBER OF GROUND MOTION RECORDS FOR INTENSITY-BASED 

ASSESSMENT 

C.1 Introduction 

A procedure for scaling ground motions for an intensity-based assessment is to amplitude-scale a 

minimum of 11 recorded ground motions to a specified spectral acceleration at the first mode period of 

the building model, 1( )aS T 1 . This scaling procedure is intended to bound the median displacement 

response with high confidence. No information is provided on the dispersion in the displacement 

response. 

This appendix describes the technical basis for the use of 11 ground motions in the intensity-based 

assessment. The number of ground motions used in a response-history analysis ( n ) is a function of the 

required accuracy of the estimate of the response (e.g., 1 X±  of the true value) and the required 

confidence in the estimate (e.g., %Z ). Both X  and Z  are related to the dispersion, Yβ , in the 

displacement response given the scaling procedure. A relationship between n , X , Z  and Yβ  is derived 

in Section C.2. The values of X , Z  and Yβ  used to determine n  for intensity-based assessments is 

described in Section C.3.  

C.2 The Relationship Between n , X , Z  and Yβ  

For a lognormally distributed random variable Y  with a true median Yθ  and true logarithmic standard 

deviation Yβ , the sample median can be estimated by 

                                                      
1 This procedure has been adopted in the draft ATC-58 Guidelines for scaling ground motions for intensity-based 

assessment. 
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where iy  is a sample value for Y  and n  is the number of sample values used in the estimation. Assume 

that the natural logarithm of the estimator, ˆln YΘ , is normally distributed; the mean and standard 

deviation of ˆlnΘ  (Aitchison and Brown 1957; Benjamin and Cornell 1970) are 

 ˆ[ln ] lnY YE θΘ =  (C.2) 
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A standardized normal random variable U  is defined by (C.4): 
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The distribution of U  is shown in Figure C.1.  

To estimate the median value within a range of (1 )Y Xθ ±  with %Z  confidence: 

 ( ) 1[ln (1 ) ] (1 )
2YU X αθ −+ = Φ −  (C.5) 

where 1−Φ  is the inverse standardized normal distribution function and 1 %Zα = − . Figure C.1 illustrates 

the calculation. Substituting (C.5) into (C.4) gives 

 1ln(1 ) (1 )
2Y

X
n

α
β

−+
= Φ −  (C.6) 

The number n  is computed as 
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2
ln(1 )
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n

X

α β−⎛ ⎞Φ − ⋅⎜ ⎟
= ⎜ ⎟

+⎜ ⎟
⎝ ⎠

 (C.7) 

The first order term in the Taylor series of ln(1 )X+  can be used to approximate ln(1 )X+  in (C.7) when 

X  is small and 
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For 95Z =  (approximately 2σ  in a normal distribution), 1 0.025(1 ) 2
2

−Φ − ≈  and (C.8) yields the formula 

presented in Shome et al. (1998), 

 
2

2

4 Yn
X
β

=  (C.9) 

Table C.1 provides sample values for Yβ , Z , X  and n  computed using (C.7). 

C.3 Numbers of Ground Motions for Intensity-Based Assessment 

As shown in (C.7), the number n  is a function of X , Z  and Yβ . For the intensity-based assessment 

described in Section C.1, Yβ  is the dispersion in the displacement response resulting from analysis using 

ground motions scaled to a selected spectral acceleration at the first mode period.  

Huang et al. (2008a) performed a series of nonlinear response-history analyses using 9 buildings of 

varying construction with first mode periods ranging between 0.2 and 2.5 seconds. One product of this 

study was an estimate of predicted dispersion in drift and acceleration response. The one hundred ground 

motion records listed in Tables 4.1 and 4.2 were scaled using the procedure described in Section C.1 and 

used for response-history analysis of the 9 buildings. The dispersion in displacement and acceleration 

responses computed by the analysis varied between 0.03 and 0.52, depending on period and extent of 

nonlinearity. 

For X = 0.2, Z= 75, and β = 0.52, the value of n  per (C.7) is 112. The use of more than 11 motions will 

improve the estimate of the median drift and acceleration responses whereas the use of fewer motions will 

result in poorer estimates. 

 

                                                      
2  This calculation is the technical basis for determining the number of ground motions for intensity-based 

assessment in the draft ATC-58 Guidelines. The choice of X = 0.2 and Z= 75 was made by members of the ATC-

58 Project Management Committee. 
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Table C.1.  Sample values for Yβ , Z , X  and n  per (C.7) 

Yβ  Z  X  n  

0.5 

75 0.1, 0.2, 0.3 36, 10, 5 

85 0.1, 0.2, 0.3 57, 16, 8 

95 0.1, 0.2, 0.3 106, 29, 14 

0.55 

75 0.1, 0.2, 0.3 44, 12, 6 

85 0.1, 0.2, 0.3 69, 19, 9 

95 0.1, 0.2, 0.3 128, 35, 17 

0.6 

75 0.1, 0.2, 0.3 52, 14, 7 

85 0.1, 0.2, 0.3 82, 22, 11 

95 0.1, 0.2, 0.3 152, 42, 20 

0.65 

75 0.1, 0.2, 0.3 62, 17, 8 

85 0.1, 0.2, 0.3 96, 26, 13 

95 0.1, 0.2, 0.3 179, 49, 24 
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Figure C.1.  A standardized normal distribution 
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APPENDIX D 

EPSILON AND SPECTRAL SHAPE OF 147 NEAR-FAULT RECORDS  

D.1 Near-fault Ground Motion Dataset 

A near-fault ground-motion dataset is used in this appendix to study issues related to spectral shape and 

selection and scaling of earthquake ground motions. The dataset is a subset of that described in the PEER 

Next Generation Attenuation (NGA) Database Flatfile (see http://peer.berkeley.edu/products/rep_nga_ 

models.html). Each pair of time series in the Flatfile was rotated to be Strike-Normal (SN) and Strike-

Parallel (SP) to the causative fault by members of the NGA project team. The dataset includes 147 pairs 

of ground motions from earthquakes with moment magnitude ( WM ) of 6.5 and greater, and with closest 

distance from the recording site to the ruptured area ( r ) of 15 km and less. The 147 pairs of ground 

motions in the dataset are listed in Table D.1 together with the corresponding WM , r  and average shear 

wave velocity in the top 30 meters ( 30SV ). 

D.2 Epsilon (ε ) and Spectral Shape for All Records in the Dataset 

Table D.2 presents the values of ε  at periods of 0.2, 0.5, 1, 2 and 4 seconds and the spectral-shape types 

per Table 4.8 for period bins P1 through P5 as defined in Table 4.7, for all records in Table D.1. The 

procedure used to develop the results of Table D.2 is the same as that used to develop Tables 4.4 and 4.5. 

Table D.3 presents the number of ground motions in each ε  bin defined in the table at each period of 

interest; there are 294 ( 147 2× ) entries at each period. For a given period, the ε  distributes 

approximately normally. Figure D.1 shows the results of a goodness-of-fit test for the distribution of ε . 

For a given period, the 294 sample values of ε  shown in Table D.2 were sorted from smallest to largest 

and assigned a probability from 0.0034 (= 1/294) to 1.00 in increments of 0.0034 for each of the sample 

values. This Cumulative Distribution Function (CDF) for the 294 sample values was then compared with 

that of a normal distribution with mean and standard deviation identified from the 294 sample values. 

Panels a through e of Figure D.1 present the results for 0.2, 0.5, 1, 2 and 4 seconds, respectively. The 

figures show that the normal distribution fits the distribution of ε . Figure D.1 also shows the values of 

mean and standard deviation identified from the sample data for each period. The values of the five 

standard deviations are very close to 1.0 and the mean values for 1, 2 and 3 seconds are approximately 

equal to zero. The mean values shown in Figure D.1 for periods of 0.2 and 0.5 second are smaller than 

zero, which means that the NGA relationships estimate conservatively biased spectral demands for the 
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ground motions of Table D.1 at 0.2 and 0.5 second: an observation similar to that reported by Huang et al. 

(2008b). 

Table D.4 identifies the number of ground motions for each type of spectral shape in each period bin for a 

total of 294 entries per shape. The trend in Table D.4 is similar to that of Table 4.9, namely, the spectral 

shapes for most records are Type 2 for period bins P3, P4 and P5 because spectral acceleration tends to 

decrease with increasing period beyond 1 second. 

The data presented in these tables are used below to evaluate the observations of Baker and Cornell 

(2005) who noted that 1) a positive value of ε  tends to indicate a peak in spectral demand, 2) a negative 

value of ε  tends to indicate a valley in spectral demand; and 3) if ground motions are scaled to a given 

value of spectral acceleration at a given period ( 1( )Sa T ), records with a positive value of ε  at the period 

produce systematically smaller displacement demands in linear and nonlinear multiple degree of freedom 

(MDOF) systems than records with a negative value of ε .  

Twenty bins of ground motions from Table D.3, namely, the four ε  bins of (2, 1), (1, 0), (0, -1) and (-1, -

2) and five periods (0.2, 0.5, 1, 2 and 4 seconds) were used to study the observations of Baker and 

Cornell. Each ground motion in a given bin (e.g., 92 motions in the  1 0ε> ≥ , 0.5-second bin) was 

amplitude-scaled to a spectral ordinate of 1 g at the period associated with the bin. The geometric mean of 

the spectral acceleration for all scaled ground motions in the bin was then computed (the square root of 

the product of the spectral acceleration for each record in the bin) and results are presented in Figure D.2. 

Note that the ordinates of the geometric-mean spectrum (hereafter termed a geomean spectrum) will be 

equal to those of the median spectrum if the spectral accelerations for a set of ground motions at a period 

distribute lognormally. 

The results presented in Figure D.2 clearly show the impact of ε  on spectral shape. Consider first the 

results for a period of 0.5 second presented in panel b. The ( 2 1ε> ≥ ) geomean spectrum peaks at 0.5 

second but the other spectra do not. A relative1 valley is seen for the ( 1 2ε− > ≥ − ) geomean spectrum. 

Relative peaks and valleys are seen in Figure D.2c, Figure D.2d and Figure D.2e for the ( 2 1ε> ≥ ) and 

1 2ε− > ≥ −  geomean spectra, respectively. It is clear from the panels of Figure D.2 and the observed 

large differences in the geomean spectra as a function of ε , that spectral shape and ε  should be 

                                                      
1 Herein, relative peak and relative valley are defined with respect to adjacent spectral ordinates after correction for 

the average slope in the vicinity of the period in question.  
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important considerations in the selection and scaling of earthquake ground motions: the scaling of 

negative ε  motions to positive ε  spectral demands will result in conservative (over) predictions of 

response. The influence of magnitude and distance on the difference in spectral shape is not addressed 

here and is the subject of current study.  

Baker and Cornell (2005) characterized spectral shape using the Conditional Mean Spectrum (CMS) as 

described in Section 4.2.4. Figure D.3a shows the spectral demands computed using the Chiou-Youngs 

NGA relationship (Chiou and Youngs 2006) for WM  6.8, r  equal to 1.6 km and ε  of 0 and 1.5, and a 

CMS conditioned to the spectral ordinate of the dotted line ( 1.5ε = ) at a period of 1 second. The CMS 

was computed using the exponential of (4.2), which is reproduced below: 

 
2 1 1 1 2ln ( )|ln ( ) ln ( )* ln 2 ln 2 ln ( ),ln ( ) 1( , , ) ( , ) ( )Sa T Sa T Sa T Sa Sa Sa T Sa TM r T M T Tμ μ σ ρ ε= = + ⋅  (D.1) 

where all variables were defined in Chapter 4. For computing the CMS shown in Figure D.3a, ln Saμ  and 

ln Saσ  were computed again using the Chiou-Youngs NGA relationship; the value of 1( )Tε is 1.5; and 

1 2ln ( ),ln ( )Sa T Sa Tρ  was computed using the correlation-coefficient model of Baker and Jayaram (2008). If 

1 2ln ( ),ln ( )Sa T Sa Tρ  in (D.1) is zero, that is, the value of ε  at a given period 2T  is uncorrelated with that at 1T  

(1 second herein), the CMS in Figure D.3a will become the solid line ( 0ε = ). If 
1 2ln ( ),ln ( )Sa T Sa Tρ  is 1, that 

is, the value of ε  at a given period is linearly dependent on the value at 1 second, the CMS will become 

the dotted line ( 1.5ε = ). Figure D.4 presents the values of 
1 2ln ( ),ln ( )Sa T Sa Tρ  used to compute the CMS in 

Figure D.3a. Since the CMS is scaled to a given spectral acceleration at a period of 1 second, the value of 

the correlation coefficient is 1.0 at 1 second and is smaller than 1.0 at other periods. The variation of 

correlation coefficient with period shown in Figure D.4 forces the ordinates of the CMS of Figure D.3a 

below the dotted line at all periods other than 1 second trending towards those of the solid line and 

produces a relative peak at 1 second. The analysis of Figure D.3a was repeated for 1.5ε = −  and results 

are presented in Figure D.3b. The CMS is scaled to the dotted line ( 1.5ε = − ) at a period of 1 second. For 

periods other than 1 second, the correlation coefficient is smaller than 1 and the ordinates of the CMS are 

greater than that of the dotted line and trend towards the solid line ( 0ε = ): a negative value of ε  tends to 

indicate a relative valley in the spectrum at 1 second. The trends predicted by the use of the Baker and 

Cornell CMS are supported by the ground motion data presented in Figure D.2. 
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D.3 An Example of Selecting Ground Motions Using WM , r  and ε   

A study was performed to identify the differences between a Uniform Hazard Spectrum (UHS) and a 

CMS and to reflect on procedures for selecting and scaling ground motions based on WM , r  and ε . The 

study uses 3 families of three spectra generated for a sample Site Class B site in the San Francisco Bay 

Area at longitude 122.2°W and latitude 37.8°N. The three spectra are 

1. Spectrum 1: Uniform Hazard Spectrum 

2. Spectrum 2: Conditional Mean Spectrum scaled to the UHS (Spectrum 1) at a period of 1 second. 

3. Spectrum 3: The geometric-mean spectrum of a set of records selected from Table D.1 considering 

the WM , r  and ε  governing the UHS of Spectrum 1 at a period of 1 second; all selected records 

were scaled to the spectral ordinate of the UHS at a period of 1 second. 

The three spectra were generated for each of three earthquake shaking return periods: 2475, 475 and 108 

years, which correspond to a 2% probability of exceedance (PE) in 50 years, 10% PE in 50years and 50% 

PE in 75 years, respectively. Results are presented in Figure D.5a, Figure D.5b and Figure D.5c for the 

return periods of 2475, 475 and 108 years, respectively. 

The UHS of Spectrum 1 presented in Figure D.5a and Figure D.5b were generated using the USGS 

ground-motion calculator (USGS 2007). The USGS ground-motion calculator does not provide values for 

a return period of 108 years. The UHS presented in Figure D.5c was obtained through the USGS website 

using the 2002 Deaggregation Data (http://eqint.cr.usgs.gov/deaggint/2002/index.php), where information 

is available at periods of 0, 0.2 and 1 seconds. 

The CMS was computed using (D.1), where ln Saμ , ln Saσ  and ε  were computed using the Chiou-Youngs 

NGA relationship and 
1 2ln ( ),ln ( )Sa T Sa Tρ  was computed using the correlation-coefficient model by Baker and 

Jayaram. The correlation coefficients used for the computations of Figure D.5 are the same as those 

presented in Figure D.4. The CMS computation requires values of mean magnitude and distance ( M  and 

r ) for the seismic hazard of interest, which can be identified using the hazard deaggregation. Figure D.6, 

Figure D.7 and Figure D.8 present the USGS deaggregation results at a period of 1-second for return 

periods of 2475, 475 and 108 years, respectively. Table D.5 summarizes the values of M  and r  

identified from Figure D.6, Figure D.7 and Figure D.8, the UHS spectral ordinates computed using the 

USGS ground-motion calculator and the corresponding ε  at a period of 1 second calculated using the 
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Chiou-Youngs NGA relationship and the values of M  and r  shown in Table D.5 for the three return 

periods. The UHS spectral ordinates reported by the USGS ground-motion calculator are different from 

those shown in Figure D.6 through Figure D.8. However, the differences are small and ignored here. The 

values of ε  shown in Table D.5 are different from those shown in Figure D.6 through Figure D.8 because 

those reported in the figures were based on the results of PSHA using several pre-2002 attenuation 

models and the tabulated values were computed using the Chiou-Youngs NGA model. Since the values of 

ε  shown in Table D.2 were computed using NGA relationships, the values of ε  shown in Table D.5 

were used to compute CMS, instead of the values identified from the deaggregation results.  

Four bins of ground motions are listed in Table D.6, where Bin D1 and Bin D2 were used to compute the 

geometric-mean spectra (Spectrum 3) presented in Figure D.5a and Figure D.5b, respectively, and Bin D3 

and D4 were used to compute Spectrum 3 presented in Figure D.5c. The ground motions in each bin of 

Table D.6 were selected from the ground motion dataset of Table D.1 using the ranges of WM  and ε  

shown in Table D.6, which were determined based on the values of M  and ε  shown in Table D.5 for the 

corresponding return period. No limitation on the value of distance was used for the selection of ground 

motions because a) all records in the dataset of Table D.1 have site-to-source distances smaller than 15 

km and b) if narrow ranges are applied on all three parameters during the selection process, the number of 

ground motions in each bin will be too small to deliver reasonable results. The ranges of r  shown in 

Table D.6 were identified after the ground motions for each bin had been selected. Bin D3 and Bin D4 

have different ranges of WM  and r . The lower bounds on WM  and r  for Bin D3 are 6.7 and 3 km, 

respectively, and those for Bin D4 are 6.6 and 7 km, respectively. Bin D4 was established to study the 

sensitivity of spectral shape on the ranges of the parameters used to select ground motions. The key 

observations are: 

a. For return periods of 2475 and 475 years, the spectral demand of the UHS is greater than that of the 

CMS at periods other than 1 second. In Figure D.5a, the ratio of the spectral ordinate of the UHS to 

that of the CMS at a period of 0.2 second is 1.62; in Figure D.5b, the ratio is 1.29. For the return 

period of 108 years (Figure D.5c), the spectral demand of the CMS is similar to that of the UHS. 

b. The geomean spectra for the ground motions of Bins D1, D2 and D3 agree well with the CMS of 

Figure D.5a, Figure D.5b and Figure D.5c, respectively, at periods greater than 0.4 second and 

implies that a CMS can reasonably represent the average spectral demand for a combination of WM , 

r  and ε . 
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c. For long-return-period (475+ years) earthquake shaking, a CMS is a more reasonable representation 

of earthquake shaking than a UHS since the former is generated using an attenuation model and 

considers the correlation of spectral ordinates at different periods, whereas the UHS ordinates at 

different periods are generally governed by different scenario events.  

d. The ordinates of the geomean spectrum for the Bin D4 ground motions are significantly smaller than 

those of the CMS of Figure D.5c in the short period range. If the number of ground motions used in 

an analysis is as small as that for Bin D3, the resultant geomean spectral shape will be sensitive to 

the selected ranges of WM , r  and ε . It is appropriate to compare the shapes of the geomean 

spectrum and the CMS and then to adjust the ground motions in the bin if the shapes are 

substantially different. 
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Table D.1.  Earthquake ground motion record pairs from PEER NGA Database 
Record 

sequence 
number 

Earthquake name Station name Year WM  r  (km) 30SV  
(m/s) 

6 Imp. Valley-02 El Centro #9 1940 6.95 6.09 213.4 
77 San Fernando Pacoima Dam 1971 6.61 1.81 2016.1 

126 Gazli, USSR Karakyr 1976 6.80 5.46 659.6 
158 Imp. Valley-06 Aeropuerto Mexicali 1979 6.53 0.34 274.5 
159 Imp. Valley-06 Agrarias 1979 6.53 0.65 274.5 
160 Imp. Valley-06 Bonds Corner 1979 6.53 2.68 223.0 
161 Imp. Valley-06 Brawley Airport 1979 6.53 10.42 208.7 
162 Imp. Valley-06 Calexico Fire St. 1979 6.53 10.45 231.2 
165 Imp. Valley-06 Chihuahua 1979 6.53 7.29 274.5 
170 Imp. Valley-06 EC County Center FF 1979 6.53 7.31 192.1 
171 Imp. Valley-06 EC Meloland Overpass FF 1979 6.53 0.07 186.2 
173 Imp. Valley-06 El Centro #10 1979 6.53 6.17 202.9 
174 Imp. Valley-06 El Centro #11 1979 6.53 12.45 196.3 
178 Imp. Valley-06 El Centro #3 1979 6.53 12.85 162.9 
179 Imp. Valley-06 El Centro #4 1979 6.53 7.05 208.9 
180 Imp. Valley-06 El Centro #5 1979 6.53 3.95 205.6 
181 Imp. Valley-06 El Centro #6 1979 6.53 1.35 203.2 
182 Imp. Valley-06 El Centro #7 1979 6.53 0.56 210.5 
183 Imp. Valley-06 El Centro #8 1979 6.53 3.86 206.1 
184 Imp. Valley-06 El Centro Differential Array 1979 6.53 5.09 202.3 
185 Imp. Valley-06 Holtville Post Office 1979 6.53 7.65 202.9 
187 Imp. Valley-06 Parachute Test Site 1979 6.53 12.69 348.7 
189 Imp. Valley-06 SAHOP Casa Flores 1979 6.53 9.64 338.6 
284 Irpinia, Italy-01 Auletta 1980 6.90 9.55 1000.0 
285 Irpinia, Italy-01 Bagnoli Irpinio 1980 6.90 8.18 1000.0 
292 Irpinia, Italy-01 Sturno 1980 6.90 10.84 1000.0 
495 Nahanni, Canada Site 1 1985 6.76 9.60 659.6 
496 Nahanni, Canada Site 2 1985 6.76 4.93 659.6 
497 Nahanni, Canada Site 3 1985 6.76 5.32 659.6 
723 Superst. Hills-02 Parachute Test Site 1987 6.54 0.95 348.7 
725 Superst. Hills-02 Poe Road 1987 6.54 11.16 207.5 
727 Superst. Hills-02 Superstition Mtn. Camera 1987 6.54 5.61 362.4 
728 Superst. Hills-02 Westmorland Fire Sta. 1987 6.54 13.03 193.7 
 741 Loma Prieta BRAN 1989 6.93 10.72 376.1 
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Table D.1.  Earthquake ground motion record pairs from PEER NGA Database (continued) 
Record 

sequence 
number 

Earthquake name Station name Year WM  r  (km) 30SV  
(m/s) 

753 Loma Prieta Corralitos 1989 6.93 3.85 462.2 
763 Loma Prieta Gilroy - Gavilan Coll. 1989 6.93 9.96 729.7 
764 Loma Prieta Gilroy - Historic Bldg. 1989 6.93 10.97 338.5 
765 Loma Prieta Gilroy Array #1 1989 6.93 9.64 1428.0 
766 Loma Prieta Gilroy Array #2 1989 6.93 11.07 270.8 
767 Loma Prieta Gilroy Array #3 1989 6.93 12.82 349.9 
768 Loma Prieta Gilroy Array #4 1989 6.93 14.34 221.8 
779 Loma Prieta LGPC 1989 6.93 3.88 477.7 
801 Loma Prieta San Jose - Santa Teresa Hills 1989 6.93 14.69 671.8 
802 Loma Prieta Saratoga - Aloha Ave 1989 6.93 8.50 370.8 
803 Loma Prieta Saratoga - W Valley Coll. 1989 6.93 9.31 370.8 
821 Erzican, Turkey Erzincan 1992 6.69 4.38 274.5 
825 Cape Mendocino Cape Mendocino 1992 7.01 6.96 513.7 
828 Cape Mendocino Petrolia 1992 7.01 8.18 712.8 
829 Cape Mendocino Rio Dell Overpass - FF 1992 7.01 14.33 311.8 
864 Landers Joshua Tree 1992 7.28 11.03 379.3 
879 Landers Lucerne 1992 7.28 2.19 684.9 
949 Northridge-01 Arleta - Nordhoff Fire Sta. 1994 6.69 8.66 297.7 
959 Northridge-01 Canoga Park - Topanga Can 1994 6.69 14.70 267.5 
960 Northridge-01 Canyon Country - W Lost Cany 1994 6.69 12.44 308.6 
982 Northridge-01 Jensen Filter Plant 1994 6.69 5.43 373.1 
983 Northridge-01 Jensen Filter Plant Generator 1994 6.69 5.43 525.8 

1004 Northridge-01 LA - Sepulveda VA Hospital 1994 6.69 8.44 380.1 
1013 Northridge-01 LA Dam 1994 6.69 5.92 629.0 
1042 Northridge-01 N Hollywood - Coldwater Can 1994 6.69 12.51 446.0 
1044 Northridge-01 Newhall - Fire Sta. 1994 6.69 5.92 269.1 
1045 Northridge-01 Newhall - W Pico Canyon Rd. 1994 6.69 5.48 285.9 
1048 Northridge-01 Northridge - 17645 Saticoy St 1994 6.69 12.09 280.9 
1050 Northridge-01 Pacoima Dam (downstr) 1994 6.69 7.01 2016.1 
1051 Northridge-01 Pacoima Dam (upper left) 1994 6.69 7.01 2016.1 
1052 Northridge-01 Pacoima Kagel Canyon 1994 6.69 7.26 508.1 
1063 Northridge-01 Rinaldi Receiving Sta. 1994 6.69 6.50 282.3 
1080 Northridge-01 Simi Valley - Katherine Rd 1994 6.69 13.42 557.4 
1082 Northridge-01 Sun Valley - Roscoe Blvd 1994 6.69 10.05 308.6 
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Table D.1.  Earthquake ground motion record pairs from PEER NGA Database (continued) 
Record 

sequence 
number 

Earthquake name Station name Year WM  r  (km) 30SV  
(m/s) 

1083 Northridge-01 Sunland - Mt Gleason Ave 1994 6.69 13.35 446.0 
1084 Northridge-01 Sylmar - Converter Sta. 1994 6.69 5.35 251.2 
1085 Northridge-01 Sylmar - Converter Sta. East 1994 6.69 5.19 370.5 
1086 Northridge-01 Sylmar - Olive View Med FF 1994 6.69 5.30 440.5 
1106 Kobe, Japan KJMA 1995 6.90 0.96 312.0 
1111 Kobe, Japan Nishi-Akashi 1995 6.90 7.08 609.0 
1119 Kobe, Japan Takarazuka 1995 6.90 0.27 312.0 
1120 Kobe, Japan Takatori 1995 6.90 1.47 256.0 
1148 Kocaeli, Turkey Arcelik 1999 7.51 13.49 523.0 
1161 Kocaeli, Turkey Gebze 1999 7.51 10.92 792.0 
1165 Kocaeli, Turkey Izmit 1999 7.51 7.21 811.0 
1176 Kocaeli, Turkey Yarimca 1999 7.51 4.83 297.0 
1178 Chi-Chi, Taiwan ALS 1999 7.62 10.80 553.4 
1182 Chi-Chi, Taiwan CHY006 1999 7.62 9.77 438.2 
1193 Chi-Chi, Taiwan CHY024 1999 7.62 9.64 427.7 
1197 Chi-Chi, Taiwan CHY028 1999 7.62 3.14 542.6 
1198 Chi-Chi, Taiwan CHY029 1999 7.62 10.97 544.7 
1201 Chi-Chi, Taiwan CHY034 1999 7.62 14.82 378.8 
1202 Chi-Chi, Taiwan CHY035 1999 7.62 12.65 473.9 
1227 Chi-Chi, Taiwan CHY074 1999 7.62 10.80 553.4 
1231 Chi-Chi, Taiwan CHY080 1999 7.62 2.69 553.4 
1244 Chi-Chi, Taiwan CHY101 1999 7.62 9.96 258.9 
1403 Chi-Chi, Taiwan NSY 1999 7.62 13.15 599.6 
1462 Chi-Chi, Taiwan TCU 1999 7.62 5.18 472.8 
1488 Chi-Chi, Taiwan TCU048 1999 7.62 13.55 473.9 
1489 Chi-Chi, Taiwan TCU049 1999 7.62 3.78 487.3 
1490 Chi-Chi, Taiwan TCU050 1999 7.62 9.51 272.6 
1491 Chi-Chi, Taiwan TCU051 1999 7.62 7.66 272.6 
1492 Chi-Chi, Taiwan TCU052 1999 7.62 0.66 393.2 
1493 Chi-Chi, Taiwan TCU053 1999 7.62 5.97 454.6 
1494 Chi-Chi, Taiwan TCU054 1999 7.62 5.30 460.7 
 1495 Chi-Chi, Taiwan TCU055 1999 7.62 6.36 272.6 
1496 Chi-Chi, Taiwan TCU056 1999 7.62 10.50 272.6 
1497 Chi-Chi, Taiwan TCU057 1999 7.62 11.84 473.9 
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Table D.1.  Earthquake ground motion record pairs from PEER NGA Database (continued) 
Record 

sequence 
number 

Earthquake name Station name Year WM  r  (km) 30SV  
(m/s) 

1499 Chi-Chi, Taiwan TCU060 1999 7.62 8.53 272.6 
1501 Chi-Chi, Taiwan TCU063 1999 7.62 9.80 272.6 
1503 Chi-Chi, Taiwan TCU065 1999 7.62 0.59 305.9 
1504 Chi-Chi, Taiwan TCU067 1999 7.62 0.64 433.6 
1505 Chi-Chi, Taiwan TCU068 1999 7.62 0.32 487.3 
1507 Chi-Chi, Taiwan TCU071 1999 7.62 5.31 624.9 
1508 Chi-Chi, Taiwan TCU072 1999 7.62 7.03 468.1 
1509 Chi-Chi, Taiwan TCU074 1999 7.62 13.46 549.4 
1510 Chi-Chi, Taiwan TCU075 1999 7.62 0.91 573.0 
1511 Chi-Chi, Taiwan TCU076 1999 7.62 2.76 615.0 
1512 Chi-Chi, Taiwan TCU078 1999 7.62 8.20 443.0 
1513 Chi-Chi, Taiwan TCU079 1999 7.62 10.97 364.0 
1515 Chi-Chi, Taiwan TCU082 1999 7.62 5.18 472.8 
1517 Chi-Chi, Taiwan TCU084 1999 7.62 11.24 553.4 
1519 Chi-Chi, Taiwan TCU087 1999 7.62 7.00 473.9 
1521 Chi-Chi, Taiwan TCU089 1999 7.62 8.88 553.4 
1527 Chi-Chi, Taiwan TCU100 1999 7.62 11.39 473.9 
1528 Chi-Chi, Taiwan TCU101 1999 7.62 2.13 272.6 
1529 Chi-Chi, Taiwan TCU102 1999 7.62 1.51 714.3 
1530 Chi-Chi, Taiwan TCU103 1999 7.62 6.10 494.1 
1531 Chi-Chi, Taiwan TCU104 1999 7.62 12.89 473.9 
1533 Chi-Chi, Taiwan TCU106 1999 7.62 14.99 473.9 
1535 Chi-Chi, Taiwan TCU109 1999 7.62 13.08 473.9 
1536 Chi-Chi, Taiwan TCU110 1999 7.62 11.60 212.7 
1541 Chi-Chi, Taiwan TCU116 1999 7.62 12.40 493.1 
1545 Chi-Chi, Taiwan TCU120 1999 7.62 7.41 459.3 
1546 Chi-Chi, Taiwan TCU122 1999 7.62 9.35 475.5 
1547 Chi-Chi, Taiwan TCU123 1999 7.62 14.93 272.6 
1548 Chi-Chi, Taiwan TCU128 1999 7.62 13.15 599.6 
1549 Chi-Chi, Taiwan TCU129 1999 7.62 1.84 664.4 
 1550 Chi-Chi, Taiwan TCU136 1999 7.62 8.29 473.9 
1551 Chi-Chi, Taiwan TCU138 1999 7.62 9.79 652.9 
1595 Chi-Chi, Taiwan WGK 1999 7.62 9.96 258.9 
1596 Chi-Chi, Taiwan WNT 1999 7.62 1.84 664.4 
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Table D.1.  Earthquake ground motion record pairs from PEER NGA Database (continued) 
Record 

sequence 
number 

Earthquake name Station name Year WM  r  (km) 30SV  
(m/s) 

1602 Duzce, Turkey Bolu 1999 7.14 12.04 326.0 
1605 Duzce, Turkey Duzce 1999 7.14 6.58 276.0 
1611 Duzce, Turkey Lamont 1058 1999 7.14 0.21 424.8 
1612 Duzce, Turkey Lamont 1059 1999 7.14 4.17 424.8 
1614 Duzce, Turkey Lamont 1061 1999 7.14 11.46 481.0 
1615 Duzce, Turkey Lamont 1062 1999 7.14 9.15 338.0 
1617 Duzce, Turkey Lamont 375 1999 7.14 3.93 424.8 
1618 Duzce, Turkey Lamont 531 1999 7.14 8.03 659.6 
1787 Hector Mine Hector 1999 7.13 11.66 684.9 
2114 Denali, Alaska TAPS Pump Station #10 2002 7.90 2.74 329.4 
3548 Loma Prieta Los Gatos-Lexington Dam 1989 6.93 5.02 1070.3 
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Table D.2.  Epsilon ( ε ) and spectral shape for the records of Table D.1 

Record 
sequence 
number 

Direction 
of record 

ε  Type of spectral shape 

0.2 s 0.5 s 1 s 2 s 4 s P1 P2 P3 P4 P5 

6 FN -0.31  -0.41  -0.68 -1.27 -1.92 4 2 2 2 2 
77 FN 1.01  2.58  2.80 2.68 2.22 5 2 2 2 2 

126 FN 0.16  0.42  1.40 0.65 2.12 1 2 2 2 2 
158 FN -1.07  -0.96  -0.87 -0.62 -1.32 5 2 2 2 2 
159 FN -1.66  -0.74  -1.17 -0.10 -1.01 5 4 2 2 2 
160 FN 1.85  0.78  -0.49 -0.98 -1.66 3 2 2 2 2 
161 FN -0.31  -1.84  -0.56 0.17 0.72 4 5 4 2 2 
162 FN 0.30  0.66  -0.63 -1.19 -0.87 3 2 2 2 2 
165 FN -0.34  0.47  0.29 -0.62 -0.17 3 4 2 2 2 
170 FN -0.67  0.36  -0.99 -0.06 1.03 3 4 2 4 2 
171 FN -0.59  -0.22  -0.33 0.56 0.49 3 4 2 4 2 
173 FN -0.73  0.08  -1.14 0.04 0.71 5 2 5 4 2 
174 FN 1.16  1.13  -0.31 -0.30 0.31 4 2 2 2 2 
178 FN 0.79  0.26  -1.28 -0.91 0.78 2 2 2 5 2 
179 FN 0.31  0.22  0.41 0.74 1.77 4 2 2 2 2 
180 FN 0.16  0.60  0.48 0.26 1.46 3 2 2 2 2 
181 FN -0.16  -0.30  -0.63 0.20 1.41 3 2 2 1 2 
182 FN -0.08  -0.02  0.02 0.26 0.95 3 3 2 2 2 
183 FN 0.40  0.13  -0.50 -0.85 0.70 2 2 2 5 2 
184 FN 0.57  0.44  -0.13 0.17 0.62 2 2 2 2 2 
185 FN -0.28  0.26  -0.09 -0.53 1.05 3 2 2 5 2 
187 FN -0.69  -0.30  -0.72 -0.06 0.77 2 2 2 2 2 
189 FN 1.11  0.93  0.12 -1.04 -2.09 4 2 2 2 2 
284 FN -1.57  -1.60  -0.95 -0.99 -0.20 1 2 2 2 2 
285 FN -0.53  0.14  1.43 1.74 0.57 2 1 4 2 2 
292 FN 0.99  0.91  1.12 2.36 2.50 4 2 5 4 2 
495 FN 0.27  0.09  0.87 0.61 1.42 2 2 2 2 2 
496 FN -2.25  -1.01  -1.68 -1.30 -1.29 3 2 2 2 2 
497 FN -2.77  -4.14  -3.62 -2.14 -1.14 2 2 2 2 2 
723 FN -0.42  -0.25  0.83 1.66 0.71 4 1 1 2 2 
725 FN 0.96  0.89  -0.35 -0.60 -0.07 3 2 2 2 2 
727 FN 1.20  0.93  -0.45 -0.13 -1.21 4 2 2 2 2 
728 FN 0.50  0.22  0.71 -0.02 0.08 5 2 4 2 2 
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Table D.2.  Epsilon ( ε ) and spectral shape for the records of Table D.1 (continued) 

Record 
sequence 
number 

Direction 
of record 

ε  Type of spectral shape 

0.2 s 0.5 s 1 s 2 s 4 s P1 P2 P3 P4 P5 

741 FN 0.19  1.50  0.46 -0.61 -0.59 5 4 2 2 2 
753 FN -0.37  -0.40  -0.31 -0.52 -0.61 3 2 2 2 2 
763 FN 0.19  -0.10  -0.15 0.20 0.06 3 2 2 2 2 
764 FN -0.75  0.17  0.18 -0.72 -2.06 3 2 2 2 2 
765 FN 1.24  1.26  0.78 1.01 1.00 3 2 2 2 2 
766 FN -0.23  0.32  0.36 0.64 -0.52 3 2 2 2 2 
767 FN 1.23  1.25  0.43 0.61 -0.10 4 2 2 2 2 
768 FN 0.26  0.85  0.34 0.35 0.08 3 2 2 2 2 
779 FN -0.01  0.68  0.52 1.25 2.02 1 4 2 2 2 
801 FN 0.56  0.29  0.00 -0.12 0.26 2 4 2 2 2 
802 FN 0.26  -0.22  0.27 0.91 0.92 4 2 2 2 2 
803 FN -0.44  -0.65  1.04 1.08 0.43 3 5 4 2 2 
821 FN -0.03  -0.50  0.60 0.99 0.47 4 5 4 2 2 
825 FN -0.24  -1.12  -0.40 0.58 -0.09 2 2 2 2 2 
828 FN -0.94  0.69  1.31 1.44 1.27 5 4 2 2 2 
829 FN -0.18  0.53  0.61 -0.15 -1.31 3 2 2 2 2 
864 FN -0.45  -0.35  0.90 0.34 0.16 4 1 4 2 2 
879 FN 0.30  -0.47  0.03 0.55 1.84 2 2 2 2 2 
949 FN -0.92  -0.79  -0.71 -0.75 -0.98 4 4 2 2 2 
959 FN 0.14  -0.29  0.02 1.20 0.32 3 2 2 2 2 
960 FN 1.17  1.54  1.00 1.42 0.18 4 4 2 2 2 
982 FN -0.53  -1.25  -0.52 0.64 1.20 3 2 2 4 2 
983 FN -0.75  -1.12  -0.17 1.04 1.62 3 2 2 4 2 

1004 FN 1.12  0.36  0.21 0.34 0.24 4 2 2 2 2 
1013 FN -1.00  -0.49  0.85 1.10 0.61 1 1 2 2 2 
1042 FN 1.06  -0.20  0.11 1.03 0.45 4 2 2 2 2 
1044 FN 0.76  1.36  1.46 0.81 1.10 4 4 2 2 2 
1045 FN -0.93  -0.39  0.47 1.37 1.22 3 5 4 2 2 
1048 FN 0.23  0.60  0.81 1.11 0.43 3 4 2 2 2 
1050 FN 0.47  2.15  1.24 0.76 1.44 3 2 2 2 2 
1051 FN 1.96  2.93  3.22 2.34 2.42 2 4 2 2 2 
1052 FN -0.15  1.13  1.11 0.55 0.50 3 4 2 2 2 
1063 FN 0.41  0.82  1.62 1.05 0.63 3 1 2 2 2 



 

 294

Table D.2.  Epsilon ( ε ) and spectral shape for the records of Table D.1 (continued) 

Record 
sequence 
number 

Direction 
of record 

ε  Type of spectral shape 

0.2 s 0.5 s 1 s 2 s 4 s P1 P2 P3 P4 P5 

1080 FN -0.06  1.54  1.66 -0.07 -0.72 3 4 2 2 2 
1082 FN -0.01  -0.22  0.30 -0.35 -0.67 4 2 2 2 2 
1083 FN -0.72  0.09  0.81 0.27 0.29 4 4 2 2 2 
1084 FN 0.10  -0.12  0.92 0.68 1.03 3 3 4 2 2 
1085 FN 0.34  0.00  -0.02 0.63 1.06 4 2 2 2 2 
1086 FN -0.29  -0.08  0.67 1.59 1.10 3 2 4 2 2 
1106 FN 0.08  0.82  1.48 0.23 -0.48 3 1 2 2 2 
1111 FN 1.09  2.34  0.02 0.57 -0.30 3 4 2 2 2 
1119 FN 0.86  -0.15  0.25 -0.02 -1.20 4 1 2 2 2 
1120 FN 0.44  0.37  1.33 1.96 0.19 3 3 4 2 2 
1148 FN 0.11  -1.15  -1.33 -1.63 -0.76 4 2 2 2 2 
1161 FN -0.62  0.34  0.05 -0.18 1.76 5 2 2 5 4 
1165 FN -1.26  -0.27  0.07 0.00 -0.01 4 2 2 2 2 
1176 FN -0.72  -0.85  -0.92 -0.86 0.15 3 4 4 2 2 
1178 FN -3.05  -1.18  -0.90 -0.12 -0.36 3 4 2 2 2 
1182 FN -0.33  1.26  0.10 1.28 0.38 3 4 2 2 2 
1193 FN -0.39  0.03  0.51 0.13 1.38 3 2 2 2 2 
1197 FN 0.51  1.24  1.22 0.82 -0.35 3 2 2 2 2 
1198 FN -0.65  0.90  0.04 0.36 0.61 3 4 2 2 2 
1201 FN -0.57  0.91  1.01 -0.06 -0.59 3 4 2 2 2 
1202 FN -0.80  -0.06  0.80 0.66 -0.74 3 1 4 2 2 
1227 FN -2.83  -1.00  -0.74 0.11 -0.06 3 4 2 2 2 
1231 FN -1.02  -0.50  0.79 0.66 -1.02 3 3 2 2 2 
1244 FN -0.16  -0.48  0.65 0.05 0.92 1 3 2 2 2 
1403 FN -1.57  -0.75  -0.13 0.69 1.91 3 2 2 1 2 
1462 FN -1.33  -0.16  -0.29 -0.40 -0.34 3 4 2 2 2 
1488 FN -1.89  -1.54  -0.39 -0.23 1.31 1 1 2 5 4 
1489 FN -0.67  -0.72  -0.36 -0.95 -0.34 4 2 2 2 2 
1490 FN -1.00  -0.99  -0.85 -0.75 -0.40 3 1 2 2 2 
1491 FN -0.58  -0.61  -0.64 -0.76 -0.94 4 2 2 2 2 
1492 FN -1.84  -1.43  0.20 0.88 1.00 3 3 4 2 2 
1493 FN -1.33  -0.20  -0.66 -0.89 -0.63 3 2 2 2 2 
1494 FN -2.16  -1.23  -0.39 -0.72 0.17 3 4 2 2 4 
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Table D.2.  Epsilon ( ε ) and spectral shape for the records of Table D.1 (continued) 

Record 
sequence 
number 

Direction 
of record 

ε  Type of spectral shape 

0.2 s 0.5 s 1 s 2 s 4 s P1 P2 P3 P4 P5 

 1495 FN -0.52  -0.03  -1.04 -0.54 -0.34 3 2 2 2 2 
1496 FN -1.35  -0.44  -0.53 -0.45 -0.55 3 1 2 2 2 
1497 FN -1.69  -1.05  -0.11 0.11 0.76 3 5 2 2 2 
1499 FN -1.16  -0.61  -1.32 -1.51 -0.89 3 2 2 2 2 
1501 FN -0.72  -0.21  0.14 0.57 0.72 3 4 2 2 2 
1503 FN -0.12  -0.92  0.57 0.66 1.14 4 5 4 2 2 
1504 FN -0.46  -0.35  0.21 0.44 -0.06 3 4 2 2 2 
1505 FN -0.93  -0.10  0.06 0.71 1.65 3 2 2 2 2 
1507 FN -0.19  -0.09  0.42 -0.16 0.35 4 2 2 2 2 
1508 FN -0.40  -0.07  0.69 -0.56 -0.14 3 1 2 2 2 
1509 FN -0.35  0.76  1.85 1.07 0.85 3 3 2 2 2 
1510 FN -1.01  -1.00  -0.92 0.30 1.16 3 2 5 4 2 
1511 FN -0.18  -0.88  -0.16 -0.16 0.47 3 2 2 2 2 
1512 FN -0.39  -0.47  -0.23 -0.74 -1.40 2 2 2 2 2 
1513 FN 0.79  0.22  -0.02 -0.58 -1.05 4 4 2 2 2 
1515 FN -1.40  -0.19  -0.24 -0.19 -0.34 3 2 2 2 2 
1517 FN 0.30  1.09  2.61 2.55 0.53 4 3 4 2 2 
1519 FN -1.88  -1.67  -1.54 -0.91 0.76 4 2 2 2 4 
1521 FN -0.68  -0.90  -0.41 -0.81 -0.58 3 2 2 2 2 
1527 FN -1.43  -0.83  -0.40 -0.28 0.81 3 2 2 2 2 
1528 FN -0.67  -1.17  -1.50 -1.83 -0.60 4 2 2 2 2 
1529 FN -2.36  -0.44  0.31 0.98 1.24 3 4 2 2 2 
1530 FN -2.26  -0.79  -0.11 -0.13 0.58 3 2 2 2 2 
1531 FN -1.81  -1.08  -0.05 -0.54 0.21 5 4 4 2 2 
1533 FN -0.77  0.58  0.40 0.78 1.26 3 4 2 2 2 
1535 FN -1.74  -0.09  -0.19 1.11 1.26 3 4 2 4 2 
1536 FN -1.46  -0.53  0.08 1.22 0.08 3 3 1 4 2 
1541 FN -0.70  -0.20  1.13 0.32 1.09 4 5 4 2 2 
1545 FN -0.96  -0.71  0.24 1.13 0.50 4 5 2 2 2 
1546 FN -0.59  -0.71  -0.63 -0.47 1.17 1 4 2 5 4 
1547 FN -1.53  -0.83  -0.17 0.59 0.54 3 4 3 2 2 
1548 FN -1.39  -0.54  0.13 1.14 2.33 3 2 2 5 4 
1549 FN 0.55  0.82  0.24 -0.23 -0.09 4 2 2 2 2 
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Table D.2.  Epsilon ( ε ) and spectral shape for the records of Table D.1 (continued) 

Record 
sequence 
number 

Direction 
of record 

ε  Type of spectral shape 

0.2 s 0.5 s 1 s 2 s 4 s P1 P2 P3 P4 P5 

 1550 FN -1.59  -1.20  0.66 0.04 -0.38 3 3 4 2 2 
1551 FN -0.96  -0.11  0.53 0.54 1.53 3 2 2 2 2 
1595 FN 0.03  -0.15  -0.77 0.01 1.29 2 4 2 3 2 
1596 FN 0.43  0.68  0.13 -0.32 -0.43 4 2 2 2 2 
1602 FN 1.63  2.00  1.34 0.71 0.25 3 2 2 2 2 
1605 FN -0.72  0.19  -0.35 -0.48 0.19 3 2 2 2 2 
1611 FN -3.87  -4.01  -3.58 -2.45 -1.77 4 2 1 2 2 
1612 FN -0.90  -2.29  -2.57 -3.62 -1.64 4 2 2 5 1 
1614 FN -0.90  -1.24  -0.90 -1.93 -1.57 4 2 2 2 5 
1615 FN -1.15  -1.27  -2.08 -2.67 -2.17 4 2 2 2 5 
1617 FN 0.69  0.45  -2.21 -2.75 -1.83 3 2 2 2 2 
1618 FN -0.84  -0.97  -2.11 -2.38 -1.30 4 2 2 2 2 
1787 FN 0.61  2.12  0.69 1.17 0.43 3 2 2 2 2 
2114 FN -1.04  -1.40  -0.43 -0.33 -0.68 4 3 2 2 2 
3548 FN -3.20  -3.45  -2.41 -2.33 -0.98 2 2 2 2 2 

6 FP 0.21  0.10  -0.50 -0.37 -1.32 4 4 2 2 2 
77 FP 0.78  1.32  -0.23 0.40 1.29 1 2 2 2 2 

126 FP 0.43  1.24  0.36 1.54 1.98 2 4 5 2 2 
158 FP -0.80  -1.50  -2.03 -2.28 -3.52 2 2 2 2 2 
159 FP -2.25  -1.27  -2.17 -3.06 -3.32 5 4 2 2 2 
160 FP 0.68  0.94  -0.50 -0.48 -1.36 5 4 2 2 2 
161 FP -0.05  -0.05  -0.09 -0.44 -0.33 4 2 2 2 2 
162 FP -0.19  -0.38  -0.96 -0.99 -0.73 2 2 2 2 2 
165 FP -0.78  -0.58  0.10 -0.59 -0.50 4 1 2 2 2 
170 FP 0.00  0.02  0.65 0.06 -0.09 4 3 4 2 2 
171 FP -0.89  -0.11  -1.66 -1.35 -0.80 3 4 2 2 2 
173 FP -0.04  -0.78  -0.37 0.33 -0.43 4 2 4 2 2 
174 FP 1.71  0.49  -0.04 0.92 0.29 4 2 5 2 2 
178 FP 0.95  0.51  -0.05 0.84 0.53 4 2 2 2 2 
179 FP 0.96  0.38  0.55 0.47 -0.73 3 2 2 2 2 
180 FP 0.90  0.65  -0.45 -0.36 -0.06 1 2 2 2 2 
181 FP -0.29  -0.73  -0.10 0.02 0.07 5 5 2 2 2 
182 FP -0.58  -0.66  -0.01 -0.84 -0.86 4 3 2 2 2 
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Table D.2.  Epsilon ( ε ) and spectral shape for the records of Table D.1 (continued) 

Record 
sequence 
number 

Direction 
of record 

ε  Type of spectral shape 

0.2 s 0.5 s 1 s 2 s 4 s P1 P2 P3 P4 P5 

183 FP 0.87  0.23  -0.38 0.11 -0.13 2 2 2 2 2 
184 FP 0.91  0.77  0.41 0.31 -0.35 4 2 2 2 2 
185 FP 0.79  -0.58  -0.72 -0.31 0.61 4 2 2 2 2 
187 FP -0.17  -0.24  -0.71 -0.22 0.42 4 2 2 2 2 
189 FP 1.10  0.45  -0.24 0.29 -1.46 4 2 2 2 2 
284 FP -1.95  -1.70  -1.08 -0.98 -0.76 4 2 2 2 2 
285 FP -0.75  0.48  0.94 1.27 1.32 2 4 2 2 2 
292 FP 1.27  1.65  1.89 2.58 2.69 3 2 2 2 2 
495 FP 1.88  0.52  -0.05 0.00 -0.60 4 2 2 2 2 
496 FP -1.79  -0.30  -0.78 -0.41 -1.06 2 4 2 2 2 
497 FP -2.87  -4.22  -4.05 -3.43 -2.53 2 2 4 2 2 
723 FP -0.68  -0.03  -0.20 0.25 0.27 3 4 2 2 2 
725 FP 0.06  1.07  0.40 0.45 -0.09 5 4 2 2 2 
727 FP 1.34  0.93  1.23 -0.25 -1.70 3 2 2 2 2 
728 FP 0.03  0.30  0.30 0.00 0.37 3 2 2 2 2 
 741 FP 0.10  0.67  0.12 -0.95 -0.23 4 2 2 2 2 
753 FP -0.35  -0.08  -0.39 -0.86 -1.48 3 2 2 2 2 
763 FP 0.76  0.88  -0.28 -0.24 -0.84 2 2 2 2 2 
764 FP -0.75  0.23  -0.05 0.40 -0.80 3 2 2 2 2 
765 FP 0.96  1.88  0.67 0.62 0.09 3 2 2 2 2 
766 FP 0.80  0.16  -0.19 -0.55 -1.33 4 2 2 2 2 
767 FP 1.66  0.44  0.08 1.04 0.31 4 2 2 2 2 
768 FP -0.06  1.03  -0.24 -0.88 -1.23 3 4 2 2 2 
779 FP -0.86  -0.05  -0.27 0.50 1.17 1 4 2 2 2 
801 FP -0.27  0.56  0.84 0.28 -0.43 2 2 2 2 2 
802 FP 0.36  -0.27  -0.30 0.27 0.38 4 2 2 2 2 
803 FP -0.35  -0.23  0.21 0.31 1.46 3 2 2 2 4 
821 FP 0.12  -0.24  -0.95 0.38 -0.51 4 2 5 4 2 
825 FP 0.74  0.48  0.45 0.24 1.46 4 2 2 2 2 
828 FP -0.77  0.31  0.87 0.53 0.59 1 4 2 2 2 
829 FP 0.79  1.56  -0.16 -1.28 -0.91 3 2 2 2 2 
864 FP -0.75  0.48  0.46 -0.19 -0.72 3 4 2 2 2 
879 FP -0.04  -0.94  -0.36 -0.63 -1.05 2 2 2 2 2 
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Table D.2.  Epsilon ( ε ) and spectral shape for the records of Table D.1 (continued) 

Record 
sequence 
number 

Direction 
of record 

ε  Type of spectral shape 

0.2 s 0.5 s 1 s 2 s 4 s P1 P2 P3 P4 P5 

949 FP 0.04  -0.58  0.21 -0.26 -0.28 4 2 2 2 2 
959 FP 0.38  0.50  -0.30 0.51 -0.50 4 4 2 2 2 
960 FP 0.85  0.70  0.69 1.15 -0.03 3 4 2 2 2 
982 FP 0.75  0.19  1.02 0.84 -0.37 3 2 2 2 2 
983 FP 0.54  0.31  1.37 1.23 -0.02 3 2 2 2 2 

1004 FP 0.59  0.69  0.95 0.27 0.08 4 2 2 2 2 
1013 FP -1.48  -0.37  -0.27 1.10 0.88 1 2 2 2 2 
1042 FP -0.61  -0.29  0.53 0.73 1.03 1 2 2 2 2 
1044 FP 0.87  -0.06  -0.35 -0.16 -0.86 4 2 2 2 2 
1045 FP -1.26  0.07  0.09 0.76 0.05 3 4 2 2 2 
1048 FP 0.08  0.12  -0.30 0.66 0.23 3 2 2 2 2 
1050 FP -0.01  0.24  0.81 0.00 -0.09 4 2 2 2 2 
1051 FP 2.15  2.91  1.29 0.91 0.97 1 2 2 2 2 
1052 FP -1.16  -0.39  -0.33 0.13 1.27 3 2 2 2 2 
1063 FP 0.26  -0.50  -0.65 0.31 0.08 3 2 2 2 2 
1080 FP -0.19  1.41  0.69 -0.28 -1.11 5 2 2 2 2 
1082 FP 0.34  -0.38  0.61 0.18 -0.25 4 1 2 2 2 
1083 FP -1.38  -0.40  0.44 0.18 -0.74 3 1 2 2 2 
1084 FP 0.23  0.33  0.59 1.17 -0.57 4 1 2 2 2 
1085 FP -0.06  -1.01  0.66 0.93 -0.59 4 5 4 2 2 
1086 FP -0.01  1.05  0.16 0.47 -1.05 3 4 2 2 2 
1106 FP -0.10  0.59  -0.78 -1.43 -2.00 3 2 2 2 2 
1111 FP 0.45  1.30  0.52 0.76 -0.29 4 4 2 2 2 
1119 FP 0.11  1.28  0.07 0.29 -0.92 3 4 2 2 2 
1120 FP 1.58  0.74  0.28 0.17 -0.26 3 2 2 2 2 
1148 FP -0.69  -1.49  -1.26 -0.72 0.64 4 2 2 2 4 
1161 FP -0.79  0.11  -0.27 -0.05 0.83 2 4 2 2 4 
1165 FP -0.53  -0.64  0.01 0.48 0.46 4 2 2 2 2 
1176 FP -1.01  -0.54  -1.03 -0.54 0.99 4 4 2 5 2 
1178 FP -1.64  -0.99  -1.09 -0.68 0.47 3 2 2 2 2 
1182 FP -0.42  0.38  1.38 0.22 -0.53 3 3 2 2 2 
1193 FP -0.89  -1.01  0.08 0.33 0.72 4 5 1 2 2 
1197 FP 0.80  0.81  0.82 0.68 -0.81 3 2 2 2 2 
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Table D.2.  Epsilon ( ε ) and spectral shape for the records of Table D.1 (continued) 

Record 
sequence 
number 

Direction 
of record 

ε  Type of spectral shape 

0.2 s 0.5 s 1 s 2 s 4 s P1 P2 P3 P4 P5 

1198 FP -1.29  0.29  0.78 0.03 0.71 3 4 2 2 2 
1201 FP -0.52  0.21  1.94 0.62 -0.37 5 5 4 2 2 
1202 FP -0.49  0.47  1.26 -0.39 -0.35 3 4 2 2 2 
1227 FP -1.52  -1.00  -1.18 -0.54 0.62 3 2 2 2 2 
1231 FP 0.11  0.86  2.07 0.62 -0.24 3 3 2 2 2 
1244 FP 0.04  0.59  0.92 0.82 1.69 5 5 2 2 2 
1403 FP -1.75  0.04  -0.16 -0.03 0.57 3 4 2 2 2 
1462 FP -1.81  -1.17  -0.59 0.01 0.47 3 4 2 2 2 
1488 FP -1.60  -0.58  -0.15 0.01 1.49 1 1 2 5 4 
1489 FP -0.86  -0.82  -0.67 -0.80 0.31 4 2 2 2 4 
1490 FP -1.48  -0.95  -1.45 -0.94 -0.17 4 2 2 2 2 
1491 FP -0.71  -1.15  -1.31 -0.58 -0.09 4 4 2 2 2 
1492 FP -1.30  -1.48  -0.03 0.64 -0.06 3 5 4 2 5 
1493 FP -2.20  -1.29  -1.21 -0.94 0.09 3 4 2 2 2 
1494 FP -2.08  -1.17  -0.84 0.03 -0.15 3 4 2 2 2 
 1495 FP -0.79  -1.05  -0.93 -0.84 0.06 1 4 2 2 2 
1496 FP -1.40  -1.17  -0.84 -1.04 -0.14 3 2 2 2 2 
1497 FP -2.19  -0.90  -0.76 0.06 0.77 3 4 2 2 1 
1499 FP -1.77  -1.35  -1.43 -1.76 -0.26 3 2 2 5 4 
1501 FP -1.50  -1.50  -0.29 0.57 1.08 4 3 1 1 2 
1503 FP -0.57  -0.39  0.27 0.15 -0.40 1 4 2 2 2 
1504 FP -1.59  -0.43  -0.83 -0.48 -0.47 3 4 2 2 2 
1505 FP -1.22  -1.03  -0.41 0.51 0.53 5 4 1 2 5 
1507 FP 0.47  -0.83  0.42 -0.66 -0.07 4 5 2 2 2 
1508 FP -0.55  -0.31  0.37 0.15 -0.42 1 3 2 2 2 
1509 FP -0.97  -0.10  0.72 -0.17 -0.65 1 4 2 2 2 
1510 FP -2.13  -1.11  -0.94 -1.24 0.10 3 2 2 5 2 
1511 FP -0.57  0.30  0.64 0.02 0.11 3 2 2 2 2 
1512 FP -0.67  -0.46  -1.14 -1.45 -1.11 4 2 2 2 2 
1513 FP -0.20  -0.78  0.06 -1.14 -1.48 4 2 2 2 2 
1515 FP -1.83  -1.25  -0.46 -0.10 0.60 3 4 2 2 2 
1517 FP -1.10  -0.14  0.90 -0.09 0.24 3 5 2 2 2 
1519 FP -2.36  -0.81  -0.61 -0.52 0.50 3 4 2 5 2 
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Table D.2.  Epsilon ( ε ) and spectral shape for the records of Table D.1 (continued) 

Record 
sequence 
number 

Direction 
of record 

ε  Type of spectral shape 

0.2 s 0.5 s 1 s 2 s 4 s P1 P2 P3 P4 P5 

1521 FP -1.58  -1.33  -0.78 -1.26 -0.09 4 2 2 2 2 
1527 FP -1.79  -1.07  -0.81 0.40 0.87 3 4 5 2 4 
1528 FP -1.89  -1.32  -1.43 -1.55 -0.93 3 4 2 2 2 
1529 FP -2.92  -1.49  0.26 1.06 0.91 3 3 2 4 2 
1530 FP -2.20  -0.94  -1.14 -0.90 -0.07 3 4 2 2 2 
1531 FP -2.49  -1.13  -0.75 -0.14 1.03 3 2 4 2 4 
1533 FP -0.91  -0.28  0.39 0.86 1.60 3 1 2 1 2 
1535 FP -1.53  0.31  0.73 1.35 1.70 3 4 2 1 2 
1536 FP -1.63  -0.35  0.40 1.05 0.73 3 3 1 2 2 
1541 FP -0.71  -0.09  0.21 1.01 1.40 4 1 2 2 2 
1545 FP -0.69  -1.31  -0.80 -0.20 0.44 4 2 2 2 2 
1546 FP -0.52  -0.19  0.19 0.65 0.12 3 2 2 2 2 
1547 FP -1.54  -0.52  0.05 0.29 0.91 3 4 4 2 2 
1548 FP -1.56  0.33  0.09 0.34 1.65 3 4 2 2 2 
1549 FP 0.32  -0.97  0.22 -0.53 -0.34 4 5 2 2 2 
 1550 FP -2.21  -0.70  0.48 -0.41 0.65 3 3 4 5 2 
1551 FP -0.92  0.02  1.03 1.06 1.06 3 5 4 2 2 
1595 FP 0.39  0.73  1.15 0.81 1.04 5 3 2 2 2 
1596 FP 0.27  -1.06  0.10 -0.68 -0.75 4 5 2 2 2 
1602 FP 0.82  1.38  2.09 1.11 -0.31 5 3 2 2 2 
1605 FP 0.43  -0.23  0.14 0.30 0.75 3 1 2 2 2 
1611 FP -3.23  -3.32  -2.71 -2.92 -1.90 2 2 4 2 2 
1612 FP -0.80  -2.87  -2.71 -3.77 -2.90 4 2 2 2 1 
1614 FP -0.93  -1.29  -1.48 -1.87 -1.38 3 2 2 2 2 
1615 FP -0.02  -0.86  -1.06 -1.81 -2.62 3 2 2 2 5 
1617 FP 0.21  -1.56  -1.91 -2.63 -2.63 4 2 2 2 2 
1618 FP -1.04  -0.10  -0.67 -1.77 -1.51 3 2 2 2 2 
1787 FP 0.11  0.72  1.17 0.57 0.08 4 2 2 2 2 
2114 FP -1.78  -1.59  -0.16 0.16 -0.40 3 3 4 2 2 
3548 FP -2.97  -3.20  -2.28 -2.10 -1.43 2 2 2 2 2 
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Table D.3.  Number of records from Table D.1 in ε  bins at periods of 0.2, 
0.5, 1, 2 and 4 seconds 

  Period (second) 

  0.2  0.5  1.0 2.0 4.0 

B
in

 

3ε ≥  0 0 1 0 0 

3 2ε> ≥  1 6 4 5 7 

2 1ε> ≥  20 24 29 36 48 

1 0ε> ≥  81 92 112 118 98 

0 1ε> ≥ −  113 114 110 100 97 

1 2ε− > ≥ −  57 50 25 21 34 

2 3ε− > ≥ −  18 2 10 10 8 

3ε < −  4 6 3 4 2 
 

 

Table D.4.  Number of records from Table D.1 as a function of the period bin 
and type of spectral shape 

  Period bin 

  P1 P2 P3 P4 P5 

Ty
pe

 o
f s

pe
ct

ra
l 

sh
ap

e 

1 19 20 7 5 3 

2 27 155 249 263 272 

3 140 23 1 1 0 

4 89 77 30 11 14 

5 19 19 7 14 5 
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Table D.5.  Spectral accelerations and governing events of 1-second seismic 
hazard with return periods of 2475, 475 and 108 years for a rock 
site at 122.2°W, 37.8°N 

Probability of 
exceedance 

Return 
period 
(year) 

Spectral 
acceleration 

(g) 
M  

r  
(km) 

ε  

2% in 50 years 2475 1.28 6.8 1.6 1.79 

10% in 50 years 475 0.74 6.8 3.2 1.24 

50% in 75 years 108 0.34 6.9 8.4 0.75 
 
 
 
 
 

Table D.6.  Ground motion bins D1 through D4 

Bin 
Range of 

WM  

Range of 
r  

(km) 

Range of 
ε  

Number 
of 

ground 
motions 

Record sequence number 

D1 (6.6, 7.2) (1, 12) > 1.5 6 
FN: 77, 1051, 1063, 1080 
FP: 292, 1602 

D2 (6.6, 7.2) (1, 13) (1, 1.5) 16 
FN: 126, 285, 292, 803, 828, 960, 1044, 

1050, 1052, 1106, 1120, 1602 
FP: 982, 983, 1051, 1787 

D3 (6.7, 7.3) (7, 15) (0.5, 1) 11 
FN: 495, 765, 779, 829, 864, 1787 
FP: 285, 765, 801, 828, 1111 

D4 (6.6, 7.3) (3, 15) (0.5, 1) 25 

FN: 495, 765, 779, 821, 829, 864, 1013, 
1048, 1083, 1084, 1086, 1787 

FP: 285, 765, 801, 828, 960, 1004, 1042, 
1050, 1080, 1082, 1084, 1085, 1111 

 
 



 

 303

 
 

-4 -2 0 2 4
ε

0

0.2

0.4

0.6

0.8

1
C

um
ul

at
iv

e 
D

is
tri

bu
tio

n 
Fu

nc
tio

n

mean= -0.45
    std=  1.06

 
-4 -2 0 2 4

ε

0

0.2

0.4

0.6

0.8

1

C
um

ul
at

iv
e 

D
is

tri
bu

tio
n 

Fu
nc

tio
n

mean= -0.17
    std=  1.04

 
a. 0.2 s b. 0.5 s 

-4 -2 0 2 4
ε

0

0.2

0.4

0.6

0.8

1

C
um

ul
at

iv
e 

D
is

tri
bu

tio
n 

Fu
nc

tio
n

mean= -0.06
    std=  0.99

 
-4 -2 0 2 4

ε

0

0.2

0.4

0.6

0.8

1

C
um

ul
at

iv
e 

D
is

tri
bu

tio
n 

Fu
nc

tio
n

mean= -0.03
    std=  1.02

 
c. 1 s d. 2 s 

-4 -2 0 2 4
ε

0

0.2

0.4

0.6

0.8

1

C
um

ul
at

iv
e 

Di
st

rib
ut

io
n 

Fu
nc

tio
n

mean=  0.05
    std=  1.05

 

Sample values
Normal distribution

 

e. 4 s f. legend 

Figure D.1.  Good-of-fit test for the distribution of ε  
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Figure D.2.  Geometric-mean spectra for the records in the period bins P1 through P5 and 
the ε bins of (2, 1), (1, 0), (0, -1) and (-1, -2) 
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Figure D.3.  Spectral accelerations predicted by Chiou-Youngs NGA relationship for a 
moment magnitude of 6.8, a site-to-source distance of 1.6 km and ε  of 1.5, 0 
and -1.5, and the corresponding CMS for ε  of 1.5 and -1.5 

 

0 0.5 1 1.5 2
Period (sec)

0

0.2

0.4

0.6

0.8

1

C
or

re
la

tio
n 

co
ef

fic
ie

nt
, ρ

lnS
a(

T
1)

, l
nS

a(
T 2

)

 
Figure D.4.  The correlation coefficient used to generate the CMS of Figure D.3 
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c. 50% probability of exceedance in 75 years 

Figure D.5.  UHS, CMS and the geomean spectral accelerations for sample earthquake 
records for a rock site at 122.2°W, 37.8°N and earthquake shaking return 
periods of 2475, 475 and 108 years 
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Figure D.6.  Deaggregation of 1-second seismic hazard with 2% probability of exceedance 
in 50 years for a rock site at 122.2°W, 37.8°N 

 
Figure D.7.  Deaggregation of 1-second seismic hazard with 10% probability of 

exceedance in 50 years for a rock site at 122.2°W, 37.8°N 
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Figure D.8.  Deaggregation of 1-second seismic hazard with 50% probability of 

exceedance in 75 years for a rock site at 122.2°W, 37.8°N 
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APPENDIX E 

GEOMETRIC-MEAN SCALING METHOD 

The geometric mean scaling method involves amplitude scaling a pair of ground motions by a single 

factor to minimize the sum of the squared errors between the target spectral values and the scaled 

geometric mean of the spectral ordinates for the pair, Q  

 2

1
( )

i

n

i i T
i

Q b a y y
=

= ⋅ −∑  (E.1) 

where ib  is the weighting factor for the residual value at period iT ; a  is the scaling factor for the pair of 

ground motions of interest; iy  is the geometric mean of the spectral ordinates for the pair at period iT ; 

iTy  is the target spectral ordinate at period iT ; and n  is the number of target spectral values. The scaling 

factor, a , that minimizes the value of Q is computed as follows:  

 
1
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For the case with equal weighting factors, ib , for all target periods 

 1
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i T
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i
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y y
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=

=

⋅
=
∑

∑
 (E.4) 

Five pairs of far-field ground motions from Table 4.2 (termed Bin E0) and two sets of target spectral 

ordinates were selected to illustrate both the scaling procedure and the importance of selecting seed 

motions with the same spectral shape as the target spectrum. The five pairs of Bin E0 motions were scaled 

a) using the target spectral values of 1.34, 1.34 and 0.34g at periods of 0.3, 0.6 and 2 seconds, 

respectively, to produce Bin E1 motions, and b) using the target spectral values of 1.34, 0.8 and 0.34g at 

periods of 0.3, 0.6 and 2 seconds, respectively, to produce Bin E2 motions.  
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The median values of the 10 spectral accelerations for Bin E0 (5 pairs of motions times two components 

per motion), calculated using (A.5), at periods of 0.3, 0.6 and 2 seconds were 0.82, 0.79 and 0.27g, 

respectively. Amplitude scaling of these spectral ordinates by 1.6 produces accelerations of 1.31, 1.26 and 

0.43g, respectively, and a spectral shape that is more consistent with the target spectrum for Bin E1 (1.34, 

1.34 and 0.34g) than for Bin E2 (1.34, 0.80 and 0.34g).  

Table E.1 and Table E.2 present calculations that illustrate the scaling process for Bins E1 and E2, 

respectively. The scaling factor, a , for each pair of ground motions was calculated using (E.4). The 

median θ  and dispersion β  of the spectral accelerations for the ground motion bins E0, E1 and E2, 

calculated using (A.5) and (A.6), respectively, are listed in Table E.3. Figure E.1 presents the median 

spectral accelerations for the three ground motion bins. The change in the target spectral ordinate at 0.6 

second period from 1.34g to 0.8g lowers the median spectral acceleration at all three periods but the shape 

of the median spectrum is unchanged as shown in Table E.4. Table E.4 shows the median spectral 

ordinates of the original, Bin E1 and Bin E2 ground motions at periods of 0.3, 0.6 and 2 seconds with the 

spectral values at 0.3 second normalized to 1.34g. The three normalized spectra are the same.   

The dispersion β  in the spectral accelerations is reduced by this scaling method. The reduction in β  in 

the short period range (0.3 and 0.6 second) is greater than that at the long period range. This implies that 

the scaling is dominated by the target spectral ordinates in the short period range. Both iy  and 
iTy  in 

(E.4) are generally larger in the short period range than at long periods, which serves to reduce the quality 

of the match at longer periods. Table E.5 presents values of a  using the target spectral values for Bin E1 

motions at periods of a) 0.3, 0.6 and 2 seconds; b) 0.3 second only; and c) 2 seconds only. The values of 

a  for case a) are much closer to those of case b) than case c), except for pair 4, in which the spectral 

ordinate at 0.6 second is greater than that at 0.3 second (see Table E.1) and dominates the scaling. 

Schemes that more heavily weight the residual value  ib  at period iT  can be employed to improve the 

median match at iT  but at the expense of reducing the dispersion at iT . 

The advantages of the geometric mean scaling procedure to scale ground motions to a target spectrum 

include: 

1. The scaling procedure is consistent with the methods used to process recorded ground motions for the 

purpose of developing attenuation relationships. 

2. The correlation between the components of a ground motion pair is retained. 



 

 311

3. Some dispersion is retained in the ground motions. 

The shortcomings of the procedure include: 

1. The shape of the median spectrum of the seed motions must match that of the target spectrum, which 

substantially limits the general utility of the procedure if the target spectrum has a shape different 

from most recorded ground motions. The use of a period-limited target spectrum will enhance the 

utility of this scaling method. 

2. Some of the dispersion in the seed ground motions is lost, with significant loss of dispersion at the 

periods associated with the matching procedure (0.3, 0.6 and 2 seconds in this instance). 
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Table E.4.  Normalized median spectral accelerations for all ground motion bins 

Ground motion bin 
θ  of spectral acceleration (g) 

(normalized to 1.34 g at T=0.3 sec) 

T= 0.3 sec T= 0.6 sec T= 2 secs 

Bin E0 1.34 1.29 0.45 

Bin E1 1.34 1.29 0.45 

Bin E2 1.34 1.29 0.45 
 

 

 

 

Table E.5.  Variation in scale factor a as a function of spectrum matching periods 

Pair no. 
a 

Match at 0.3, 0.6 and 
2 seconds 

Match at 0.3 second 
only 

Match at 2 seconds 
only 

1 1.28  1.19  0.84  

2 1.80  1.82  0.86  

3 2.44  2.22  3.27  

4 1.77  2.49  1.16  

5 1.01  0.99  1.11  
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Figure E.1.  Median spectral accelerations for the ground motions bins E0, E1 and E2 and 
the target spectral accelerations for Bins E1 and E2 
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APPENDIX F 
PERFORMANCE ASSESSMENT CONSIDERING VARIATIONS 

IN ISOLATOR MECHANICAL PROPERTIES 

F.1 Treatment of Uncertainty of Isolator Properties for Performance Assessment 

Uncertainty in the numerical models used for response-history analysis of conventional and isolated NPPs 

was addressed in Chapter 3 but not included in the subsequent analysis because the uncertainties are 

unknown but likely much smaller than that associated with the earthquake ground motion.  

Direct and indirect procedures to account for uncertainty in modeling of structural components such as 

shear walls were introduced in Chapter 3. The treatment of uncertainty in models of seismic isolators is 

discussed below. The impact of changes in key isolator mechanical properties (e.g., zero-displacement 

force intercept, yield displacement and post-yield stiffness in bilinear isolators) on demands on secondary 

systems in isolated NPPs is discussed in Section F.2. 

Two direct and one indirect procedure for treating uncertainty in isolator mathematical models are 

presented here. All three procedures involve nonlinear response-history analysis. Regardless of the 

procedure chosen, it must be consistent with that used to treat uncertainty in the models of the structural 

components. The two direct procedures are  

1. Develop a large family of numerical models of isolated NPPs with alternate isolator properties 

that capture the expected distributions of isolator properties over time. 

2. Develop a smaller family of numerical models of isolated NPPs with upper (84th percentile) and 

lower (16th percentile) bound values for the isolator properties.  

The second approach, albeit in the absence of explicit percentiles, has been incorporated in the AASHTO 

Guide Specification for Seismic Isolation Design (AASHTO, 1999) and the 2003 NEHRP Recommended 

Provisions (FEMA, 2004). Property modification factors are used to bound key material properties. 

Values for the factors are based on the studies of Constantinou et al. (1999) and Thompson et al. (2000). 

The indirect procedure uses a best estimate mathematical model of the isolated NPP and adjusts the 

dispersions in the computed responses by a single value to account indirectly for uncertainty in isolator 

and superstructure mechanical characteristics. The implementation of this procedure, which is the least 
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computationally expensive of the three, would require estimation of the modeling dispersion by analysis 

of archetype isolated NPPs equipped with isolators that are appropriate for nuclear construction. 

F.2 Impact of Choice of Isolator Properties on the Results of a Performance Assessment 

Section F.1 introduced direct and indirect procedures to account for uncertainty in isolator models. The 

discussion is extended below to a) identify how isolator properties can be selected to minimize seismic 

demands on secondary systems in NPPs, and b) show the impact of variations in isolator properties on the 

performance of an isolated NPP.  

Of the three key isolator mechanical properties identified in Section F.1, variations in yield displacement 

will likely have the greatest impact on the response of secondary systems in isolated NPPs. In lieu of 

conducting an extensive Monte Carlo analysis to assess the impact of changes in yield displacement on 

floor spectra in isolated NPPs, the scenario analysis of Section 5.3 was repeated using Model 3 with an 

upper bound estimate of yield displacement of 25 mm (Model 5). Such a displacement could be achieved 

in FP bearings using the triple concave construction (Fenz and Constantinou, 2008). A 25-mm yield 

displacement could be achieved by adjusting the dimensions of the lead core and the rubber in the LR 

bearing.  

The results of the analysis are presented in Figure F.1 and Figure F.2 using median floor spectral 

acceleration and AFSA in the X and Y directions, respectively, at nodes 201, 1009 and 216. For FP 

bearings, the impact of the increase in yield displacement from 1 mm (conventional FP bearings) to 25 

mm (triple concave FP bearings) can be seen by comparing results for Models 2 and 5, namely, the 

increase in yield displacement leads to a significant reduction in the median floor spectral acceleration at 

all three nodes and dispersion in the acceleration response. For LR bearings, the impact of the increase in 

yield displacement from 7 mm to 25 mm can be seen by comparing results for Models 3 and 5; the 

increase in yield displacement also reduces the median floor spectral acceleration at all three nodes; the 

dispersion in the acceleration response is similar in both cases. The ratio of median AFSA of Model 5 to 

Model 2 and of Model 5 to Model 3 at nodes 201, 1009 and 216 are presented in Table F.1.  

Analysis 3e of Section 5.3.4.1 was repeated for Model 5. The value of the reduction factor aR  for a 

probability of unacceptable performance of 0.51 conditioned on the scenario event is 0.027, equal to 23% 

of the value for Model 2 and 57% of the value for Model 3.  
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Table F.1.  Ratios of median AFSA of Models 5 and 2 and those of Models 5 and 3 in the X 
direction for the scenario-based assessment 

 
Model 5
Model 2

 Model 5
Model 3

 

Orientation Node 201 Node 1009 Node 216 Node 201 Node 1009 Node 216 

X 0.26  0.23  0.15  0.59  0.55  0.45  

Y 0.26  0.22  0.13  0.60  0.56  0.44  
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Figure F.1.  Floor spectral accelerations at Nodes 201, 1009 and 216 in the X direction for 
the scenario-based assessment of Models 2, 3, 4 and 5 
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Figure F.2.  Floor spectral accelerations at Nodes 201, 1009 and 216 in the Y direction for 
the scenario-based assessment of Models 2, 3, 4 and 5 
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Figure F.3.  Probability of unacceptable performance as a function of the median-
capacity ratio of fragility curves using Analysis 3e of Section 5.3.4.1 for the 
scenario-based assessment of Models 2, 3, 4 and 5 
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APPENDIX G 
AIR BLAST LOADS ON SIMPLE AND COMPLEX OBJECTS 

G.1 Introduction 

Hydrocodes (or CFD codes) can be used to compute pressure and loading histories on buildings of regular 

and irregular geometry. Examples of hydrocodes are LSDYNA (LSTC 2003) and Autodyn 

(www.ansys.com); examples of CFD codes are Air3D (Rose 2006) and STAR (www.cd-adapco.com). 

Two examples of CFD analysis were performed using Air3D and the results are presented below to 

identify the need to perform a CFD or hydrocode analysis for capturing a blast-induced loading 

environment on structural shape or framing system. For pressure and temperature analysis in the fireball 

(or near-field), CFD analysis is approximate because the flow field is dominated by the expanding 

detonation products. Rigorous analysis in the near-field should be performed with a hydrocode. 

G.2 Simple Objects 

G.2.1 Two-Dimensional Case 

The example of Section G.2.1 addresses two-dimensional flow around a 30× 30 m object subjected to a 

rigid surface detonation of 300.8 kg of TNT (hemispherical surface burst explosion) at 30 m from the 

front face of the object, centered on the object.  

Figure G.1 presents the geometry of this example. As shown in Figure G.1, twenty five monitoring 

locations were specified; location 1 is at the center of the object (seeing normal reflection) and all other 

24 monitoring locations were equally spaced across the front face. Figure G.2 presents overpressure 

contour plots for this example at selected times. The reflection of the incident wave, the interaction 

between the incident wave, reflected wave and square object can be clearly observed in Figure G.2. 

Figure G.3 presents two translational loading histories (kN per meter of height) for the object analyzed in 

this example: one was computed using the pressure history at location 1 multiplied by 30 m and the other 

was computed using the sum of the product of the pressure history at each of the other 24 monitoring 

locations and its tributary length on the front face of the object. It is clear that discretization of the front 

face of the building produces substantially smaller translational forces and modestly smaller impulses 

than those conservatively computed using the maximum reflected pressure and impulse. 
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G.2.2 Three-Dimensional Cases 

The example of this subsection adds height to the object of Section G.2.1 to model a regular building with 

a rigid, infinitely strong facade. Assume that the building is 20 m in height and that the explosion is again 

a hemispherical surface burst. The geometry of this example is presented in Figure G.4, where the 

standoff distance, R, is 30 m. Twenty-four monitoring locations were distributed across the face of the 

building in 4 equally spaced rows over the height (2.5, 7.5. 12.5 and 17.5 m) for a total of 96 monitoring 

locations as shown in Figure G.5. Three monitoring locations are identified in Figure G.5 for the purpose 

of data presentation. Location 1 is closest to the explosive and locations 2 and 3 are at the left lower and 

left upper corner of the front face, respectively. Figure G.6 presents translational load histories based on 

a) monitoring location 1 of Figure G.5 only, and b) all 96 monitoring locations. The differences in the 

peak net translational load and impulse are substantial. 

The above analysis was repeated but for a standoff distance of 15 m. Results are presented in Figure G.7. 

The two loading regimes in the figure are substantially different and indicate the need to consider target 

geometry and complex loading environment in the calculation of structural response.  

The difference in the two translational load histories of Figure G.7 can be explained using Figure G.8a, 

which presents the overpressure histories at locations 1, 2 and 3. The peak reflected overpressures, 

impulses and arrival times for the pressure histories of Figure G.8a are presented in Table G.1. The peak 

reflected pressure and impulse drops quickly as the distance and angle of incidence from the explosive to 

the monitoring point increase. This observation explains the significant differences in peak translational 

load and impulse for the two curves of Figure G.7. 

Figure G.8a also shows that the positive overpressure at location 1 had almost diminished before the 

shock wave reached location 2. When the shock wave arrived at location 3, the reflected overpressures at 

location 1 and 2 had entered the negative phase. This loading environment explains the differences in 

shape and positive phase duration for the two curves of Figure G.7. 

To compare the shapes of the pressure histories of Figure G.8a, the pressure histories at locations 2 and 3 

were shifted in time and amplitude scaled to have the same arrival time and peak reflected overpressure as 

that at location 1. The shapes of the curves at locations 2 and 3 are very similar although that at location 1 

decays faster. One might expect near instantaneous clearing of the reflected pressure to the stagnation 

pressure at locations 2 and 3 per traditional computations such as TM5-1300, but the rarefaction wave 

cannot propagate from these two locations back towards location 1 and clearing cannot occur. 
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G.3 Complex Objects 

The flow of a blast wave around a solid tube is most complex, as identified by Baker (1973) and as shown 

in Figure G.9. In this figure I is the incident wave, R is the reflected wave, M is the Mach stem, and S 

denotes a slipstream (divides flows of same pressures but different densities). Figure G.9 chronicles the 

interaction of a shock front with a cylinder over time, including the reflection of the incident wave, the 

development of Mach stems and the formation and growth of vortices. 

This subsection presents a two-dimensional analysis of 0.5 m diameter tube subjected to a free-air burst of 

10 kg of TNT at a (clear) standoff distance of 5 m. Figure G.10 presents overpressure contour plots at 

selected times, illustrates the complexity of the loading regime and identifies some of the features shown 

in Figure G.9. The detonation was initiated at (0, 7.5 m) for radial distance and vertical height, 

respectively, as shown in the figure. 

Panel a of Figure G.10 presents the overpressure contour plot when the shock wave first reached the solid 

tube. Figure G.10a shows high pressures near the point of detonation, which are due to the implosion of 

the rarefaction wave and its subsequent reflection. As a point of reference, the overpressure associated 

with the primary shock front at a distance of 2 m was 1.4 MPa (see Figure G.11): approximately 70 times 

greater than the overpressure associated with the secondary shock front of approximately 20 kPa. In 

panels b through h of Figure G.10, the reflection of the incident wave and the formation of Mach stems 

can be seen. 

The net translational pressure history in the direction of the flow is presented in Figure G.12. For this 

example, the peak translational load (impulse) per unit width in the direction of the flow is 0.114 MN 

(0.098 MN-msec). As a point of comparison, the peak translational load (impulse) per unit length of tube, 

assuming a plane projected width of 500 mm at 5 m, is 0.21 MN (0.213 MN-msec) ignoring clearing and 

0.21 MN (0.124 MN-msec) including the effects of clearing per TM5-1300: a negligible reduction in the 

peak translational load but a 42% reduction in the impulse. The consideration of shape (circular vs. plane) 

leads to a 46% reduction in the load and a 54% reduction in the impulse, with respect to the benchmark 

analysis of a plane front with an infinite reflecting surface.  
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Table G.1. Peak reflected overpressures, impulses and arrival times for the pressure histories of 
Figure G.8a  

Location 
Peak reflected 
overpressure 

(kPa) 

Reflected impulse 
(kPa-msec) 

Arrival time 
(msec) 

1 580 2200 13 

2 272 1110 23 

3 153 697 37 
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Figure G.1.  Blast analysis of Section G.2.1 for a 30× 30 m object  
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a. Time = 45.5 msec after detonation 

 
b. Time = 50.9 msec after detonation 

Figure G.2.  Pressure contour plots for the blast analysis of Section G.2.1 
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c. Time = 55.0 msec after detonation 

 
d. Time = 58.3 msec after detonation 

Figure G.2.  Pressure contour plots for the blast analysis of Section G.2.1 (continued) 
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e. Time = 65.7 msec after detonation 

 
f. Time = 69.9 msec after detonation 

Figure G.2.  Pressure contour plots for the blast analysis of Section G.2.1 (continued) 
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g. Time = 73.6 msec after detonation 

 
h. Time = 89.7 msec after detonation 

Figure G.2.  Pressure contour plots for the blast analysis of Section G.2.1 (continued) 
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Figure G.3.  Translational load histories for the analysis of Section G.2.1 
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Figure G.4.  Blast analysis of Section G.2.2 for a 30× 30× 20 m object  

 

 

Figure G.5.  Distribution of pressure monitors on the front surface of the object of Figure G.4  
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Figure G.6.  Translational load histories for the analysis of Figure G.4 with R= 30 meters 

 

0 10 20 30 40 50 60 70 80 90 100
Time (msec)

-50000

0

50000

100000

150000

200000

250000

300000

350000

Tr
an

sl
at

io
na

l l
oa

d 
(k

N
)

Results based on all monitors:
Max. load= 4.76E4 kN
Positive phase duration= 26.2 msec
Area= 7.39E5 kN-msec

Results based on the monitor at Location 1:
Max. load= 3.48E5 kN
Positive phase duration= 12.1 msec
Area= 1.32E6 kN-msec

 

Figure G.7.  Translational load histories for the analysis of Figure G.4 with R= 15 meters 
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a. Original results 
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b. Scaled results for shape comparison 

Figure G.8.  Pressure histories for the analysis of Figure G.4 with R= 15 meters at locations 1, 2 and 
3 of Figure G.5 

 



 

 336

 

 

 

 

 

 

Figure G.9.  Interaction of a shock front with a cylinder (Baker 1973) 



 

 337

 
a. Time = 5.36 msec after detonation 

 
b. Time = 5.95 msec after detonation 

Figure G.10.  Pressure contour plot for the blast analysis of Section G.3 
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c. Time = 6.57 msec after detonation 

 
d. Time = 6.82 msec after detonation 

Figure G.10.  Pressure contour plot for the blast analysis of Section G.3 (continued) 
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e. Time = 7.22 msec after detonation 

 
f. Time = 7.62 msec after detonation 

Figure G.10.  Pressure contour plot for the blast analysis of Section G.3 (continued) 
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g. Time = 8.16 msec after detonation 

 
h. Time = 8.83 msec after detonation 

Figure G.10.  Pressure contour plot for the blast analysis of Section G.3 (continued) 
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Figure G.11.  Sample pressure results for the analysis of Section G.3 at 0.9 msec after detonation 
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Figure G.12.  Translational load histories for the analysis of Section G.3 
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