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Preface

The Multidisciplinary Center for Earthquake Engineering Research (MCEER) is a national
center of excellencein advanced technology applications thatis dedicated to the reduction of
earthquakelosses nationwide. Headquartered at the University at Buffalo, State University
of New York, the Center was originally established by the National Science Foundation in
1986, as the National Center for Earthquake Engineering Research (NCEER).

Comprising a consortium of researchers from numerous disciplines and institutions
throughout the United States, the Center’s mission is to reduce earthquake losses through
research and the application of advanced technologies that improve engineering, pre-
earthquake planning and post-earthquake recovery strategies. Toward this end, the Cen-
ter coordinates a nationwide program of multidisciplinary team research, education and
outreach activities.

MCEER'’s research is conducted under the sponsorship of two major federal agencies: the
National Science Foundation (NSF) and the Federal Highway Administration (FHWA),
and the State of New York. Significant support is derived from the Federal Emergency
Management Agency (FEMA), other state governments, academic institutions, foreign
governments and private industry.

MCEER’s NSF-sponsored research objectives are twofold: to increase resilience by devel-
oping seismic evaluation and rehabilitation strategies for the post-disaster facilities and
systems (hospitals, electrical and water lifelines, and bridges and highways) that society
expects to be operational following an earthquake; and to further enhance resilience by
developing improved emergency management capabilities to ensure an effective response
and recovery following the earthquake (see the figure below).
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A cross-program activity focuses on the establishment of an effective experimental and
analytical network to facilitate the exchange of information between researchers located
in various institutions across the country. These are complemented by, and integrated
with, other MCEER activities in education, outreach, technology transfer, and industry
partnerships.

This study presents a new methodology to assess the performance of structural/nonstructural sys-
tems subjected to multiple hazards during their lifetime, and to identify an optimal strategy from
a collection of design alternatives. The methodology is probabilistic in nature since the intensity
and arrival time of different hazards such as earthquakes and hurricanes, the loads acting on the
system due to a hazard event such as ground accelerations and wind velocities, and some system
characteristics, are generally uncertain. Consequently, probabilistic models are developed to char-
acterize the natural hazards that could occur at a given site at single/multiple points. These models
specify the random arrival times of individual events at a site during a reference time, the random
properties of the hazards under considerations at these times, and the random loads acting on the
system due to each event. The models are implemented in computer programs and the life-cycle risk
analysis methodology is illustrated through numerical examples. In the first example, the MCEER
West Coast Demonstration Hospital is analyzed to identify an optimal rehabilitation strategy using
the concepts of seismic activity matrix and fragility surfaces. It is shown that proposed retrofitting
alternatives do not change the mean value of the life-cycle costs significantly, however, the probability
of exceeding large costs is lower for the retrofitted systems. The second example discusses the case
of a typical offshore platform under earthquake and hurricane hazards. This example demonstrates
how different hazards can be dominant at different reliability levels. The last example presents a
method for selecting an optimal maintenance policy for a deteriorating system by minimizing the
total life-cycle cost so that system reliability at any given time is greater than a specified level.
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ABSTRACT

Natural hazards such as earthquakes, tropical and extiedtostorms, tornadoes, floods and
droughts are known for their destructive impacts on lif@remmy and environment. Although it is
not possible to completely avoid damage due to such disadteray be possible to minimize their
devastating effects by enhancing resilience in commugjitteat is, by reducing failure probability
of infrastructural systems, consequences of system éaijuand time to recovery. System failure
probability and recovery time can be reduced by increassigsyperformance through retrofitting
and rehabilitation. However, due to limited resources amdglet constraints, it is important to
identify the most critical systems and prioritize their igttion with the objective of minimizing
the expected losses due to natural hazards. These dec@miertzased on performance level
for a service and cost estimates. In addition to current ieagpecific vulnerability methods, a
multihazard approach is necessary for assessing the éwnginpact of mitigation strategies on
system vulnerability, ensuring that strategies impler@ernb mitigate one hazard do not amplify
the vulnerability to another hazard, and evaluating thatiked importance of various hazards.

This study presents a new methodology for (1) assessingmaathce of structural/nonstructural
systems subjected to multiple hazards during their lifetamd (2) identifying a strategy from a
collection of design alternatives that is optimal in somesse System performance is measured
by the total lifetime losses and the system fragility, tisatthe probability that a system response
exceeds a critical value subjected to a hazard event sgkbifiés intensity and other parameters.
Accordingly, fragility is a surface with support the defigirparameters of a hazard. The
methodology is based on site hazard analysis, systemifyagihalysis and capacity and cost
estimation.

The proposed methodology is probabilistic in nature sirigettfe intensity and arrival time of

different hazards, such as earthquakes and hurricanethg2pads acting on the system due to
a hazard event, such as, ground accelerations and winditiedo@and (3) some of the system
characteristics, are generally uncertain. Consequeptbhabilistic models are developed for
characterizing natural hazards occurring at a given sit@nafile/multiple points. These models
specify (1) the random arrival times of individual eventaatite during a reference time, (2) the
random properties of the hazards under considerationseae ttimes, and (3) the random loads
acting on the system due to each event. For a system in a amdtitt environment the occurrence
of both individual and coincidental hazard events are cmrsdd. We present two methods for
estimating system fragility, crossing theory of stoct@agtbcesses and Monte Carlo simulation.

The proposed models are implemented in computer programghenlife-cycle risk analysis
methodology is illustrated through numerical examplesthinfirst example MCEER West Coast
Demonstration Hospital is analyzed to identify an optimghabilitation strategy with respect
to total life-cycle losses using the concepts of seismitviigtmatrix and fragility surfaces. It
is shown that proposed retrofitting alternatives do not geathe mean value of the life-cycle
costs significantly, however, the probability of exceediaigye costs is lower for the retrofitted
systems. The second example discusses the case of a tyffsbake platform under earthquake and
hurricane hazards. This example demonstrates how diffeseards can be dominant at different
reliability levels. The last example presents a method égcting an optimal maintenance policy
for a deteriorating system by minimizing the total life-tycost such that system reliability at any
given time is greater than a specified level.
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SECTION 1
INTRODUCTION

1.1 Overview

Natural hazards of geological origin such as earthquakes \aicanic eruptions or of
meteorological origin such as hurricanes, tornadoes, $laotd droughts are known for their
destructive impacts on human life, economy and environmEm four principal natural disasters
in terms of losses, earthquakes, windstorms, floods andytitephave claimed almost two million
lives since 1900 (Degg and Chester, 2005). The financial aioatl global disasters in 1980's
was estimated to be $120 billion in 1990 US dollars (Degg ahéster, 2005). Developing
countries are more vulnerable to natural disasters dueverppilliteracy and lack of infrastructure
development. Although it is not possible to completely dvdamage due to such disasters, it is
however possible to minimize their devastating effects blgamcing resilience in communities,
that is, by reducing (1) system (such as hospitals, lifgliriailure probabilities, (2) consequences
of system failures, and (3) time to recovery (Brunehal., 2003). Earthquakes and hurricanes
have been given high priority in efforts to enhance comnyudisaster resistance because of their
potential for producing high losses and extensive commutigruption. Accordingly, earthquakes
and wind and wave hazards caused by hurricanes are corsidehés study.

Earthquakes can have devastating effects on poorly catstiguperstructures and infrastructures
resulting in very high life and economic losses. The 1999 émia Earthquake resulted in 1,200
life losses, 200,000 people without shelter and $500 mililo damage (Thouret, 1999). The
1999 Turkey earthquakes resulted in more than 17,000 Kfeds, 250,000 people without shelter,
approximately 214,000 residential and 30,000 businegs with structural damage (USGS, 2000;
Thouret, 1999), and economic losses of $16 billion (Tan@®020 The 1999 Chi-Chi Earthquake
in Taiwan claimed 23,000 lives, resulted in 100,000 peopthout shelter and caused economic
losses of $16 billion (Thouret, 1999). Thousands of stmestuvere damaged or destroyed by
the 1994 Northridge Earthquake, and total direct losse® wetimated at more than $20 billion
(Tang, 2000). In the 1995 Kobe Earthquake more than 6,000lpe&re killed and the total losses
exceeded $16 billion (Thouret, 1999).

Earthquakes have also the potential to disrupt lifelingesys. For example, electrical power
outages were reported during the 1999 Taiwan, the 1999 Jutke 1995 Kobe, and the 1994
Northridge earthquakes (Kranz, 1999; Tang, 2000; Rashe@;1Lauet al., 1995). Extensive
damage to transportation routes and gas distribution mgsteas also reported after the Kobe
and Northridge earthquakes, respectively (Dawkins, 1988;et al., 1995). Lifeline damage can
have detrimental effects on emergency response activifies example, loss of water delayed
emergency response to (1) several of the gas-caused fitewifa the Northridge Earthquake
(CAO, 1994) and (2) earthquake-triggered hazardous rahtezleases following the Turkey
earthquakes (Steinberg and Cruz, 2004).

Extreme winds resulting from, for example, tropical andatxopical storms, tornadoes and severe
thunderstorms, can also cause very high life and economssefdue to their devastating effects on
poorly constructed buildings and other infrastructureyall as on offshore structures (J.€Pal.,
2004; Holmes, 1996; Chiu, 1996; Sarpkaya and Isaacson)1B8this study we focus on extreme
winds caused by tropical storms, that is, storms that caigingenerally, within latitudes 5 and 20
(hence the name tropical) deriving their energy from the redaased by the condensation of water
vapor. Hurricanes, typhoons and tropical cyclones arestyppe@ropical storms with wind speeds
exceeding a certain threshold, and named according todkeigraphical locations, respectively,
America, Far East and Australia and Indian Ocean. In theddn8tates hurricanes represent a
major threat to the communities in the east coast and thed@Wfexico. The average economic



losses caused by hurricanes in the U.S. have been estinoabedapproximately $2 billion a year
(Simiu and Scanlan, 1986). Hurricane Katrina mostly imjpadtouisiana and Mississippi in 2005
was considered to be one of the most deadly and costly disastd.S. history resulting in 1,836
life losses and over $81 billion total damage (Knalal., 2006). Hurricane Andrew impacting
Florida and Louisiana in 1992 caused economic losses inrter @f $30 billion (Jarrelkt al.,
2001). Hurricanes also bring torrential rain which ofteuses severe flooding problems. For
instance the November 12, 1970 cyclone that hit Bangladiighl laimost half a million people,
mostly washed into the sea by surges and water waves (Lil,)199

Strong waves and surges of the sea due to tropical stormspaks® severe threat to offshore
structures and lives and property in low areas along coastli Offshore structures can be
subjected to extremely hostile environmental conditianssed by strong winds and waves. In 2005
Hurricane Katrina damaged or destroyed 30 oil platforms@nded the closure of nine refineries
(Johnson, 2006). Also, in 1980 the structural failure of thebile ring Alexander Kielland in
the Ekofisk field in the North Sea resulted in 123 life lossed @n1961 the collapse of Texas
Tower No.4 off the New Jersey coast took 28 lives (Sarpkayhlsaacson, 1981). Furthermore,
the suction of the low-pressure centers of the hurricanescaase storm surges of less than one
meter in height. When the direction of the strong winds oficanes are onshore they can result in
larger surges. This phenomenon is called a wind tide. A wittal ¢oinciding with a normal tide at
a particular location can create very large surges, regasrhigh as seven meters.

Engineering communities contribute to natural hazardgaiton by setting codes and standards for
the design and rehabilitation of infrastructural systemd also by constructing them according
to such codes and standards. The adoption of appropriatsdod designing new structures
and retrofitting the older ones can help minimize loss ofdifel property during natural hazards.
In earthquake engineering field code/stantard developaeivities have mostly centered around
impacts on buildings and lifeline systems (Heaeesl., 2000). In the United States adoption and
enforcement of seismic building codes is left to the disorebf each state, with the exception
of some seismic requirements for federal buildings. Théestd California, for example, has
adopted the Uniform Building Code (ICBO, 1997), which reqaidesigning buildings for the
1 in 475-year earthquake event. However, some local contrasrin the state may choose to
following stricter codes, such as the International BuigdCode (ICC, 2000), which requires the
design of new buildings for the 1 in 2475-year event. Eackedtas adopted various seismic
construction standards for new buildings, however, théblpra remains for older structures.
For the lifeline systems in the U.S., the Technical Counnilldfeline Earthquake Engineering
develops guidelines and standards for the seismic desyoanrstruction of lifelines. For example,
lifeline vulnerability functions and estimates of time vé®gd to restore damaged facilities are
provided in the ATC-25 report “Seismic Vulnerability and pact of Disruption of Lifelines in
the Conterminous United States” (ATC 25, 1991). Engingpdasign codes also exist to insure
that buildings and structures are constructed to withspamticular wind speeds depending on the
climatic characteristics of each region. The design wineksis have been updated over the years,
and in general the new codes require the use of higher dedigispeeds (Cruet al., 2001). In the
United States, for example, American Society of Civil Eregirs (ASCE) provides the guidelines
for the design and calculation of wind loads in the designdaad ASCE 7 “Minimum Design
Loads for Buildings and Other Structure” (ASCE 7-98, 1998).

The need to move beyond the current hazard-specific vuliigyassessment methods toward a
broader approach that considers the collective impactftdrdnt hazards on urban areas is being
repeatedly called for (Cruz, 2005; Rashed, 2006; Heahey., 2000; Ellingwoodet al., 2007).
Multihazard risk analysis of a system deals with the assessof the system performance under
multiple random loads caused by natural and/or man-madartteizsome of which may occur
simultaneously. A multiple-hazard approach is necessarylf) assessing the long-term impact
of mitigation strategies on community vulnerability and éhsuring that strategies implemented
to mitigate one hazard do not amplify the vulnerability to#rer hazard. A formal multihazard



evaluation methodology can also help assess the relatigertance of the various hazards, for
example, earthquake and wind (Hearatyal., 2000). In the U.S. the Multihazard Mitigation
Council, established by the National Institute of BuildiBgiences, works to reduce direct and
indirect losses resulting from natural and other hazardprbynoting improved multihazard risk
mitigation strategies, guidelines, and practices. TheFdd&Emergency Management Agency under
contract with the National Institute of Building Scienceastrecently developed HAZUS-MH,
a nationally applicable standardized methodology andvewét program that estimates potential
losses from earthquakes, floods, and hurricane winds.

Accordingly, in this study, we focus on the effects of seisamd hurricane hazards, in addition to
their combined effect, on the performance of structuralstctural systems.

1.2 Objectives of the study

The main goals of this study are (1) developing a methodolfmyyassessing performance
of structural/nonstructural systems subjected to muatiphzards during their lifetimes and (2)
identifying a rational strategy from a collection of desggjternatives for increasing the resilience
of these systems. System performance is measured by thdosgas incurred during system’s
lifetime and by system fragility, that is, the probabilityat a system response exceeds a critical
value subjected to a hazard event of known intensity. Thdaaketiogy is based on))(site hazard
analysis, {i) system fragility analysis andi¢) capacity and cost estimation. The methodology
is probabilistic in its nature since (1) the intensity andvai time of different hazards, such as
earthquakes and hurricanes, (2) the loads acting on thersydtie to a hazard event, such as,
seismic ground accelerations and wind velocities, and@B)esof the system characteristics, are
generally uncertain.

Figure 1-1 shows a schematic chart summarizing the liféecipss estimation methodology. For
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FIGURE 1-1 General methodology.

a given infrastructural system we first characterize releazards at the system site. Next, we



assess the performance of the system by fragility analgglvering the probabilities that the
system enters different damage states, for example, lowlerate or extensive, under a hazard
event of given intensity. Finally, estimates of costs, mefe to as life cycle costs, are derived
using fragility information and financial models. The rasulrom a life-cycle loss analysis
can be used for capital allocation decision making, suchdestifying an optimal retrofitting
technique for structural/nonstructural systems from éectibn of design alternatives (Kafali and
Grigoriu, 2005a; Filiatraulet al., 2006; Bruneaet al., 2003; Bruneau and Reinhorn, 2007), or for
determining the relative importance of different hazailsgrtia and Vanmarcke, 1988).

Probabilistic lifetime hazard models are used to speciéy rdndom arrival times of individual
hazard events at a site during a reference time and the rapdoperties of the hazards under
considerations. The loads acting on a structure for a giegafd event are generally time varying.
However, the structural response to these time varyingslozaly be static or dynamic depending on
the frequency content of the load and the dynamic charatt=yiof the resisting structural system.
To characterize the loads on a structure due to natural tiezad the structural response to these
loads the following steps are needed: (1) establishing #teral hazard activity in the vicinity
of the structure from available information, (2) estimgtithe loads on the structure due to the
possible hazards, and (3) calculating system responsetefndi@istic or a stochastic approach can
be followed for the above procedure. In this study a stodhasgtproach is used to characterize
the probability law of the load processes acting on a stractuA natural hazard event at a
site, such as seismic ground acceleration or wind veloitgharacterized by a random process
with a probability law derived from measurements and/orldital models. System fragility,
the probability that the system is in an undesired damade, Staplotted against the parameters
characterizing natural hazards which completely defineptiobability law of the hazard at the
system site.

1.3 Outline

The three main parts of the methodology described aboveelyalmazard, system fragility and
life-cycle loss analyses, are addressed in Chapters 2, 3,amdpectively. The following briefly
summarizes the content of each chapter.

Chapter 2 defines the natural hazards addressed in this, giuelsents probabilistic models
characterizing these random events and their random aowes in time, discusses Monte Carlo
algorithms for generating samples of such hazards, andde®wan approach for characterizing
multiple hazards at a given site.

Chapter 3 focuses on the relationship between the randasralctang on a system due to a given
hazard event and the response of this system. More spégifib&l main objective of this chapter

is to calculate system fragility, that is, the probabilitat the system response leaves a safe set in
a given time if subjected to a natural hazard event of spédifiensity. If a safe set of the system
response is associated with a system damage state, frdggiitomes a function that describes
the probability of exceedance of this damage state, giveazard intensity. The damage state
corresponding to a safe set can represent, for exampléf,siigpderate, extensive damage of the
system.

Chapter 4 covers three examples focusing on the life-cyeléopmance and loss estimation.
The first example presents the overall life-cycle loss esimn methodology using a realistic
hospital system under seismic hazard. Seismic fragilftestructural and nonstructural systems
and estimates of losses and recovery times are obtainegspording to different rehabilitation
alternatives. In the second example a methodology is preddar assessing performance of a
system under multihazard environment. The methodologiustiated by examining a simple



model of an offshore structure subjected to seismic andidame hazards. The last example
provides a probabilistic model for selecting an optimal memance strategy for deteriorating
systems using reliability constraints. In this exampledherall objective is to develop an optimal
maintenance policy such that the probability of total Lifgele cost exceeding a critical value is
minimized given the system functions at the required peréorce level during its lifetime.

Finally, Chapter 5 outlines conclusions of the study anghpses possible future areas of research.






SECTION 2
HAZARD DEFINITIONS AND MODELS

In this chapter earthquakes, tropical storms and oceansnvare defined and their causes and
mechanisms are discussed in Section 2.1, probabilisticlaatharacterizing these random events
are presented in Section 2.2, probabilistic models for tia@idom occurrences in time are presented
in Section 2.3, Monte Carlo algorithms for generating saspulf such hazards are discussed in
Section 2.4, numerical example are provided in Sectiongh8,a multihazard approach at a given
site is discussed in Section 2.6.

2.1 Hazard definitions

This section briefly describes the seismic, wind and wavaifiszand their causes and mechanisms.

2.1.1 Seismic hazard

The word earthquake describes ground shaking events artdregpat the Earth’s surface.
Earthquakes are caused by a sudden energy release in tiés Eaust creating seismic waves.
Earthquakes may occur naturally, for example, due to theemawnt of tectonic plates or the
movement of magma in volcanoes, or as a result of human éesivior example, due to nuclear
tests. Most earthquakes occurring naturally are relatededcarth’s tectonic nature. The earth’s
surface is broken into seven large and many small movingpl@SGS, 1999). These plates, each
about 50 miles thick, move relative to one another an avesbgdew inches a year. Three types of
movement are recognized at the boundaries between plategergent, divergent and transform-
fault (USGS, 1999). At convergent boundaries, plates mowartd each other and collide. Where
an oceanic plate collides with a continental plate, the oicealate tips down and slides beneath
the continental plate forming a deep ocean trench. An exawipthis type of movement, called
subduction, occurs at the boundary between the oceanicaN@late and the continental South
American Plate. Where continental plates collide, theynfanajor mountain systems such as the
Himalayas. At divergent boundaries, plates move away fraoh@ther such as at the Mid-Atlantic
Ridge. Where plates diverge, hot, molten rock rises andscaading new material to the edges of
the oceanic plates. This process is known as sea-floor Spgeadit transform-fault boundaries,
plates move horizontally past each other. The San Andreals Fme is an example of this type
of boundary where the Pacific Plate on which Los Angeles sitadving slowly northwestward
relative to the North American Plate on which San Francistso $he slow motion of the plates
is caused by the heat in the Earth’s mantle and planetary @dwe heat causes the rock under the
earth to become liquid magma, on which the plates are ableot@nPlate boundaries grind past
each other, creating frictional stress. When the fricti@tr@ss exceeds a critical value, called local
strength, a sudden failure occurs. The boundary of tectolaites along which failure occurs is
called the fault plane. When the failure at the fault plarsults in a violent displacement of the
Earth’s crust, the energy is released and seismic wavesdi&ed, thus causing an earthquake.
The majority of tectonic earthquakes originate at depth®roeeding tens of miles. In subduction
zones, where older and colder oceanic crust descends heresther tectonic plate, earthquakes
may occur at much greater depths, up to five hundred milesp fmeis earthquakes are another
phenomenon associated with a subducting slab. These #ngeakes that occur at a depth at which
the subducted lithosphere should no longer be brittle, duee high temperature and pressure.
Earthquakes may also occur in volcanic regions and are dams¢éhe movement of magma in
volcanoes. Such earthquakes can be an early warning ofnicleeuptions.



When an earthquake fault ruptures, it causes two types ofmetion, static and dynamic. Static
deformation is the permanent displacement of the groundtdube event. The two general
types of vibrations produced by earthquakes are surfacesyavhich travel along the Earth’s
surface, and body waves, which travel through the Earth (8SK997). Body waves are of two
types, compressional and shear. Both types pass throudhatttie’s interior from the focus of
an earthquake to distant points on the surface, but only cessnal waves travel through the
Earth’s molten core. Because compressional waves traggkat speeds, at speeds between 1.5
and 8 kilometers per second in the Earth’s crust, and ordlimaach the surface first, they are often
called primary waves or simply P waves. Shear waves do negltes rapidly through the Earth’s
crust and mantle as do compressional waves, usually at 6d%oof the speed of P waves, and
because they ordinarily reach the surface later, they dexicgecondary or S waves. P waves shake
the ground in the direction they are propagating, while Sesahake perpendicularly or transverse
to the direction of propagation. Surface waves usually hhagestrongest vibrations and probably
cause most of the damage done by earthquakes.

An earthquake’s underground point of initial ground ruptis called its focus or hypocenter.
The better-known term epicenter means the point at grourad threctly above this. Earthquake
magnitude is a logarithmic measure of earthquake size. niplsi terms, this means that at the
same distance from the earthquake, the shaking will be 18stias large during a magnitude
5 earthquake as during a magnitude 4 earthquake. A commonitndg measure is called the
moment magnitude, which is based on the moment of the eakieqwhich is equal to the rigidity
of the earth times the average amount of slip on the faultgithe amount of fault area that slipped.
The intensity, as expressed by the Modified Mercalli Scal@, $ubjective measure that describes
how strong a shock was felt at a particular location. Spekifial geological, geomorphological,
and geostructural features can induce high levels of shakirthe ground surface even from low-
intensity earthquakes. This effect is called site or locapkfication. It is principally due to the
transfer of the seismic motion from hard deep soils to sqgfesiicial soils and to effects of seismic
energy focalization owing to typical geometrical settirighe deposits.

An earthquake’s destructiveness depends on many factoesldition to magnitude and the local

geologic conditions, these factors include the focal deth distance from the epicenter, and the
design of buildings and other structures. The extent of dgnaso depends on the density of
population and construction in the area shaken by the quake.

2.1.2 Wind hazard

Hurricanes, typhoons, cyclones, and so on are differenesdor the same type of severe storm
occurring in different geographical regions. Those odogrin the North Atlantic, the Caribbean

Sea, the Gulf of Mexico, and the Western part of the Southfieaie called hurricanes. Those
encountered in the Far East, more specifically in the SoushaBd Pacific Northwest are called
typhoons. Those in the Indian Ocean, Arabian Sea and the BAgrgal are called cyclones. In

the following discussion they will all be referred to as lcenes.

A hurricane is a large funnel-shaped storm with a wide topmefarder of 1,000 km in diameter and
a narrow bottom of the order of 300 to 500 km in diameter (LRO1). The height of the storm is
of the order of 10 to 15 km. The center part of a hurricane widieaneter around 30 km is called
the eye, the boundary of the eye is called the wall. The eyiemdg absent of rain and strong
winds, while the wall is a region packed with high winds antkirse rain. Due to the Coriolis
force generated by the Earth’s rotation, hurricanes in thegtérn Hemisphere always rotate in the
counterclockwise direction. In contrast, hurricanes i $outhern Hemisphere rotate clockwise.
Hurricanes are generated by low-pressure centers abovedadm at low latitudes and move away
from the equatorial regions toward higher latitudes. Thegwe their energy from the latent heat



released by the condensation of water vapor contained iichaes. As the moisture in a hurricane
is lost through the rain, new moisture is fed into the humcdue to intense evaporation from the
ocean caused by the low pressure and high wind in the huaicahis mechanism perpetuates
and strengthens hurricanes over the ocean. However, asasoarhurricane has reached land,
it dies down due to the lack of moisture and increased sunfasistance to wind. Therefore,
hurricane winds are strong only over the ocean and in adj@oastal areas, within approximately
100 kilometers of coastlines. The lifespan of a hurricanefithe order of one to three weeks,
averaging about 10 days (Liu, 1991). The air outside a hamgceye circles around the eye and
spirals inward at low heights with increasing speed towheddye. Upon reaching the wall, the air
rushes upward to large heights. The it spirals outward fitoeruipper region of the hurricane. The
wind speed in a hurricane reaches a maximum at the wall. Téedsgecreases rapidly and linearly
from the wall to the center of the eye. It decreases more gtbdautward from the wall. The
maximum wind speeds of hurricanes have been grossly oireedet in the past. Based on severe
damage caused by hurricanes many meteorologists and erginged to think that hurricanes
could have surface winds speeds higher than 100 m/sec (284 nifpwever, it is now widely
accepted that hurricane surface wind speed may never e@feadsec (200 mph). The storm,
or translational, speed of a hurricane is the speed at whielténter of a hurricane moves. This
should not be confused with the wind speed in the hurricahe.Wind speed is often much higher
than the storm speed. Normally, the storm speed is betweeb® km/hr.

As in the case of most other types of winds the wind speed inrgchne decreases with decreasing
height, reaching zero velocity at ground level to satis® tio-slip condition of fluid mechanics.
What is normally referred to as the surface wind is the wirgksinot at the surface but rather near
the surface, measured by anemometers mounted normalleajta bf 10 m above ground. Except
for very tall structures the surface wind speed is what ioantered by structures.

Hurricanes occur most frequently in the late summer whendtlean water temperature has reached
a maximum. The winter is almost entirely absent of hurrisane

2.1.3 Wave hazard

Ocean waves are produced by the wind. The faster the windotigeer the wind blows, and the
bigger the area over which the wind blows, the bigger the waWethe wind suddenly begins to
blow steadily over a smooth sea three different physicatgsses begin. First, the turbulence in
the wind produces random pressure fluctuations at the séeceuwhich produces small waves
with wavelengths of a few centimeters. Next, the wind actdhensmall waves, causing them
to become larger. Wind blowing over the wave produces presdifferences along the wave
profile causing the wave to grow. The process is unstableusecas the wave gets bigger, the
pressure differences get bigger, and the wave grows fagterinstability causes the wave to grow
exponentially. Finally, the waves begin to interact amamgntselves to produce longer waves
(Stewart, 2007).

2.2 Event models

Probabilistic models, referred to as event models, areldeed for seismic, wind and wave
events occurring at single/multiple points at a given sikenatural hazard event at a site, such
as seismic ground acceleration or wind or wave velocityheracterized by a random process with
a probability law derived from measurements and/or aradj/thodels.

Monte Carlo algorithms presented in Sections 2.4.1 and2 2&n be used for generating samples



of ground accelerations, wind and wave velocities at singldtiple points at a given site, based on
their probability laws presented in this section. Numdnc@amples are provided in Section 2.5.1.

2.2.1 Seismic hazard

The earthquake strong motion at a site can be modeled by akiieor a stochastic method
(Halldorssonet al., 2002). The kinematic method is used to obtain ground mstamnthe site
due to an earthquake from a fault with specific dimensionsaiehtation in a known geologic
setting (Halldorssoret al., 2002). In this method a slip function on a fault plane is used
represent the rupture process and empirical Green’s furgtare used to model propagation
effects (Haddon, 1996b; Trifunac, 1971; Bouchon, 1981; Btaal., 1990; Katagiri and lzutani,
1992). The elastodynamic representation theorem (Aki aicdRds, 1980) is used to compute
the earthquake strong motion at the site. Accordingly, #gproach is useful for site specific
simulations. In the stochastic method, earthquake motithessite is modeled as a random process
with a spectrum that is either empirical, for example, bamited white-noise (Cornell, 1964;
Shinozuka and Sato, 1967), Kanai-Tajimi type of spectruan@, 1961; Tajimi, 1960), or Clough-
Penzien type of spectrum (Clough and Penzien, 1975); or ersipe that is based on a physical
model, for example, single corner frequency model (Brurg?,01 1971), two corner frequency
model (Atkinson and Boore, 1995), or the specific barrier eddBapageorgiou and Aki, 1983a,b;
Papageorgiou, 1988). The intent of the stochastic methettdag motion simulation is to capture
the essential characteristics of high-frequency motioarativerage site at a distancdrom an
average earthquake event of a specified magnitude other words, the accelerograms artificially
generated using the stochastic method do not represenpeaaifis earthquake but embody certain
average properties of past earthquakes of a given magnieismological models are generally
used in the stochastic method to estimate the seismic matiansite as a function of source
strength, attenuation of seismic waves due to propagatitnietween the source and the site, and
wave amplification due to site effects (Hanks and McGuir&g11Boore, 1983; Herrmann, 1985;
Atkinson and Boore, 1995; Sokol@tal., 2000, 2001; Safak, 1988; Ou and Herrmann, 1990; Toro
and McGuire, 1987; Queét al., 1990; Boore, 2003). However, other stochastic models lame a
available, for example, empirical models (Housner and idgisn1964; O’Connor and Ellingwood,
1992; Safalet al., 1988), time series models (O’Connor and Ellingwood, 18ks and Cakmalk,
1987; Conteet al., 1992; Dargahi-Noubary, 1992; Kawakami and De Jesus Bid68ay), and
models delivering response spectrum compatible grounsbme{Gasparini and Vanmarcke, 1976;
Pfaffinger, 1983; Park, 1995; Unruh and Kana, 1981, 1985),KJ602; Somervilleet al., 1997,
FEMA 350, 2000).

To investigate the seismic response of spatially distethglystems, such as bridges and pipelines,
ground motion models for multiple points at a site are rezpliirThe earthquake strong motion at
multiple points can be modeled using the methods developesiifigle point modeling together
with spatial correlation models. A stationary model hasnbdeveloped for seismic waves,
which are stochastic in time and space, propagating in a gemeous two dimensional medium
by Shinozuka and Deodatis (Shinozuka and Deodatis, 199&yelDpments in (Shinozuka and
Deodatis, 1991) have been extended in (Shinoatka., 1999) to model the near field ground
motions due to a seismic source to include stochastic waegmpating through a 3D layered half
space with lateral non-homogeneities. A nonstationarghststic vector process with evolutionary
power spectral densities was considered in (Deodatis,;1986¢€t al., 1989) to model correlated
ground accelerations at a collection of sites. A simulatdgorithm for a stationary Gaussian
random process model representing seismic ground actefeyat multiple points was introduced
by Zerva (Zerva, 1992). Several spatial variability modglarichandran and Vanmarcke, 1986;
Loh, 1985; Loh and Yeh, 1988; Loh and Lin, 1990; Hetoal., 1989; Oliveiraet al., 1991;
Abrahamsoret al., 1990) and simulation schemes were examined in (Zerva and0d2). A
method for generating time series, representing nonstatjoseismic ground acceleration at
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multiple points compatible with the observed wave propagairoperties, can be found in (Oliveira
etal., 1991).

We characterize seismic ground acceleration at a site asd@maprocess with a probability law
derived from a seismological model based on the source num&loped by Papageorgiou and
Aki (Papageorgiou and Aki, 1983a,b; Papageorgiou, 1988jely the specific barrier model, and
measurements of actual ground motions records. The spbeifieer model is selected for the
guantitative description of heterogenous rupture beci$eis free of ambiguities caused by the
stress parameter in the commonly used simple single freyumodel, {:) is fully consistent with
the important (salient) features of the more complex th@maiemodels of rupture and observed
source spectraii) provides the most complete description for the faultingcpssses that are
responsible for the generation of the high frequencies &suldearly describes how to distribute
the seismic moment on the fault plane, ard) (is applicable to both near-fault and far-field
regions, which allows consistent ground motion simulatiomer the entire frequency range and
for all distances of engineering interest, (Papageordi®@88, 1997, 2003). The specific barrier
model has been recently calibrated fgrghallow crustal earthquakes in active regions (inteeplat
earthquakes, for example, those of California)) éarthquakes of regions characterized by active
tectonic extension, for example, Basin and Range Provame (i:) for earthquakes of intraplate
regions, for example, eastern North America (Halldors2004; Halldorsson and Papageorgiou,
2005). More explanations on the specific barrier model, ahdrasource models are provided in
Appendix A.

In this section Gaussian and non-Gaussian ground acdelerabdels for single/multiple points at
a given site are introduced.

2.2.1.1 Single point models

The seismic ground acceleration at a single point at a giiten generated by a seismic event
with moment magnitude: and source-to-site distanegis modeled by a zero-mean nonstationary
processX (t) of the form

X(t)=e®)Y(t), 0<t<T, (2-1)

where 7 is the total duration of the seismic event defined by the $ipebiarrier model
(Papageorgiou and Aki, 1983a,b; Papageorgiou, 1988; btakkdn and Papageorgiou, 2005},)
is a deterministic modulation function given by (Saragard &lart, 1974; Halldorssost al., 2002)

e(t) = e1t” exp(—est), 0<t<T, (2-2)

with eo = 1.2531, e; = (13.5914/7)%*, andes = 5ey/7, andY (¢) is a zero-mean stationary
Gaussian/non-Gaussian process with a prescribed pripdbiv based on the specific barrier
model and statistical properties of recorded free field gdoacceleration time histories.

2.2.1.1.1 Gaussian model:

A zero-mean nonstationary Gaussian model for the seisroiecngracceleration can be defined by
Equation 2-1 in whichY'(¢) is a zero-mean stationary Gaussian process with one-sjukdral
density function
1
2—]a(w;m,7“)\2 , 0<w<w
gyy(w) =1 277 (2-3)

0 , w>w
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where w is the frequency in rad/seay is a cut-off frequency that is selected such that
f(;” gyy (w)dw ~ fooo gyy (w)dw, and
la(w;m, )| = kq(w,m)d(w,r)pw)b(w), 0w, (2-4)

is the Fourier amplitude spectrum of the ground accelaraiathe site, in whichk is a scaling
factor, ¢(w, m) is the acceleration source spectrum modeled by the speaificbmodeld(w, )

is the attenuation functiom(w) is the high frequency cut-off filter, angw) is a function which
defines local soil effects (Papageorgiou and Aki, 1983aapaBeorgiou, 1988; Halldorsson and
Papageorgiou, 2005; Halldorssenal., 2002). The frequency content &f(¢) in Equation 2-1
does not change in time since its spectral density is timariamt. The modulation function in
Equation 2-2 and the spectral density function in Equatidhcdmpletely define the probability
law of the seismic ground acceleration procé&3s) at a site, and is a function of the earthquake
moment magnitude:, the source-to-site distaneeand the site soil type.

Figure 2-1 shows the spectral density functio’'¢f) at a site in California on generic soil (NEHRP
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FIGURE 2-1 Spectral density ofY'(¢) for different (m,r).

site class D, (FEMA 273, 1997)), for{ = 5, = 25 km) and (»n = 8,r = 200 km). The plots
in Figure 2-1 show that the frequency content of the seismoamd acceleration depends strongly
on the values ofn andr. Figure 2-2 shows the spectral densities for two sites inf@ala, one
on generic soil and the other one on generic hard rock, quureing to NEHRP site classes D

and A (FEMA 273, 1997), respectively, for an earthquake \With= 6, = 100 km). Figure 2-2
shows that a site with a softer soil will have a larger spédeasity compared to a site located on a
stiffer soil or rock. This increase in the spectral densitgea result of the frequency dependent site

amplification functiorb(w) in Equation 2-4.
2.2.1.1.2 Non-Gaussian translation model:

This section extends the model for the seismic ground at@a at single point presented in
Section 2.2.1.1.1 to account for the non-Gaussian charaicéetual seismic acceleration records.

Statistics of the actual ground acceleration records shaw the strong ground motion part

12



x 10

1.2 T . . ;
- = = Generic hard rock
Generic soil
)
g 0.8f 1
3
<
[a\}
>
3
s, 0.4f 1
b
&5
OIJ \~~~--\- ----- [ !
0 20 40 60 80 100

w (rad/sec)

FIGURE 2-2 Spectral density ofY'(¢) for different soil classes.

of the seismic ground acceleration records has kurtosifficeat in the range(4.0,6.5) (see

Appendix B). Figure 2-3 shows the dependence of the kurtosedficient on soil conditions
(the relationship between the USGS (PEER, 2003) and NEHEMA273, 1997) site classes is
provided in Table B-4 in Appendix B). These statistics sugj¢fgat the marginal probability density

Kurtosis coeficients

Gaussian

soft soil rock
D C B A
USGS soil class

FIGURE 2-3 Change in the kurtosis coefficient with USGS soil lass.

function of the seismic ground acceleration have heavitr tlaan normal density and therefore
seismic ground acceleration can not be modeled as a Gayssizess, which has kurtosis 3.
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The student-t density is proposed to model the marginaligeatthe stationary non-Gaussian
ground acceleration process. Accordingly(t) in Equation 2-1 is a translation process with one-
sided spectral density function given by Equation 2-3 anthimal density function

c+1

p(i) (2)2 Tz
f(z) = b\/_;(%) [1+b?] , z€R, (2-5)

whereb, ¢ > 0 are some constants; constants also called the degree of freedom of the
distribution. Student-t is not the only density that can bedibut it is consistent with the available
information. This density is very flexible and can cover aaotoange of values for variance and
kurtosis coefficient. Figure 2-4 shows the marginal derfsitiction in Equation 2-5 for (a3 = 5

0.4 ‘ 0.4
—b=1
0.35 ---b=3]) 0.35
0.3 0.3
0.25 0.25
E 0.2 & 0.2
P

0.15 0.15
0.1 T i N 0.1
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0 : 0
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FIGURE 2-4 Student-t density.

and two values ob, 1 and 3, and (b) = 1 and two values of, 6 and 1. The kurtosis coefficient
corresponding to the marginal density in Equation 2-5 is

S (G (é)g_ 2 (2-6)
2

and can match virtually any values. Figure 2-5 shows theokigtcoefficient as a function of the
parameter: of the marginal density in Equation 2-5.

The memoryless transformation model proposedfar) has the form
Y(t) = F~' o ®(G(1)), (2-7)

where (7) = [Y_ f(z)dz, in which f(z) is the marginal density in Equation 2-5ii)
G(t) is the Gau33|an |mage 6f(¢) with mean zero and spectral density function approximated
by gyy (w)/c%, in which gyy (w) is the spectral density function &f(¢) in Equation 2-3 and
oy = [,° gvy (w)dw is the variance o¥ (t), and(iii) ®(- ) is the cumulative distribution function

of a standard normal random variable. The transformati@alied memoryless because the non-
Gaussian process(t) at an arbitrary instant depends only on the value of its Gaussian image
G(t). We note that the translation procé&s&) has the marginal distributiof' sinceF’ and® are
monotonic functions with no atoms so that

P(Y(t) <y) = P(F 1o ®(G(t)) < y) = P(G(t) < dHF(y))) = F(y) (2-8)

14
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FIGURE 2-5 Kurtosis coefficient vs parameterc.

for all values ofy, thereforeY (¢) can follow an arbitrary marginal distribution. The appiosgition

of the density function ofG(t) in Equation 2-7 bygyy (w)/o% is based on the observation
that the difference between the scaled covariance fundtidche non-Gaussian spacg(r) =

EY (t+7)Y (t)/EY (t)?, and the corresponding one in the Gaussian spédecg~ EG(t+71)G(t),

are not significant for a broad range of values of the covagdunction ofY (¢) so that the
scaled target spectral density functigny (w)/o% can be used as a first order approximation of
the spectral density function 6f(¢) ((Grigoriu, 1995), Section 3.1).

Calibration of the stationary non-Gaussian ground acager processy (t) is performed as
follows. First, the kurtosis coefficient 6f(¢) in Equation 2-1 is determined from the soil condition
at the site of interest using Figure 2-3. Then, the degreeeeidomc of the marginal density of
Y (¢) in Equation 2-5 delivering the targeted kurtosis coeffitisnobtained using Equation 2-6
(Figure 2-5). Finally, the paramet&rf the marginal density oY (¢) in Equation 2-5 is obtained
by matching the variance of (¢) obtained from its spectral density function in Equation.2-3

Nonstationarity can be introduced by modulating the nonsS&n signal’(¢) using the envelop

function defined in Equation 2-2. The nonstationary non<3s&n ground acceleration is given by
the Equation 2-1 wity'(¢) in Equation 2-7.

2.2.1.2 Multiple point models

The seismic ground accelerationrapoints at a given site, located far from a seismic source (see

illustration in Figure 2-6) and generated by a seismic ewatlit moment magnitude: and source-

to-site distance, is modeled by a zero-me&i'-valued stochastic process of the form
Xt)=(..,X;t)=et)Y;(t),...), i=1,...,n, 0<t<m, (2-9)

where (i) 7 is the total duration of the seismic event defined in Equaleh (ii) e(t) is a

deterministic modulation function given by Equation 2-Bd&iii) Y (t) = (...,Y;(t),...),i =
1,...,n, is a zero-mean stationary Gaussian/non-Gaussian veobcess with a prescribed
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FIGURE 2-6 lllustration of multiple points.

probability law based on the specific barrier model andstedl properties of recorded free field
ground acceleration time histories. We note that the mdihgidunctione(t) does not depend on
the local soil conditions hence it is the same for all pointha site in the far field.

2.2.1.2.1 Gaussian model:

A zero-mean nonstationary Gaussian model for the seisnoiengk accelerations at points at

a site located far from a seismic source (Figure 2-6) can lieateby Equation 2-9 in which
Y(t) = (...,Y(t),...), i = 1,...,n, is anR"-valued zero-mean stationary Gaussian process
with prescribed second-moment characteristics. Besliegauto) spectral density functions at
individual points given by Equation 2-3, cross spectralditgrfunctions are required to completely
characterize Gaussian vector proca@sst). Complex valued cross spectral density function
between points andj is given by

gviy; (W) = ’Y(wvéj)\/gnn(w)gmn(w% 0<w<w, (2-10)

in which gy,y, (w) andgy;y, (w) are the one-sided spectral density functions (Equatioh &-8e

stationary ground acceleration procesggs) andY;(t) at pointsi andj, respectively, ang(w, El-j)
is a frequency dependent function quantifying the spatailability between the two points, that

is, a coherency function, WheE%- is the separation vector between poingndj, as illustrated in
Figure 2-6.
The coherency function in (Harichandran and Vanmarcke6)188used in this study. Accordingly,

YW, &) = plw, &) eV 0<w <, (2-11)
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in which

+(1— A)exp <_2|£ij|(z(;;4+aA)> ;
o] b\ (—1/2)
q= ‘va’; (2-19)

where V is the apparent velocity vector whose direction coincidéth whe direction of the
site from the source, and parametetsa, k, fo, b are estimated using event 20 of SMART-
seismograph array located in Lotung, Taiwan (Harichanarsth Vanmarcke, 1986). The spatial
correlation functiorp(w, fij) in Equation 2-11 given by Equations 2-12 and 2-13 models ¢ovayl
of coherency (incoherence) between ground motions at twdglmcated along a straight line in a

particular direction. The parametersiftw, El-j) were obtained by aligning (shifting) actual ground
motions records relative to one another. Note fiat &) = p(—w, &;) andp(w, &;) = p(w, &:)-
Dependence o,f;(w,{ij) on the separation distance only, and not on the actual togatnplies
the homogeneity of the random field. The phase composmevit ' was added to the model to
obtain the true (unaligned) motions at the points which a&megally related to the approximately
constant apparent velocity of propagation the seismic saVvhis coherency function describes a

homogeneous, non-isotropic, space-time random field. Mxpéanations on the coherence model
in Equation 2-11 and other models are provided in Appendix C.

The modulation function in Equation 2-2, the spectral dgnfsinction in Equation 2-3 and the
coherency function in Equation 2-11 completely define thabability law of the seismic ground
acceleration procesX (¢) at multiple points at a site located far from a seismic souacel is a
function of the earthquake moment magnitudethe source-to-site distaneeand the local soll
types. We note that the modulating functie) in Equation 2-2 does not depend on the local soil
conditions hence it is the same for all points at the site éfan field.

2.2.1.2.2 Non-Gaussian translation model:

The Gaussian model for seismic ground accelerations atiplaultpoints proposed in
Section 2.2.1.2.1 is extended to account for the non-Gaosdharacter of these time series
presented in Section 2.2.1.1.2.

A memoryless transformation model for the seismic grounckkcations at points at a site
located far from a seismic source can be defined by Equat®m2xhich

Yi(t) =F ' o ®(Gi(t), i=1,...,n, (2-15)
where(i) F(y) = [Y__ fi(z)dz, in which f;(z) is the marginal density given in Equation 2(%;)

G;(t) is the Gaussian image ®f(¢) with mean zero and spectral density functigny, (w)/a%, in
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which gy,y, () is the spectral density function &f(¢) in Equation 2-3 and§. = [ gv,v, (w)dw

is the variance o¥;(t), (ii7) and®(- ) is the cumulative distribution function of a standard ndrma
random variable. The componenitgt), i = 1,...,n, in Equation 2-15 have marginal distributions
F; and correlation functions

Gylr) = BGi(t +7)Gi(0) = [ h / ) £ ()6 (v pig (r)dudv,  (2-16)

wherei,j = 1,...,n and¢(-,-;p;;) denotes the density of a two dimensional normal variable
with mean zero, variance one and correlation coefficignt which can be obtained from the
cross spectral density given in Equation 2-10 using the @/ithintchine formulas ((Soong and
Grigoriu, 1993), Section 2.4.2).

The translation process

Y(t) = F ! o ®(G(1)), (2-17)

with components in Equation 2-1%;) is stationary if the underlying Gaussian procésg) =

(..., G;(t),...),i=1,...,n,is stationary(ii) can follow any marginal distributions, ariéis) its
correlation functiong;; are completely defined by the distributioAsand the covariance functions
pij(T), 4,5 = 1,...,n. The functions(;; and F; cannot be selected arbitrarily, they must be such

that the solutiong;; of Equation 2-16 are covariance functions (Grigoriu, 199%) non-Gaussian
vector proces¥ (t) is defined by the second-moment characteristic&(f), and the mapping
F~1o®().

Calibration of the stationary non-Gaussian ground acagr vector proces¥ (t) is performed
as in Section 2.2.1.1.2 for each of its componéfts),i = 1,...,n.

Nonstationarity can be introduced as in Section 2.2.118:Inodulating the non-Gaussian signals
Y (t) using the envelop function defined in Equation 2-2. The raifmtary non-Gaussian ground
acceleration is given by the Equation 2-9 wit(¢) in Equation 2-17.

2.2.2 Wind hazard

The following longitudinal wind velocity model is based oortzontally homogeneous flows over a
sufficiently large horizontal site of uniform roughnesseTterivations are based on the assumption
that the flow in the free atmosphere is geostrophic, thahiswind flow is a steady horizontal
motion of air along straight, parallel contours in an unaiag contour field, and also means that
there is no friction and that the flow is straight with no cumra. These assumptions do not hold
in the region of highest winds of a mature hurricane ((Simmd &canlan, 1986), Section 2.4.3).
However, it was shown that the mean wind profiles differ onlignificantly from the logarithmic
profile that is used in the below-derivations for elevatifnasn around 10 to 400 m ((Simiu and
Scanlan, 1986), Section 2.4.3), and accordingly the Araaridational Standard A58.1 (ANSI,
1982) does not differentiate between profiles of tropicatras such as hurricanes, cyclones, and
extratropical storms.

Most winds are produced by severe storms such as hurricanesadoes, thunderstorms,

downbursts and so on. We will focus on hurricanes only in stigly. However, other type of
extreme winds can be modeled in a similar way.
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2.2.2.1 Single point model

The (longitudinal) wind velocity at a point above the growodface in a given direction is generally
resolved into a temporal mean value over a certain duratiat,is, a mean wind speed, and a
stationary fluctuating part parallel to the direction of thean wind. It follows from the definition
of the mean value that the mean wind speed depends on theyengetime. As the length of the
averaging time decreases the maximum mean speed corr@sgpaoodhat length increases. The
averaging time for determining the wind loads on structuaeges from seconds to an hour (Liu,
1991). A relationship between the wind speeds averagediifferent time intervals is provided in
((Simiu and Scanlan, 1986), Section 2.3.6). For exampleg\wpeeds averaged over one minute at
10 m above ground over open terrain near a coastline can berted to mean hourly wind speeds
via multiplication of the original data by the factor 1/1.@4ST, 2007). The fluctuating part of the
wind is mainly caused by the turbulence of the wind flow andegally modeled by a zero-mean
stationary Gaussian process with a prescribed spectraltgdunction (Simiu and Scanlan, 1986).

The wind velocity in directior at a point 10 m above surface on an open terrain has the form
V¥ t)y=v+V(t), 0<t<m, (2-18)

wherer is the total duration of strong winds in a typical storm ramggbetween 10 minutes to
1 hour ((Simiu and Scanlan, 1986), Section 2.3.3) and assumbe 1 hour in this study; is
the hourly mean wind velocity at this point along the dirent?, and V' (¢) is the fluctuating
component modeled by a zero-mean stationary Gaussiangsregth one-sided spectral density
function (Simiu and Scanlan, 1986; Kainetlal., 1972)

200kz7> _
0<w<w

gy (w) = { WL +500)737 7 (2-19)

0 , w>w,

in whichw = 27 f, f is the frequency in Hertz, is a cut-off frequency as defined in Equation 2-
3, z = 10w/(27v) is the Monin coordinate, andl = k/In(10/z) is called the surface drag
coefficient, in which,z is the roughness length aridis called von Karman'’s constant which
is generally assumed to be 0.4 (Simiu and Scanlan, 1986).afr@pen terrairy = 0.035 m
deliveringx ~ 0.005. The spectral density function in Equation 2-19 assumeslieavariation of
the wind speed with height follows the logarithmic law ((8irand Scanlan, 1986), Section 2.3.3).

Figure 2-7 shows the one-sided spectral density functideguation 2-19 ofV/(¢) for two values
of 7, 20 and 40 m/sec, over an open terrain. For wind flow over waigface the surface drag
coefficientx is a function of the mean wind speedvith the form (Simiu and Scanlan, 1986)

v—12.5

—1
.00104. 2-20
o )] +0.0010 (2-20)

k= 0.0015 [1 + exp <—

The logarithmic profile overestimates the wind speeds bdlnwe wave heights; above three
wave heights, the influence of waves on the wind profile isigddé ((Simiu and Scanlan, 1986)
Section 2.2.3).

The spectral density given in Equation 2-19 is a very gootasgntation of wind velocity spectra in
the high frequency range and may be conservatively assuniexalid forz > 0.2, moreover, the
response of most of land-based structures and non-corhplishore structures does not depend
significantly on the shape of the spectrum in the lower fregyeange ((Simiu and Scanlan, 1986),
Section 2.3.3). Accordingly, the spectral density funttin Equation 2-19 can be used in the
analysis of such structures. On the other hand, for a steigtith a low fundamental frequency of
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FIGURE 2-7 One-sided spectral density ol/(¢).

vibration, such as a compliant offshore platform, EquaBel® may result in an overestimation of
structural response and should be used with caution.

Consider two sites each with uniform surface roughnesseiritié roughness lengths for the two
terrains bexy ; andzp 2, and the shear velocities bg ; andu, 2. Denote byy; andv, the mean
wind speeds at a certain hight at these sites. The mean waatisgill be lower over the rougher
site ((Simiu and Scanlan, 1986), Section 2.3.5). Supposevil have measurements of mean
wind speedg); at one site and we need respective valueg-0at the other site. A similarity
model provides a relationship between the wind speeds fardift surface roughness regimes.
Accordingly, the shear velocities, 1, u. 2 and roughness lengths ;, 22 satisfy ((Simiu and

Scanlan, 1986), Section 2.3.5)
0.0706
Ul _ <_Z071> . (2-21)

Uy 2 20,2

For example, suppose that we have measurements of meag Bpeed in meters per second at 10
m above ground over open terrain near a coastline and we mesgbponding mean wind speeds
at 10 m above water surface. The roughness lengths for opamtand water surface atg; =
0.035 m andzp 2 = 10/ exp(0.4/+/k) with x in Equation 2-20, respectively. The logarithmic law
can be used to relate the shear veloaity to the mean speed by v; = 2.5u, ;In(10/2,), for

i = 1,2, corresponding to wind flow over open terrain and water serfaespectively. Given
the mean wind speed over open terrainwe first obtainu, ; using the logarithmic law and
20, = 0.035 m, then using the similarity model in Equation 2-21 we solee @, satisfying
Equation 2-20 and the logarithmic law simultaneously. Fég2+8 shows the relationship between
mean wind speed; over open terrain, and, over water at 10 m above the surface. The mean
speed is larger over water surface.

Although Equation 2-18 gives the wind velocity at 10 m abdwe ground surface, for high wind
speeds such as are assumed in structural design (of theadi2i@m/sec or more), it is reasonable
to apply Equation 2-19 throughout the height range of irstigSimiu and Scanlan, 1986), Section
2.3.3), which is the case in this study.
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FIGURE 2-8 Relationship between mean wind speeds over watand open terrain.

2.2.2.2 Multiple point model

An R™-valued zero-mean stationary Gaussian vector process eamsdéd to model the wind
velocities atn points at a site. Besides the (auto) spectral density fonstat individual points
given by Equation 2-19, cross spectral density functiomsraquired to completely characterize
the Gaussian vector process. A coherency function can leetaskefine the cross spectral density
function between pointsandj, i,j = 1,...,n, as in Section 2.2.1.2.1.

A coherency function between the (longitudinal) wind vépductuations at two points and j
can be assumed to be (Davenport, 1968)

20, .)\2 20— ) 2)] 12
w [E(zi — z)* + &y — y5)?)] )7 0<w<a, (2-22)

e (‘% TREAYE

wherec, andc, are exponential decay coefficients in the verticalnd horizontaly directions,
respectively, andy;, z;) and(y;, z;) are the coordinates of pointsand j, andv; andv; are the
mean wind speeds at poinisand j, respectively. This model assumes that the line connecting
the two points is perpendicular to the direction of the meardwIt has been suggested that it is
reasonable to assuneg = 10 andc, = 16 from a structural design viewpoint (Kristensen and
Jensen, 1979; Kristensenal., 1981).

2.2.3 Wave hazard

It is commonly assumed that the temporal variation of theewatirface elevation at a particular
location, caused by wind flow over the surface, can be modafeal stationary Gaussian random
process (Sarpkaya and Isaacson, 1981). The Pierson-Mizglspgctrum (Pierson and Moskowitz,

1964) is commonly used at present (Sarpkaya and Isaacs®h), ttecharacterize the water surface
elevation, and depends on the mean wind speaidthat location.
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2.2.3.1 Single point model

A wave theory can be used to relate the kinematics of watdicte below the sea surface to the
water surface elevation. Stochastic description of wadetige kinematics are generally limited to
the linear wave theory (Bhartia and Vanmarcke, 1988), aljhaseveral other theories with various
degrees of refinement are also available.

Consider two dimensional water waves propagating over ao#mondisturbed deptd and a
Cartesian coordinate systefm, s) with = measured in the direction of wave propagation and
measured upwards from the sea bed (see illustration in &ige®). It is assumed that waves
propagate in the positive direction with water particles moving up and downsidirection, there

is no underlying current and the free surface is uncontai@ihaVater is taken to be incompressible
and inviscid and the flow to be irrotational. Figure 2-9 ired&s the general form of such a wave

/

FIGURE 2-9 Progressive wave train.

train at timet with wave height (¢t) which is the vertical distance from trough to crest, wavethn

I which is the distance between successive crests, waved@eridich is the time interval between
successive crests passing a particular point, wave anfgetarencyw = 27 /7 and wave number
k = 2x/l. Accordingly, the free surface elevatigiiz, t) at locationz measured from still water
levelz = 0, ors = d, is (Sarpkaya and Isaacson, 1981)

Hi(t
n(x,t) = % cos(kx —wt), 0<t<rm, (2-23)

wherer is the total duration of strong winds inducing the waves giue Equation 2-18. This
theory gives the water particle velocity(z, s, t) at timet at a point with coordinate, s) and the
linear dispersion relationship as follows

U(stvt) = wn(mvt)(sjio%((:;))> (2'24)
w? = kgtanh(kd), (2-25)

wheren(z, t) is given by Equation 2-23.

The free surface elevatioyiz, ¢) in Equation 2-23 is commonly modeled by a zero-mean statjona
Gaussian process with one-sided spectral density fundiven by the Pierson-Moskowitz
spectrum (Pierson and Moskowitz, 1964). In the developrogtite Pierson-Moskowitz spectrum
it was assumed that if the wind blew steadily for a long timeroa large area, the waves would
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come into equilibrium with the wind. This is the concept ofudlyf developed sea. Measurements
of water surface elevation over large areas of the NorthrnAitavere used to obtain a spectrum
of a fully developed sea. First, wave data correspondingelady wind were selected. Then, the
wave spectra for various wind speeds were calculated arakifeund that the spectra of the water
surface elevation(zx, t) were of the form

2 4
%exp(—%) , 0fw<w
9 (W) = w vw (2-26)

0 , wW>w,

wherew = 27 f, f is the wave frequency in Hertz,is a cut-off frequency as defined in Equation 2-
3, g is the acceleration of gravity in m/seg¢,= 0.0081, 6 = 0.74, andv is the mean wind speed at
a height of 10 m above the sea surface. In the original workRieréon and Moskowitz, 1964) the
wave spectrum in Equation 2-26 is a function of the mean wpekd at a height of 19.5 m above
the sea surface (measurements were obtained from anenmeroet&ted at that elevation on the
weather ships). However, for air flow over water, wind spedaaot increase as much with height
as they do on land because of low surface roughness, so thatdhn wind speeds at a height of
10 and 19.5 m above the sea surface can be assumed equal{S26@43).

The spectral density function of water particle velodityt) at the water surface = 0 in deep
waters is obtained from Equations 2-23, 2-24 and 2-26 as

2 4
ag By i}
Fexp <_’U4w4> s OSWSW

guu(w) = (2-27)

0 , w>w
noting thatsinh(kd) ~ cosh(kd) for deep water so that Equations 2-23 and 2-24 yié(d) =
(

U(z,d,t) = wn(z,t)cosh(kd)/sinh(kd) = wn(z,t) for s = d, hencegyy(w) = wgy,(w).
Figure 2-10 shows the one-sided spectral density functidii(e) for two values ofv, 20 and 40
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FIGURE 2-10 One-sided spectral density ot/ ().
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m/sec, obtained using Equation 2-27. In general, the sgedtnsity function of the horizontal
velocity in Equation 2-24 of a water particle at a distandmm the sea bed has the form

,cosh?(ks)

WQW(M’ (2-28)

guu(wss) =w
with g, (w) andk in Equations 2-26 and 2-25, respectively.

The spectral density function in Equation 2-27, for the waseticle velocityU (¢) at a given point,

is along the directio of the mean wind speedl However, in general, the free surface elevation
in a random sea is caused by waves with different frequengi@gave numberg and directions

6. Accordingly, the spectrum of the free surface elevatioa fanction of arguments, £ andé.

A three dimensional spectrum is redundant to a certain esiane it may be possible to exploit
the linear dispersion relationship betweemandw to effect a reduction from three arguments to
two. This reduction is only an approximation, particulaidy the higher frequencies, on account
of nonlinear interactions between various wave compon@#gkaya and Isaacson, 1981). The
spectrum depending an and@ is referred to as a directional spectrum. In general a dieat
spectruny,,, (w, §) of the free surface elevation is separated in two parts

Gm(w,0) = gpy(w)h(w,0), 0<w <o, (2-29)

where g,,(w) is a unidirectional spectrum such as the one given in Equati@6 andh(w,0)

is directional spreading function, which is not necesganitiependent ofv. In the special case
of unidirectional random waves propagation in the princiwave directionf, the directional
spreading function is given in terms of the Dirac delta fiorev(-) ash(0) = 6(0 — 0)/(2n).
Various expressions fok(w,#) are provided in the literature and outlined in ((Sarpkayd an
Isaacson, 1981), Section 7.3.4). A commonly used direatigpreading function is

1 I(s+1)
2y (s +1/2)

whereq is a parameter controlling the degree of spreadlangis the Gamma function. Figure 2-
11 shows the directional spreading functio@) in Equation 2-30 foyy; = 1 andgq = 10. In case
where the directional spreading function is taken to bepedeent of frequency and the principal
wave direction is a constant independent of frequency, timeipal force direction will be equal to
the principal wave direction.

h(0) cos?1((0 —0)/2), —-w<O<m, (2-30)

Wind flow over the water surface also generates a currenterptimcipal wind directiord with
velocity (Bhartia and Vanmarcke, 1988)

up(s) =c¢ 2 v, (2-31)

whereug(s) is the velocity of the current at a distaneérom the bottom of the sea (Figure 2-9),
c € [0.01,0.05] is a constant and is the mean wind speed at a height:of= 10 m above the sea
surface. Hence, the total water particle velocity at a poimordinategz, s) is given by

U*(x,s,t) =up(s) + U(z,s,t), 0<t<m, (2-32)
with ug(s) in Equation 2-31{/(x, s, t) in Equation 2-24, and in Equation 2-18.

2.2.3.2 Multiple point model

An R"-valued zero-mean stationary Gaussian vector processeaasell to model the water particle
velocities atn points on a submerged structure. Besides the (auto) spdetnaity functions at
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FIGURE 2-11 Directional spreading function h(9).

individual points given by Equation 2-27, cross spectrakily functions are required to completely
characterize the Gaussian vector process.

The one-sided cross spectrum between wave velodifieg and U;(t) at pointsi and j with
coordinatesz;, s;) and(z;, s;), respectively, in the direction of wave propagation, caagsimed
to be (Sigbjorusson and Morch, 1982)

gu.v, (W) = W gvv (W) AW, si, 55) exp [—V—=Tk(z; — z;)], 0<w <, (2-33)

in which V'V (w) is the one-sided spectral density of wind velocity defineHguation 2-19% is
the wave number which can be determined from the linear digperelationship in Equation 2-25,
k = w?/g in deep waters, and

cosh(ks;) cosh(ks;)

sinh?(kd) ’ (2-34)

Mw, 84,85) =

whered is the water depth.

2.3 Lifetime models

Probabilistic models, referred to as lifetime models, aggetbped for the single point natural
hazards at a given site discussed in Sections 2.2.1.1,, 2.2 2.2.3.1. The lifetime model of
a natural hazard specifies (1) the random arrival tifigs]s, ..., of individual events at a site
during a reference time, and (2) the random properties of the hazards under coiagioles at
T1,T5,.... Alifetime probabilistic model of a natural hazard is defifgy (1) activity matrix at
the site (defined below), (2) probability law of the indivadevents, such as the ones discussed in
Sections 2.2.1.1, 2.2.2.1 and 2.2.3.1, for earthquake] s wave events, respectively, and (3) a
reference timer-.

Monte Carlo algorithms presented in Section 2.4.3 can bé fseggenerating samples of lifetime
seismic, wind and wave hazards at a given site during a referemer. A lifetime hazard sample
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consists of the arrival times of individual events and theperties defining their probability law.
Numerical examples are provided in Section 2.5.1.

2.3.1 Activity matrix

An activity matrix of a natural hazard at a given site deldre annual rate of occurrence for events
of this hazard corresponding to various properties. Wegutivity matrices against the properties
which completely define the probability law of the hazardhat site.

Consider a hazard at a site with defining properties quaditifiea set of paramete($1, ..., ®,),

d > 1. For example, the seismic hazard at a site is completely etttoyd = 2 parameters,
®, = earthquake moment magnitudé, and®, = source-to-site distanc® (Section 2.2.1), and
the plot of mean annul rate of occurrence of earthquakeslfqr\d, R) at the site is called the
site seismic activity matrix (Kafali and Grigoriu, 2005&pimilarly, the wind and wind-induced
wave hazards at a site are completely definedpy= mean wind velocity”, and®, = principal
wind direction®, that is, the direction of the predominant winds in a storrac®ns 2.2.2 and
2.2.3). Consider a partition in bins of the possible value§da, ..., ®,), and lety;, ;, denote
the yearly rate of occurrence of events with parametérs. .., ®;) in binsiy,...,i; denoted
by {®, € bin-iy,...,®, € bin-iy}, respectively. The activity matrix delivers the annuaérat
occurrencey;, . ;, for events with propertiegp, ;,, ..., ¢q4,,), in which ¢ ; is the mid-value of
bin-/ for parametek.

2.3.2 Event arrivals

The average number of events per year irrespective of tuesaif(®4,...,P4) is

vV = Z Vz'l...id . (2-35)
’il,...,id
We assume that the events occur in time according to a horeogsrPoisson counting process
{N(7), > 0} of intensityr so that

P(N(t)=n)= ( exp(—v7), n=0,1,2,.... (2-36)

We note several properties of homogeneous Poisson coymtingss{ N (), > 0}. First, the

inter-arrival timesTy, — Ty,_1, k = 1,...,N(7), Ty = 0, are independent exponential random
variables with rates sinceP(T" > 7) = P(N(7) = 0) = exp(—v7). Second, conditional on
N(1) = n, the unordered Poisson eveRts, sa, ..., s, } occurring in(0, 7) have the probability

density functionl/7™. Therefore, the unordered Poisson events are independéntraformly
distributed on(0, 7) conditional onN(7) = n. Accordingly, there are two ways of generating
samples of ;. }, k = 1,..., N(7). The first method is based on the first property above. Samples
of inter-arrival times are generated consecutively ushrtconditional distributions as long as
the generated Poison events remairiinr) ((Grigoriu, 1995), Section 4.6). The second method
uses the second property. In this case we first generate desarapthe Poisson counting process
{N(r),7 > 0}, then we generate independent samples of uniform distribution @y 7) which
correspond to the Poisson eventg(nr) ((Grigoriu, 1995), Section 4.6).

Figure 2-12 illustrates a sample of a natural hazard cangistf eventsE; with arrival timesT;,
i=1,...,N(7), atasite in timg0, 7).
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FIGURE 2-12 A sample of lifetime hazard.

Although the Poisson model, by its time-independent ewentirrence assumption, is not
necessarily the best model for random occurrence of ratgaldtazards, for example, hurricanes
occur most frequently in the late summer when the ocean wataperature has reached a
maximum, the winter is almost entirely absent of hurricafhéis, 1991; Landsea, 1993), it is still
widely used for many natural-hazard assessments (Ellingwbal., 2007; Wen, 1977) and can be
used as a benchmark for comparisons with other more sogdtisti models. Accordingly, in this
study, it is assumed that the Hurricane can only occur betwermust 1st and October 31st in a
given year, on the other hand, earthquakes can occur at agry gjine.

2.3.3 Event properties

Properties of each evefy}; in Figure 2-12; = 1,..., N(7), characterizing its probability law, are
assigned using the joint probability density function af garametergd, ..., ®,) defining them,
which can be approximated in discrete form by

P[(I)l S bin-z'l, P4 € bin-z’d] = Vil...z'd/Va (2-37)

where P[®; € bin-iy,...,®; € bin-iy] is the probability of an event having parameters
(D115 -+ Pdiy), In Which ¢y ; is the mid-value of bin-for parameterk, v;, ;, is the annual
rate of occurrence of an event with parametgfs;,, . .., ¢q.,) delivered by the activity matrix
at the site (Section 2.3.1), amdin given by Equation 2-35. The event, i = 1,..., N(7), are
independent identically distributed random variable$ilite probability density function given in
Equation 2-37, and the total number of eveMsr) in (0, 7) follows a Poisson distribution with
constant annual rate

2.3.4 Seismic hazard

The seismic hazard at a site is completely defined by earkequament magnitude:, and source-
to-site distance (Section 2.2.1). The United States Geological Survey (USi&ides realizable
values of earthquake moment magnitudeand source-to-site distanceat each zip code in the
United States, and mean yearly rateg,of earthquakes with moment magnitude and source-
to-site distance; (USGS, 2006b). Details on the calculations of mean yeatdsror all possible
(m,r) ata given site can be found in (USGS, 2006a). Figure 2-13 sitloevseismic activity matrix

for Los Angeles, California, normalized by = Zm’ vi; = 0.95, that is, the joint probability
density function of ®; = M, &, = R) in Equation 2-37. Given that an earthquake occurs at a site,
the probability that it has parameters( ;) is v;; /v.
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FIGURE 2-13 Normalized seismic activity matrix for Los Angdes.

2.3.5 Wind and wave hazards

Wind effects on structures and components depend not onfigeomagnitude of the wind speeds,
but on the associated wind directions as well. A joint pralitgkdistribution of extreme wind
speeds and directions is required to completely define thd feirces on structures, however, so far
no credible models for such distributions have been prapwsthe literature ((Simiu and Scanlan,
1986), section 3.4). In the absence of such models windtsfeaa their probability distributions
may be estimated from the available recorded data or sisulifasults. In hurricane-prone regions
such estimates can be obtained from wind speed data geshdmatilonte Carlo simulation on
the basis of climatological information on hurricane sterfor each of the 16 principal compass
directions ((Simiu and Scanlan, 1986), Section 3.3).

The National Institute of Standards and Technology (NISMvjles ¢) hurricane wind speed
data generated by Monte Carlo simulation for each 16 congliessstions andi{) estimated mean
annual rate of occurrence of hurricanes, at 56 milepostdaicat distances of 50 nautical miles
along the Gulf and Atlantic coasts of the United States (NI3007). Figure 2-14 shows the
location of mileposts in NIST database. For a given milepths&t data consists df) estimated
annual rate of occurrence of hurricanes at this milepost(andL-minute wind speeds in knots
at 10 m above open terrain near the coastline in 16 specifiedtdins, beginning with North-
Northeast and moving clockwise to North, for a total of 998udiated hurricanes. The respective
mean hourly wind speeds in meters per second at 10 m abovadjoMer open terrain near the
coastline can be obtained via multiplication by the facte¥1d6 (Section 2.2.2.1). Figure 2-15
shows the mean hourly wind speeds and corresponding @insdior the first simulated hurricane
at milepost-150.

The procedure followed by NIST to obtain extreme wind speadsurricane prone regions is
based on a comprehensive and effective approach to the imgpddlextreme wind probabilities
at a site on the basis of information on typical hurricaneratiristics developed in (Russell,
1971). This approach was subsequently applied in (Ba#k, 1980), where extreme wind speeds
associated with hurricanes were estimated on the basigaflithatological and physical models
described in (Simiu and Scanlan, 1986). Some importanilseththese models relevant to this
study are provided here. Estimates of the probabilitiesoficence of hurricane wind speeds were
obtained in (Batt®t al., 1980) by assuming each of the area adjoining 56 milepodte tioit by
1000 hurricanes. The hurricane frequency of occurrencemweakeled by a Poisson process with a
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FIGURE 2-14 Milepost locations (Simiu and Scanlan, 1986).
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FIGURE 2-15 Wind speeds and directions for hurricane-1 at mliepost-150.

constant rate. The climatological characteristics of tineibanes were determined by Monte Carlo
simulation from the respective probabilistic models aeditio historical data. The maximum wind
speed at a site for a given hurricane is obtained as follovust, Fhe hurricane track, that is the
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footprint of the eye of the hurricane, and the charactegddiefining the intensity of the hurricane
along its track are generated at a sufficiently large numbpositions (locations) along its track.
For each position of the hurricane the climatological chemastics used in conjunction with the
physical models to define a wind field so that the wind speetesite of interest is calculated.
The largest among these speeds is the maximum wind speestidayithe hurricane at the site.

For simplicity, in this study, we assume that a hurricanelmarepresented by the maximum hourly
mean wind speed in any direction and a corresponding principal, or pred@ntnwind direction

6. The principal wind directiort is defined here as a weighted average of the wind directions
corresponding to non-zero wind speeds. We use an averaggidir rather than the direction
corresponding to the maximum wind speed to account for tteetions with non-zero wind speeds.
Our assumption that a hurricane can be represented,ydan be justified by the data in (NIST,
2007), which shows that the directions corresponding tezern wind speeds are similar for most
of the simulated hurricanes in all mileposts (see, for eXanfigure 2-15). The mean wind speed

v and its directiory for each simulated hurricane at a given milepost are obdaiséng the NIST
database (NIST, 2007) as follows.

Let v be anR!6-valued vector whose coordinatés;}, i = 1,...,16, denote wind speeds in 16
directions of a hurricane at a site (milepost). The corradpw wind directions are at angles
0; =22.5%(i—1),i=1,...,16, wheref; corresponds to North. The NIST database (NIST, 2007)
consists of 999 such vectors for each of the 56 mileposts.oteeoy (01, ...,7,), n < 16, the
non-zero readings extracted fromy, ..., v16). For exampley; is not included in(oy, ..., o,) if

0 ando; = vy if v1 # 0. Denote by(6y, ..., 6,) the directions corresponding (o, . .., 9, ). The
hurricane wind speedand its directiorp are

U = max(01,...,0), (2-38)

_ x

f = arctan <§> + ¢, (2-39)
wherez = 377 w; sin(f;), y = D i1 wj cos(6;), in whichw; = f}?/zzzl 2,5 =1,...,n,

are some weights assigned to each direcipnand ¢ equals 0, 180, 360 and 180 degrees for
(x >0,y >0),(x <0,y <0),(z >0,y <0)and(xz <0,y > 0), respectively. The weights;,

j =1,...,n are assigned such thd} they are proportional to the square of the wind speed since
the wind force acting on a structure is proportional to theasq of the wind speed as well (Simiu
and Scanlan, 1986)jij w; > 0for j = 1,...,n, and (i) Z;‘Zl w; = 1. For example, for the
hurricane shown in Figure 2-%5= 13.0793 m/sec and = 289.5413° (shown with the arrow on
the plot). Hence, 999 pairs ¢f, ) can be obtained, corresponding to 999 simulated hurricaes
each milepost.

The wind activity matrix at a site (milepost) can be congedcfrom ¢) a histogram of(V, ©)
obtained from 999 pairs dfv, #) calculated following the above procedure, aig the estimated
mean annual rate of occurrence of hurricanes at the sitadavn the NIST database (NIST,
2007). Figure 2-16 shows the wind activity matrix for milepd 50, normalized by = Ei’j Vij =
0.325, that is, the joint probability density function ¢b; = V', ®, = ©) in Equation 2-37. Given
that a hurricane occurs at a site, the probability that itgeametersu;, 6,) is v;; /v.

As in the seismic hazard model in Section 2.3.4, the hurecarents are independent identically
distributed random variables with the probability denéitgction given in Equation 2-37, and the
total number of eventd/(7) in (0, 7) follows a Poisson distribution with constant annual rate
However, unlike the seismic hazard model in which earthgeakay occur at any given time in a
year, hurricanes occur most frequently in the late summearvthe ocean water temperature has
reached a maximum, the winter is almost entirely absent ofdanes (Liu, 1991). For simplicity
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FIGURE 2-16 Normalized wind activity matrix for milepost-1 50.

we assume that hurricanes in the Atlantic basin only ocauimfAugust 1st trough October 31st at
a constant mean rate. Our assumption that the hurricang®oolir from August trough October
in the Atlantic is based on the fact that the Atlantic basioveha very peaked season from August
through October, with 78% of the tropical storm days, 87%hef ininor (Saffir-Simpson Scale
(Simpson, 1974) categories 1 and 2) hurricane days, and 9&&¢ onajor (Saffir-Simpson Scale
categories 3, 4 and 5) hurricane days occurring in this tiered (Landsea, 1993).

The lifetime model presented for hurricane wind hazard $® aised for ocean waves since, in
this study, we are also interested in wave hazard on steg@md human life induced by tropical
storms. The wind activity matrix in Section 2.3.5 providealizable values ofv, 6) at a site near
the coastline over an open terrain. The respective meanspieelds over water surface at the system
site can be calculated using the similarity model in Seci@?2.1 providing a relationship between
wind speeds in different surface roughness regimes. F@urahows the relationship between the
hourly mean wind speeds over open terrain and water sudad®, m above the surface.

Hence, the wind activity matrix at an offshore site, chagdzing completely the wave hazard to
the system at the site, can be obtained directly from thatrefaaby onshore site by adjusting the
mean wind speeds according to Figure 2-8.

2.4 Monte Carlo simulation

Monte Carlo algorithms are presented for generating saawblel) single/multiple point events due
to seismic, wind and wave hazards with respective prolsticilinodels discussed in Sections 2.2.1,
2.2.2 and 2.2.3, and (2) lifetime natural hazard scenansiag the probabilistic models discussed
in Section 2.3.
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2.4.1 Single point events

Monte Carlo algorithms are presented for generating savdl@ hazard event at a single point
modeled by stationary/nonstationary Gaussian and nors€kau processes. First, realizations
of the stationary Gaussian process are obtained using immgdric representation. This

representation consists of superpositions of harmonied tlave random amplitudes and
deterministic phases. For the non-Gaussian model, firfizagians of its Gaussian image are

generated using the same procedure, then these realgatientranslated using a memoryless
transformation (Grigoriu, 1995). Nonstationarity is oduced by modulating the Gaussian/non-
Gaussian signals using an appropriate envelop function.

2.4.1.1 Gaussian model

Let G(t) be a zero-mean, real-valued, stationary Gaussian prodtsa gpectral density function
gaa(w) defined on the frequency intervdl, ), such as the ones in Equations 2-3, 2-19 and 2-27,
for seismic ground acceleration, wind velocity and waveiplarvelocity, respectively. The process
G(t) has the spectral representation

G(t) = /Ow [cos(wt) dU (w) + sin(wt) dV (w)], (2-40)

whereU (w) andV (w) are zero-mean, real-valued, independent Gaussian pesogih orthogonal
increments and increment variandggiU? (w)] = E[dV?(w)] = goe(w)dw.

An approximate spectral representation(aft) can be obtained discretizing its spectral density.
Let (ar—1,0,), 7 =1,...,q, With oy = 0 anda, = @, be a partition of the frequency baf@ &)

in ¢ non-overlapping intervals of lengthw, = o, — a,.—; and denote byw,.}, r = 1,...,¢q, the
midpoints of these frequency intervals. Define a discrepe@pmation of ordey; of G(¢) as

q

G (t) = Z or (A, coswyt + By sinw,t) (2-41)
r=1
where A, and B,, » = 1,...,q are independent zero-mean, unit-variance Gaussian random
variables and N
o = / 966() dw == gag (wr) Aw. (2-42)
Q1

It can be shown tha®(? (t) approaches t6:(t) in the mean square sensegas: oo; and that the

covariance function of*( (¢) converges to that af/(t). The modelz(@ (¢) is periodic with period
7 /w1 hence samples longer thariw; provide same information as samples with length, .

Nonstationarity can be introduced by modulating the statiig record using an appropriate envelop
function, such as the one given in Equation 2-2 for seisnocigd motions.

2.4.1.2 Non-Gaussian translation model

First the underlying Gaussian imag&?(t) of the non-Gaussian process?(t) is generated
following Section 2.4.1.1. Then the Gaussian rec6fd (t) is translated to the non-Gaussian
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space by
2O =F 1o d <G<q> (t)) : (2-43)

The parameters of the student-t distributibhare selected to match the target statistics from
the data. The inversion of the student-t distribution isf@gened numerically using MATLAB.
Nonstationarity can be introduced by modulating the statiip record using an appropriate envelop
function.

2.4.2 Multiple point events

Monte Carlo algorithms are presented for generating sasrgila hazard event at multiple points
modeled by stationary/nonstationary Gaussian and norsskauvector processes. The algorithm
is similar to the single point case presented in Sectiori2.4.

2.4.2.1 Gaussian model

Let G(t) be ann-dimensional, wide-sense stationary vector process wihvalued components
of mean zero and covariance functions;, ;;, (7) = E[Gr(t)G;(t + 7)], k,l = 1,...,n. The
spectral density functions;, ¢, (w) of G(t) and the covariance functiorg, ¢, (7) are related by
the Wiener-Khintchine relationships,

1 > —JjwT
sulw) = o= [ () dr (2-44)
() = / T sy (w)dw, (2-45)

wherek, | = 1,...,nandj = /—1. G(t) can be represented by the spectral representation
method as

G(t) = /OOO [cos wt dU (w) + sin wt dV (w)], (2-46)

whereU (w) and V (w) are processes with zero-mean and orthogonal incremerigéysag the
conditions

E[Uk(w)] = E[Vk(w)] =0, (2-47)
E[dU(w)dUy(w")] = E[dVi(w)dV(w")] = §(w — &) by (w) dw,
E[dUg(w)dV,(v)] = —E[dVi(w)dU;(w")] = §(w — ') hg(w) dw,

whereby(w) = sgi(w) + spi(—w), hgi(w) = —v—1[sp(w) — sp(—w)], andk, I = 1,... ,n. For
a Gaussian process, the proceds$és) andV (w) are Gaussian.

A discrete approximation of ordej, G'?(t), of G(t) can be obtained using the spectral
representation method as follows: I(8tw;,) be the bandwidth of the compone®f (¢), k=1,...,n.
The bandwidth ofG(t) is (0,@), in which @ = max;<;<p,{@r}. If @ componeniGy(t) has
power over the entire frequency range, a cutoff frequenbgcy< oo can be selected such that
fffk sk(w) =~ [% spp(w). Let(ap_1,a0), 7 =1,...,q, With ag = 0 andey, = @, be a partition

w
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of the frequency banf), @) in ¢ non-overlapping intervals of lengihw, = «, — ,,—; and denote
by {w,}, 7 = 1,..., ¢, the midpoints of these frequency intervals. Defi#& (¢) as

q
G (t) = Z (A, cosw,t + By sinw;t) (2-48)

r=1

which is a discrete approximation of ordeof G(t¢). The zero mean Gaussian vec{,, B, },
r=1,...,q, has the covariances

ElAy 1 Ay] = E[ByyByi] = b1y / bt () deo == 61y bt (c0r) Acoy (2-49)

Qr—1

E[Ar,kBp,l] = _E[Br,kAp,l] = 57";1) / hkl(w) dw ~ 57‘p hkl(wr) Awrv

r—1

in which ¢,,, is 1 if » = p, and O otherwise),; and hy; are defined by Equation 2-47, and
k.l=1,...,nandr,p=1,...,q.

It can be shown tha&(@)(t) approaches t@(t) in the mean square sense@s- oo; and that
the covariance functions @®(%)(t) converge to those af(¢) assuming thaG (t) has a bounded

frequency bando, w]. HenceG? (¢) has nearly the same second-moment properties (asfor
sufficiently largey.

Samples of the nonstationarity Gaussian vector processlmaybtained from the samples of
the corresponding stationary process by modulating eadis acfomponent by an appropriate
modulation function, such as the one in Equation 2-2 fomsigiground motions.

2.4.2.2 Non-Gaussian translation model

Similar to the non-Gaussian model for single point case, s Gaussian imagé(? (t) of the
non-Gaussian vector procegs?) (t) is generated following Sections 2.4.2.1 and then it's tegted
by

ZOW) = (.., 7292 =F "o ® (G§q>(t)) L), i=1,....n. (2-50)

The parameters of the student-t distributiBrare selected to match the target statistics from the
data. Nonstationarity can be introduced by modulating thgomary record using an appropriate
envelop function.

2.4.3 Lifetime hazard

Samples of the lifetime seismic hazard at a site can be geedaectly following the procedure
outlined below. However, in order to generate samples ofifiéane wind and/or wave hazards at
a site caused by a hurricane the procedure outlined belouldhe slightly modified to account
for the fact that hurricanes only occur in summer. This issuldressed at the end of this section.

Consider a natural hazard at a site during a reference timé&he lifetime model developed in

Section 2.3.2 specifies (1) the random arrival tifigsk = 1, ..., N(7), of eventst), at this site in
(0, 7) (see Figure 2-12), and (2) the random properties of eachtéyerk = 1,..., N(7). In our
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model{N(7),7 > 0} is a homogeneous Poisson counting process during the tiewaih(0, 7)
with a mean yearly arrival rate.

There exists several methods for generating sampl€g,0fV ()} ((Grigoriu, 1995), Section 4.6).
The method used here is based on the property that the urdrdemogeneous Poisson events in
atime interval(0, 7), conditional onN (¢), are independent and have a uniform distribution

0.0, u<0
Fluy=q u/T, 0<u<r (2-51)
1.0, u<rT,

on (0,7). The simulation method based on this property has two stést, a sample: of

the Poisson counting proce§d/ (), > 0} has to be generated. The inverse transform method
((Grigoriu, 1995), Section 4.1) and the probability in Eioa 2-36 can be used to obtain this
sample of the Poisson counting process. Second, we neethévagen independent samples of
distribution F' defined by Equation 2-51. The resultingsamples constitute a realization of the
Poisson event§T}, } in (0, 7).

Properties of each evertify, that is, independent samples @,...,®4), &k = 1,...,N(7),
are assigned using the joint probability density functionBquation 2-37 of the parameters
(®4,...,P,) defining them. The activity matrix of the hazard at site, nalized by the mean
annual rate/, is a discrete approximation to the joint probability dén&iinction and is used here
to assign the paramete®,, ..., ®,) of each eventy, k = 1,..., N(7), in a hazard sample (see
Figure 2-12).

In Section 2.3.5 it was assumed that hurricanes in the Atldrdsin only occur from August
trough October with a constant mean rate, that is, they odeting 1/4 of a year. Accordingly,
the above procedure is modified for generating samples ofchne hazard at a site. The first
step above, that is, generating a samplef the Poisson counting proce§d/(7), 7 > 0} with
mean annual rate, remains the same. In the next step, we genetatelependent samples of a
uniform distribution over0, 7 /4). The resulting: samples constitute a realization of the Poisson
events{T.}, k = 1,...,n,in (0,7/4). The final step is to obtain the arrival tifig¢ of eventEy,

k =1,...,n, corresponding td}. The mapping fronil}, to Ty, k = 1,...,n, as illustrated in
Figure 2-17, isl}, = [4Ty] +7/12+ 6, in which, [4T}] is the integer part ofT},, § = T}, — [4T%]/4,
andk =1,...,N(7).

2.5 Examples

Samples of lifetime natural hazard scenarios, specifyfregrandom arrival times of individual
events at a site during a reference timeand the random properties of the events under
considerations, are generated using the probabilisticefsoih Section 2.3 and Monte Carlo
algorithms in Section 2.4.3, for seismic, wind and wave hdga Also, time history records of
ground accelerations and wind/wave velocities are geeeat single/multiple points for a given
event in a sample of the lifetime natural hazard scenariogutsie respective probabilistic models
in Section 2.2 and Monte Carlo algorithms in Sections 2.Ad24.2, for seismic, wind and wave
hazards.
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FIGURE 2-17 Generation of hurricane arrival times.

2.5.1 Seismic hazard

Samples of lifetime seismic hazard at a site can be genersied Monte Carlo algorithms
presented in Section 2.4.3. For example, Figure 2-18 shawitsop a sample of seismic hazard

. 1-(m,r) = (6.2,195.0
moment magnitude, m > 6.0 9. E, ,; _ E7 2’55_0))
10r- 3 - (m,r) = (6.4,15.0)
5 4 - (m,r) = (6.6,85.0)
L 2 5- (m,r) = (7.8,75.0)
8 4
3 6 73 9 6-(mr)=(6.2,145.0)
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FIGURE 2-18 A hypothetical sample of the seismic hazard for bos Angeles.

scenario for Los Angeles, California over a lifetime of 5@&y® The actual sample has 51 events,
but just for presentation purposes only the earthquakésmwit- 6.0 are shown in Figure 2-18.

Gaussian and non-Gaussian ground acceleration time iesstat single/mutliple points in Los
Angeles can be generated for each event in Figure 2-18 usorgeMCarlo algorithms presented
in Section 2.4. For example, the samples of the ground aetiele processes below correspond
to event-2 in Figure 2-18 with moment magnitude,= 7.2 and source to site distance= 55
km, resulting in a ground motion duration 26.63 sec and one-sided spectral density function in
Figure 2-19.
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FIGURE 2-19 Spectral density of ground acceleration from egnt-2.

2.5.1.1 Single point

Gaussian and non-Gaussian ground acceleration time ibistare generated at a single point
at the site Figure 2-18 following the Monte Carlo algorithmegented in Section 2.4.1. First,
stationary ground acceleration samples are generateti@andorresponding nonstationary samples
are calculated using the modulation function given by Eigua2-2 for both Gaussian and non-
Gaussian models. Figures 2-20 and 2-21 show the statiomenstationary Gaussian ground

(a) Stationary Gaussian acceleration
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FIGURE 2-20 Gaussian ground accelerations on USGS class-Aik

accelerations on USGS class A and C soils, representingrbekdand generic soil, respectively.
Ground accelerations are higher for USGS class-C soil,esgpectral densities for softer soil
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FIGURE 2-21 Gaussian ground accelerations on USGS class-Gik

are larger than those for stiffer soil or rock (Figure 2-2).igUfes 2-22 and 2-23 show

(a) Stationary non-Gaussian acceleration
0.2 \ ‘

acc. (g units)

0 5 10 15 20 25
(b) Nonstationary non-Gaussian acceleration

o

il el e

acc. (g units)

0 5 10 15 20 25
time, t (sec)

FIGURE 2-22 Non-Gaussian ground accelerations on USGS cl&\ soil (y4,=6.26).
the stationary/nonstationary non-Gaussian ground aediglas on USGS class-A and C sails,
respectively. Table 2-1 shows the parameters of the stutdidamisity function in Equation 2-5 for

the selected soil types and earthquake. Again, grounderetieins are higher for USGS class-C
soil, since spectral density for class-C soil is larger ttheat of class-A soil.
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(a) Stationary non-Gaussian acceleration
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(b) Nonstationary non-Gaussian acceleration
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FIGURE 2-23 Non-Gaussian ground accelerations on USGS cl&£ soil (y4=5.58).

TABLE 2-1 Student-t parameters.

Parameters
Soil type b C
USGS class-A] 0.0131| 5.8405
USGS class-C 0.0214| 6.3256

2.5.1.2 Multiple points

Monte Carlo algorithms presented in Section 2.4.2 are usegeherate samples of stationary
Gaussian ground accelerations at multiple points at tleeirsiFigure 2-18. Corresponding non-
Gaussian samples are then calculated using Equation 2-1aghstationarity is introduced to
Gaussian and non-Gaussian samples by Equation 2-9 usingpitheation function in Equation 2-
2.

Seismic strong ground accelerations are generated asps#tgcted at 50 m in both directions in a
500x500 nd area. The coherence function is given by Equation 2-11 vatlametersi = 0.736,

a = 0.147, kK = 5120m, fo = 1.09Hz, b = 2.78 (Harlchandran and Vanmarcke, 1986). The
apparent velocity vector in Equation 2-14 has magnltuqim = 500 m/sec and its direction
coincides with the direction of the site from the source asashin Figure 2-24 (a). We chose
6 = 0 for this example. Figures 2-25 and 2-26 show the Gaussiamdraccelerations at= 5
sec for homogeneous soil (USGS class-C) and for inhomogesnsall (USGS classes A and C,
see Figure 2-24-b), respectively. Again, ground accetaratare higher for USGS class-C soil.
Figures 2-27 and 2-28 show the non-Gaussian ground actefesatt = 5 sec on a homogeneous
soil (USGS class-C) and for inhomogeneous soil (USGS ctassend C), respectively.
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FIGURE 2-25 Gaussian ground accelerations at = 5 sec on homogeneous soil (USGS class-
Q).

2.5.1.3 Comparison of Gaussian and non-Gaussian ground mohs

Differences between the Gaussian and non-Gaussian grageteeation samples can be assessed
by Figures 2-20 and 2-22, Figures 2-21 and 2-23, Figures afb2-27, and Figures 2-26
and 2-28. The samples in these pairs of figures corresponbtegses with the same second-
moment properties. Since non-Gaussian ground accelesdimve higher kurtosis coefficients the
peak ground acceleration®( A) are higher compared to those obtained using Gaussian model
Figures 2-29 and 2-30 show the tails of tRé; A’s obtained using Gaussian and non-Gaussian
models, for class-A and class-C soils, respectively. Tharpaters of the student-t density function
for the selected soil types and earthquake are shown in Pabld=igures 2-31 and 2-32 show the
normalized histograms dPG A’s for the same cases. The figures show that the Gaussian snodel
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5 sec on homogeneous soil (USGS

can underpredict th€G A and other ground acceleration characteristics.
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FIGURE 2-31 Histograms of PG A’s for Gaussian and non-Gaussian ground accelerations on
USGS class-A soil{,=6.26).
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FIGURE 2-32 Histograms of PG A’s for Gaussian and non-Gaussian ground accelerations on
USGS class-C soil{4=5.58).
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2.5.2 Wind and wave hazards

Samples of lifetime hurricane hazard at a site can be gextbraing Monte Carlo algorithms
presented in Section 2.4.3. For example, Figure 2-33 shawtsgb a sample of wind hazard

wind speed, v > 20 m/sec

1-(3,0) = (25.5, 315.0)
50- 2 - (9,0) = (27.9, 67.5)
3 - (v,0) = (25.5, 225.0)
6 4-(v,0) = (30.3, 112.5)
A P 8 9 10 5_(3,0) = (20.6, 22.5)
25+ 5 7 6 - (9,0) = (32.8, 202.5)
7 - (3,0) = (20.6, 337.5)
8 - (v,0) = (27.9, 292.5)
9 - (9,0) = (30.3, 292.5)
0 | 1 1 1 | | | \ . 10 - (7,60) = (30.3, 157.5)
0 5 10 15 20 25 30 35 40 45 50

time, t (years)

FIGURE 2-33 A hypothetical sample of the wind hazard for milgpost-150.

scenario in milepost-150 over a lifetime of 50 years. Theiaglckample has 18 events, but just
for presentation purposes only the winds witkr 20.0 m/sec are shown in Figure 2-33.

Wind and wave velocity time histories at an offshore sitated near milepost 150 can be generated
for each hurricane event in Figure 2-33 at single/mutliphints using Monte Carlo algorithms
presented in Section 2.4. For example, the samples of thet avid wave velocity processes below
correspond to event-6 in Figure 2-33 with mean wind speed 32.8 m/sec and principal direction,

6 = 202.5 degrees, assuming a total duration of 1 hr (Section 2.2.2.1)

Figure 2-34 shows the one-sided spectral density functioRdquation 2-19 of the fluctuating

60

50f 1

40 1

30r 1

gvv(w) ((m?/sec?)/(rad/sec))

0 2 4 6 8 10
w (rad/sec)

FIGURE 2-34 Spectral density of wind velocity (for event-6)

component of the wind velocity'(¢) in Equation 2-18. Figure 2-35 shows a sample of the wind
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wind velocity, V*(t) = v + V(¢) (m/sec)
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FIGURE 2-35 A sample of wind velocity (for event-6).

velocity V*(¢t) given by Equation 2-18 with the spectral density functiofrigure 2-34.

Figure 2-36 shows the one-sided spectral density functioiquation 2-27 of water particle
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FIGURE 2-36 Spectral density of wave velocity (for event-6)

velocity U(t) in Equation 2-24. Figure 2-37 shows a sample of the wateigstelocity U (¢)
in Equation 2-24 with the spectral density function in Fig@r36.
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FIGURE 2-37 A sample of wave velocity (for event-6).

2.6 Multihazard

The overall system risk under a multihazard environmeneddp on the occurrence of individual
hazard events as well as the occurrence of coincidentatdhazants. For example, in the case of
two independent intermittent hazards, such as seismic anit&ne hazards at a site, there exists
three types of events, two individual hazard events and omeiclental hazard event. Figure 2-38
illustrates a sample of two independent hazards occurtiagsée in time(0, 7).

intensity = event type 1
™ event type 2

! H I "I“ 1 > tlme
T

FIGURE 2-38 A sample of lifetime multihazard.

0

The multihazard characteristics at a site is evaluatediderisg a simple case of two independent
hazardd4,, H, with random duration®, D-, respectively. We assume that the events of hazards
H,(t) andH(t) occur in time according to homogeneous Poisson countingegses of intensities

v, andusy, respectively. It can be shown that the occurrence in tintee€toincidental hazard event
can be also approximated by a homogeneous Poisson prothsetemnsity (Wen, 1977)

vig = viva(pp, + pp,), (2-52)

whereup, andup, are the expected value of the event duratidhsand D,, respectively. The
approximation in Equation 2-52 is good whenD, andv, D, are small, ow, D1 (or v, D5) goes
to zero (Wen, 1990). The mean coincidence duration is giyen b

HDy = luDlluD2/(luD1 + MD2)7 (2_53)
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using Equation 2-52 and the fact that the probability thatabhincidence process @ at a given
time, up,,v12, coincides with the probability that both processes @areat that time, which is
wp, V1 up,ve because of independence. The probabilities that at anyitistent there is no event;
a single event of hazarH;, i = 1,2; and a coincidental event apg = (1 + v1up, ) (1 + vaup,);
pi = Vilip,/Po, i = 1,2; andpi2 = (viup, )(v2pp,)/po, respectively (Shinozuket al., 1984).

Now, consider a simple system located at this site. We caonaesthe performance of this system
in (0, 7) under the hazard®; and H, from its fragility, that is, the probability of system faite
under the hazard®,; and H; in (0, 7). Failure is defined here as the intensity of a hazard event
exceeding a critical valug. An approximation to the system fragilit§; (=) in (0, 7) under the
hazards, andH- is (Wen, 1977)

Pp(z) =1—exp -7 (1 = Fi(z)) — vor (1 — Fa(x)) — v127 (1 — Fi2(2))], (2-54)

in which Fi(x), F»>(z) and Fi2(z) are the probability distributions of intensity of hazdid, Ho
and the combined hazadd, + H-, respectively, and, is given by Equation 2-52. We note that
some events are counted twice in Equation 2-54, howevenuh®er of such events is small for
hazards with short durations and the approximation to tktesy fragility in Equation 2-54 is very
good in this case (Wen, 1977). To examine the significandeeo$écond-order term in Equation 2-
54, that is, the significance of hazard concurrenceylet v, = 2/lyear,up, = up, = 0.001
year,7 = 50 years andF (z) = Fy(z) be normal distributions with mean 1 and variance 0.09.
Note that is this cas&i2(z) is a normal distribution with mean 2 and variance 0.18. Fg2H39
shows the system fragility in Equation 2-54 as a functionaddrd intensityz, with and without
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FIGURE 2-39 System fragility under 2 hazards.

hazard concurrence (the second-order term). As expetiedetcond-order term in Equation 2-54
becomes dominant for large valuesigfthat is, for highly reliable systems.

For the case of three independent intermittent hazakds = 1,2, 3, with mean durationgp,
and mean occurrence ratg the simultaneous occurrence of the three hazard eventedasean
occurrence rate

V123 ~ v1oV3 (WD, Dy + 1Dy D, + 1D, D, ), (2-55)

which can be obtained similar to Equation 2-52 noting that¢hincidence of events 1 and 2 is
a Poisson process with mean rate in Equation 2-52 and meatiatuin Equation 2-53. The
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approximation in Equation 2-55 to the mean occurrence eftlsimultaneous hazard event is very
good under similar conditions given for Equation 2-52. Athia case of two hazards we can obtain
the probabilities that at any time instant there is no ev@single event of hazarl;, i = 1,2, 3,
and coincidental event of the three hazards. For exampmepribbability that at any time instant
the structure is subjected to all three hazard eventgis= (v1up, ) (vapp,)(V3ip,)/po, IN Which

po = (1 + vipp,)(1 + vaup,)(1 + vsup,) is the probability that at any time instant there is no
event.
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SECTION 3
SYSTEM FRAGILITY ANALYSIS

Consider a dynamic system subjected to a natural hazardregerting in an-dimensional forcing
function F'(t), t > 0, acting onm system points. Denote bg(¢), 0 < t < 7, a relevant
n-dimensional system response process, wheie a reference time. Figure 3-1 illustrates the

F(t) — SYSTEM —_ (V)
input output

FIGURE 3-1 Input-output relationship.

relationship between the inpu(¢) and outputZ(¢). Our objective is to find system fragility,
that is, the probability that the system respoie) leaves a safe séd C R"in0 < ¢t < 7 if
subjected to a natural hazard event of specified intensitlyelsafe seD of the system response is
associated with a system damage state, fragility becomascaéidn that describes the probability
of exceedance of this damage state, given a hazard intghBd¥US-MH, 2006). The damage
state corresponding to the gétcan represent, for example, slight, moderate, extensiveada of
the system.

Several methods are available to obtain system fragilityriation. For example, Monte Carlo
simulation (Kafali and Grigoriu, 2007b; Shinozuéal., 2003, 2000; Garcia and Soong, 2003a,b;
Song and Ellingwood, 1999a,b; Ellingwood, 2001; Hwang anehHL994; Dumova-Jovanoska,
2000; Dimova and Elenas, 2002; Kafali and Grigoriu, 200&)jability analysis (Kafali and
Grigoriu, 2007b; Chaudhuri and Chakraborty, 2004; Shikaatial., 1984; Gardonét al., 2002a,
2003, 2002b; Singhal and Kiremidjian, 1996, 1998; Kafali &rigoriu, 2004; Kafalet al., 2006;
Kafali and Grigoriu, 2003) or a combination of the two (Hwaanrgd Jaw, 1990; Chait al., 2004,
Choi, 2003) can be used for obtaining structural/nonstmatcomponents and systems fragilities.
System fragility can also be based on experimental resBislilo-Almaraz, 2003) or expert
opinions (Hwanget al., 1997). Also, lognormal (HAZUS-MH, 2006; Shinozuétal., 2003, 2000)
and extreme type distributions (O’Connor and Ellingwod@B%; Anget al., 1996) have been used
for structural/nonstructural component fragilities.

We plot system fragility against the parameteérs= (¢1,...,¢4) characterizing natural hazards
(Section 2.3.1), which completely define the probability taf the hazard at the system site so that
fragility becomes al-dimensional surface defined over the set of parametersccordingly, we
denote the probability that the system respadige) leaves the safe sé duringT when subjected
to an event with parameteds that is, the system fragility, by

Pi(D;¢)=1—PlZ(t)eD,0<t<7|® =4 (3-1)

For example, seismic fragility of a system is plotted agaihe earthquake moment magnitude
m and the distance from the seismic source to the system site and referred toaality
surfaces (Kafali and Grigoriu, 2007b, 2004, 2005a; Kafgadil., 2006; Kafali and Grigoriu, 2003).
According to our model in Section 2.2(in,r) completely characterizes the ground acceleration
process at system site. Similarly, wind and wave fragdité a system are plotted against the
mean wind velocityy and principal wind directiod at system site which completely characterize
these hazards at the site (Sections 2.2.2 and 2.2.3). Thelewrant of fragility in Equation 3-1,

1 — P(D; ¢) is a measure of system reliability.
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The application of Equation 3-1 to calculate system fragil;(D; ¢) is generally not practical
since the complete probability law of the response procggs is required. We present two
methods for approximating the system fragility, (1) cragstheory of stochastic processes and
(2) Monte Carlo simulation. The method based on the crosiegry in Section 3.1 can be
used for calculating the fragility of linear single and niuegree of freedom systems under
stationary/nonstationary Gaussian input. The Monte Cawdthod presented in Section 3.2 can
be applied to any system and/or input. We use artificial @x@r reduce the uncertainty in the
estimated fragility, that can be significant when dealinthveictual records because the available
sample size is usually small, afid) ensure that all records considered in the analysis belotingto
same population of known probability law.

3.1 Fragility by crossing theory

The system fragility in Equation 3-1, that is, the probaypithat the system responggt) leaves
the safe seD during 7 (Figure 3-2) when subjected to an event with paramefeincides with

a sample oEZ(t)
<—D-outcrossing
D = safe se
Ly n
R

FIGURE 3-2 D-outcrossing of response procesg (t).

the probability
Pr(D;¢) =1 - P[(Z(0) € D)N (Np(r) = 0)] 3-2)

that the initial responsg(0) is in the safe sat® and that the number dp-outcrossing oZ (¢) in
(0,7), Np(7) = 0, is zero. The fragility in Equation 3-2 can be approximatgd b

Pra(D;¢) =1~ P[(Z(0) € D) P[(Np(r) = 0)], (3-3)
assuming that the event& (0) € D} and{Np(7) = 0} are independent. In general, it is assumed
that the system is at rest so that( Z (0) € D)] = 1. If we further assume that th@-outcrossings

of Z(t) follow an inhomogeneous Poisson process with intensifyt) at time¢ Equation 3-3
becomes

P (D5 ) =1 —exp (— /0 ' vp(t) dt) : (3-4)
If Z(t) is stationary with mea®-outcrossing ratep, then Equation 3-4 becomes
Pra(D;¢) =1 —exp(—vpr). (3-5)
The meanD-outcrossings rate dZ(¢) at timet in Equation 3-4 is equal to

v (t) — lim E[ND(t + At)] B E[ND(t)]
b N At ’

(3-6)
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whereE[Np(t)] is the mean number dp-outcrossings o (¢) in (0,¢). The meanD-outcrossing
rate in Equation 3-5, whe# (¢) is a stationary process, is time invariant and equal to

T
The crossing theory provides a good approximation to theraprobability when the boundary of
D is far enough fronE[Z (t)], so thatD-outcrossings o (t) become nearly independent ((Soong
and Grigoriu, 1993), Section 7.2).

For a real-valued, nonstationary, zero-mean, mean-sgiifieeentiable Gaussian procegst) the
meanD = [—z, z], z > 0, outcrossing rate in Equation 3-6 is given by (Soong anddgitig 1993)

o m(t) m(t) m(t) z 1
vp(t) =26(1) {szﬁ (6(75)) + ) ® (6(t) ) -0) s 2 0, (3-8)
whereo?(t) is the variance of (t), ¢(-) and®(-) are the density and distribution functions of the
standard normal variable, respectively, and the mean andatiance of the conditional Gaussian

variableZ (t)|Z(t) = z, in which Z(t) = dZ(t)/dt, are

R . Il z(t,s) 1

ity = nfe) + ( 222 th%Qz, (3-9)
YR 62FZZ(t,s) B ol'zz(t,s) ? L -
G°(t) = T 9ids . < ot t:s) o2(t)’ (3-10)

respectively, withi(t) = E[Z(t)] = 0 andT'z4(t,s) = E[Z(t)Z(s)]. SinceZ(t) is mean-square
differentiable we have ((Soong and Grigoriu, 1993), Secdial.2, Theorem 4.9)

RHarlld) _ pymz) » P28~ pawze), @)
at at t=s
a2rzz(t,8) - . . a2rzz(t, S) - .
s = ElZWZ(s)] = =55 = E[Z*(t)], (3-12)
hence Equations 3-9 and 3-10 become
n(t) = 2 2 [i(fzg Ol (3-13)

(3-14)

The fragility of a system with nonstationary Gaussian resged’ (¢t) can be approximated using
Equation 3-4 withvp(t) in Equation 3-8, withii(t) and 6%(¢) in Equations 3-13 and 3-14,
respectively, and?(t) = E[Z%(t)].

For a real-valued, stationary, zero-mean, mean-squderetitiable Gaussian procegst) with

one-sided spectral density functignz(w) the meanD = [—z,z], z > 0, outcrossing rate in
Equation 3-8 becomes (Soong and Grigoriu, 1993)

=), (3-15)



where

o /000 9zz(w)dw, (3-16)

o = [ gzatoldo, (3-17)
0

are the variances of(t) and Z(t) = dZ(t)/dt, respectively. The fragility of a system with
stationary Gaussian resporgg) can be approximated using Equation 3-5 wighin Equation 3-
15.

3.2 Fragility by Monte Carlo simulation

The system fragility in Equation 3-1, that is, the probaypithat the system responggt) leaves
the safe seD in (0, 7) when subjected to an event with parametgrs: (¢4, ..., ¢4) can also be
approximated using Monte Carlo simulation method. The wethvolves three steps:

1. Generaten, independent sample§f,(¢t)}, ¢ = 1,...,ns of the input proces#'(¢) in
Figure 3-1 for each realizable value@felivered by the activity matrix of the natural hazard
in Section 2.3.1, using the corresponding probability lavsection 2.2 and the simulation
algorithm in Section 2.4.

2. Calculate the system responsgt) to each samplef;(¢), i = 1,...,n,, of F(t) in the
previous step, using a linear/nonlinear dynamic analysis.

3. Approximate the system fragility in Equation 3-1 for eagby

Pome(Di ) = # {z(t) leavesD in (0,7)} ’ (3-18)

Mg

wherer is generally taken as the duration f(t).

We note that the above algorithm can be modified by using im stactual rather than synthetic
records, and process these records according to steps 2 aksl &pected, the accuracy of the
resulting fragility depends on the number of available rdsolf this number is small, the collection
of actual records can be augmented with synthetic records.

3.3 Seismic fragility

Seismic fragility is the probability that a response of aistural, nonstructural, or geotechnical
system exceeds a critical level if subjected to seismic mglanotions of specified intensities. We
base the intensity of the seismic ground motions on the patenndefining its probability law so
that ¢ in Equation 3-1 hag = 2 componentsg; = the earthquake moment magnituae and
¢o = the distance from the seismic source to the site. The seismic activityrimat Section 2.3.4
provides realizable values ¢, r) at the system site.

The seismic ground acceleration at system site, generatea feismic event with moment
magnituden and source-to-site distanegis modeled following Section 2.2.1 as

X() =e(®)Y(t), 0<t<r, (3-19)
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wherer is the total duration of the seismic eventin Equation 2(1) is a deterministic modulation
function in Equation 2-2 andt'(¢) is a zero-mean stationary Gaussian/non-Gaussian prodiss w
probability law defined in Sections 2.2.1.1.1 and 2.2.1 re&pectively.

Table 3-1 summarizes methods used in this study for calogldragility information for

TABLE 3-1 Seismic fragility analysis.

System
Input X (¢) linear nonlinear
Gaussian crossing theory Monte Carlo
non-Gaussian| Monte Carlo | Monte Carlo

linear/nonlinear systems under Gaussian/non-Gaussiamngdr motions. For linear systems
subjected to non-Gaussian input we can also use a method dafiee sampling theorem (Grigoriu
and Kafali, 2007) for calculating their fragility, this ntetd is discussed in detail in Section 3.4.2.

3.3.1 Linear systems with Gaussian input

Methods based on crossing theory of stochastic processesrged in Section 3.1 are used for
calculating fragility surfaces for single and multi degreefreedom linear systems subjected
Gaussian seismic ground accelerations in Section 2.2,-atd numerical examples are provided.

3.3.1.1 Single degree of freedom systems

Let Z(t) be the relative displacement of a linear single degree efdfven oscillator with natural
frequencyw, and damping rati@ under the ground acceleratidfi(¢) in Equation 3-19, in which
the probability law ofY'(¢) is defined in Section 2.2.1.1.1. The displacement progésssatisfies
the equation

Z(t) +2€woZ(t) + Wi Z(t) = — X (t) = —e(t) Y (1), (3-20)
with initial conditionsZ(0) = Z(0) = 0, whereZ (t) = dZ(t)/dt andZ(t) = d>Z(t) /dt>. Let

Z, = max (|Z(1)) (3-21)

0<t<r

be the maximum of the absolute value of the relative displese in |0, 7], with 7 in Equation 3-
19. The response and the limit state in our analysis are thxénmian relative displacemerff; in
Equation 3-21 and a critical displacementespectively.

Denote by
Pi(z;m,r) = P(Zr >z |m,T), (3-22)

the probability thatZ, exceeds a limit state if the oscillator is subjected to a seismic ground
accelerationX (t) with parametergm, r).

55



3.3.1.1.1 Stationary case:

Suppose:(t) = 1, t > 0 in Equation 3-20 and consider the steady-state respgnge). The
system probability in Equation 3-22 can be approximateddpyaEon 3-5 with meai®-outcrossing
rate in Equation 3-15 and safe 98t= |-z, z]. Following Equation 3-15 the mea = [z, 2]

outcrossing rate af(t) is
1 O"ZSS 2’2
vp = — exp(—z—3

); (3-23)
TOZ,, 207

whereo, = [*gz..z.(w)dwandey = [ w?gz.. 2. (w)dw are the variances df,,(t) and
Zss(t) = dZs(t)/dt, respectively, andz._ ;. (w) is the one-sided spectral density function of
SS t ’

92..7.,(w) = |hz,, (W)]* gyy (w;m,T), (3-24)

where )
1
hz.. )] = /“’0 ; (3-25)

212 9 1/2
(1= (/w0)?)” + (2w /w0)?]
is the transfer function betwee(t) andZ,4(t) (Soong and Grigoriu, 1993).

The numerical example considers steady-state relativeladisment of linear oscillators with
durationT = 10 seconds to strong ground accelerations representing endept samples of
stationary Gaussian ground acceleration process with one-sided spectral density function
in Equation 2-3. We note that the specific barrier model éefithe duration of ground motion
(Halldorssoret al., 2002), but we set somewhat arbitrary—= 10 seconds irrespective dfn,r).

Figures 3-3 and 3-4 show fragility surfaces for two lineaciltstors located at a site in California

Failure probability

FIGURE 3-3 Fragility for linear oscillator with low damping (¢ = 2%).

on stiff soil (NEHRP site class D, (FEMA 273, 1997)) for theglacement limit state = 3 cm.
Both oscillators havey = 5.97 rad/sec but their damping ratios afe= 2% and{ = 15%. The
seismic activity matrix in Figure 2-13 provides realizalsdues of(m,r) at the system site. As
expected the system with higher damping ratio yields lowuife probabilities as its response will
be smaller compared to that of the system with lower damatig.r
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FIGURE 3-4 Fragility for linear oscillator with high dampin g (¢ = 15%).

3.3.1.1.2 Nonstationary case:

The system probability in Equation 3-22 can be approximégdEquation 3-4 with mearD-
outcrossing rate in Equation 3-8 and safe Bet= [—z,z]. The meanD-outcrossing rate in
Equation 3-8 is a function ofi(t) and 62(t) in Equations 3-13 and 3-14, respectively, and
o?(t) = E[Z3(t)]. Accordingly, E[Z3(t)], E[Z?(t)] and E[Z(t)Z(t)] need to be obtained to
calculate system fragility in Equation 3-4.

The state space version of Equation 3-20 is

Z1(t)
Za(t)

+ [ _01 ] X(1), (3-26)

[ oo 1
—w}  —2¢owo

in which Z,(t) = Z(t) and Zy(t) = Z(t) and X (t) is defined in Section 3.3.1.1. Léf(t) =
[Z1(t), Z2(t)]", then the evolution of the system and excitation states eaefresented by

Zt)=aZ(t)+gX(t), (3-27)
whereg = [0, —-1]7 and
0 1
a= [ 2w ] . (3-28)
The solution has the form .
Z(t) = / P(t—7)g X(s)ds, (3-29)
0
where
cos(ft) + C—E" sin(0t) % sin((t)

P(t) = e oot [ (3-30)

_4«%2 sin(3t) cos(ft) — C_go sin(t) ]
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with 8 = wg?y/1 — ¢2. The correlation function aZ (t) can be expressed by ((Soong and Grigoriu,
1993), Section 5.2.1, Example 5.5)

L(t,s)=E[Z(t)Z(s)T], t>s (3-31)

=F [/0 P(t—u)g X(u)du /OSX(v)gT‘I’T(s—U)dU
:/ du/sdv ®(t—u)gE[X(u)Xw) gl &L (s —v)
0 0

= / du /S dv ®(t —u) gg’ ®T (s —v) e(u)e(v) E[Y (v)Y (v)]
0 0

— /Ot du /Os dv /OOO dw [®(t — u) gg” 7 (s — v)e(u)e(v)

x exp(jw(v —u))gyy (W)],

sinceX (t) = e(t)Y (¢t) andE[Y (w)Y (v)] = [;° exp(jw(v — u))gyy (w)dw, with j = /=1 and
gvy (w) given by Equation 2-3.

Itis difficult to numerically integrate Equation 3-31 to @bt E[Z2(t)], E[Z2(t)] andE[Z (t) Z ()],
which are required to calculate the mercrossing rate o (¢). Instead we adopt the following
method.

The seismic ground acceleration proc&sg) in Equation 3-19 is approximated by

X(t) = ove(t)Q(t), (3-32)

wheree(t) is the modulation function in Equation 2-2; = [i* gvy (w)dw is the variance of the
zero-mean stationary Gaussian procgss) with one-sided spectral density functiggy (w) in

Equation 2-3, and)(t) is a zero-mean, unit-variance stationary Gaussian prouiisone-sided
spectral density function of the form (Clough and Penzi&T15)

9606 w) = go [h1(@)[* [ha(w)]?, (3-33)
with 2w/ )
hi (W) = Cdd , 3-34
= <1—<w/wl>> + @/ (359
hy(w) 2 = /) (335)

(1- (W/wz) )2 + (200w wa)?
It is assumed that the correlation functiong) andY (t) /oy nearly coincide, so thag;; (w) =~

gvy (w)/o?, and the variance @ (t) is 1. The assumption is adequate for some types of correlatio
functions ((Grigoriu, 1995), Figure 3.1, page 48).

The parameters definir%Q(w), namely,gg, w1, (1, we and(,, are obtained by minimizing the
objective function

minimize /OOO (960 w) — gyy (W) /o2 )w(w) dw, (3-36)

go,w1,(1,w2,(2
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subject to the constrainig, wi, wo > 0, and0 < (3, (2 < 1. In Equation 3-36w(w) =
gvy (w)/ max,(gyy(w)) is a weighting function. Figure 3-5 shows the spectral dgrfisnctions

0.04

0.03¢

0.02f

0.01j

w (rad/sec)

FIGURE 3-5 Spectral density functions ofQ(t) and Y (t) /oy

of Q(t) andY (t)/oy for an earthquake with parametdrs = 8,7 = 25 km). The parameters
defininggQQ(w) arego = 3.4, w1 = 2.4, wy = 10, ¢ = 0.4, (; = 0.99. Note that the parameters

90, w1, wa, (1, (2 in gQ-Q(w), ande(t) are defined by the moment magnitude of the earthquake
and the source-to-site distance

Consider a linear single degree of freedom oscillator wiatural frequency, and damping ratio

(o subjected strong seismic ground acceleration proﬁ’és}sgiven by Equation 3-32. The equation
of motion of the oscillator is

Z(t) + 2wo Z(t) + wiZ(t) = —X(t) = —oye(t)Q(t), (3-37)

with initial conditionsZ(0) = Z(0) = 0. The one-sided spectral density function@ft) is
given by Equation 3-33. The form of the spectral density lected so tha€)(t) can be obtained
by filtering a Gaussian white noise procéggt) with intensity g, twice, using two linear single
degree of freedom systems with parametgrs(; andws, (s, respectively. Accordingly,

P(t) + 2Gw1 P(t) + WiP(t) = W (t), (3-38)

Q(t) + 20w2Q(t) + w3Q(t) = P(t) — W (). (3-39)

Denote byh; (w) the transfer function betwedi (¢) and P(t) — W (t) and byhy(w) the transfer
function betweerP(t) — W (t) andQ(t), so that

9p_w.pw (@) = [l (W) gww (W), (3-40)
966W) = [ha(W)1%, g _w p_w (@) = go [h1(w)[? [h2(w)]?, (3-41)

sincegyw (w) = go. Note that Equations 3-33 and 3-41 are the same.
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Let Z(t) = [Z1(t), Za(t), Z3(t), Za(t), Z5(t), Zs(t)]T, with Z1(t) = Z(t), Za(t) = Z(t),
Zs(t) = Q(t), Z4(t) = Q(t), Zs(t) = P(t), Zs(t) = P(t), and denoteB(¢) the standard
Weiner process with independent incremedf$(¢) having zero mean and variandée. From
Equations 3-37-3-39 the augmented state of the oscillattr thie excitation satisfies the It6
differential equations

dZ(t) = a(t)Z(t)dt + gdB(t), (3-42)

in whichdZ(t) is the increment o (t) in dt, g = [0,0,0,0,0, ,/7go)”, and

0 1 0 0 0 0 |
—w% —2C0w0 W%O'ye(t) 2C2w20'y€(t) w%O'yﬁ(t) 2<1w10'y6(t)
1
ay=| 0 Y 0 0, ! . (343)
0 0 —Wy —2{2(4}2 —wi —2{1&)1
0 0 0 0 0 1
L 0 0 0 0 —w% —2C1w1

so thatZ(t) is a diffusion process with time dependent linear drift aodstant diffusion.
Denote the correlation function & (t) by

[(t,s)=E[Z(t) Z(s)'], t>s. (3-44)
The correlation matrid’(¢, s), t > s of the linear system defined in Equation 3-43 driven with the

white noise can be obtained by solving ((Soong and Grigd993), Section 5.2.1 Equations 5.58
and 5.59)

% I'(t,s) =a(t)L'(t,s), t>s, T(s,s)=T(s) (3-45)
and J
5 T(t) = a(t)0(t) + r(ta®)” +gg”, t>0, T(0)=T,. (3-46)

The initial conditions are deterministic and hedge= 0.

We solve Equation 3-46 by numerical integration. Denote(#hé) component ofdI'(¢)/dt at
time stepi by 45, and assumeé;; ~ (Yri+1 — Vrii)/At, SO thatl’; ~ (Tiv1 — Iy)/At,
wherel; = I'(t) andT; = dI'(t)/dt at time step and At is the length of the time step. Hence
Equation 3-46 becomes

Tig1=T;+At(a;Ti+Tia;” +gg"), To=0, i=0,1,..., (3-47)

Figure 3-6 shows the nonstationary correlation functiéh&?(¢)], E[Z(t)Z(t)] and E[Z2(t)],
corresponding to (1,1), (1,2) and (2,2) components @], respectively, of the response of a linear
oscillator with natural frequenay, = 5.97 rad/sec and damping rato= 0.02, subjected to an
earthquake with parametes = 8, = 25 km), using a time step\¢ = 0.001 sec.

We recall that meaf-z, z]-outcrossing rate of (¢) in Equation 3-8 is a function ofi(t) andé>(t)
in Equations 3-13 and 3-14, respectively, artdt), which can be calculated based 8fZ2(t)],

E[Z(t)Z(t)] andE[Z2(t)], and the system fragility can be approximated using Eqoaid with
vp(t) in Equation 3-8.

Figure 3-7 shows the mea# z, z|-outcrossing rate in Equation 3-8, for= 1.5 cm, of the relative
displacement respons€(t) of a linear oscillator with natural frequency, = 5.97 rad/sec and
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FIGURE 3-6 Nonstationary correlation functions of the resppnseZ(t).
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FIGURE 3-7 Mean crossing rate ofZ(t).

damping ratiol = 0.02, subjected to an earthquake with parameteis= 8, = 25 km). The
stationary meafi-z, z]-outcrossing rate in Equation 3-23 of the steady-statéiveldisplacement
response is 1.8072. Note that this value is consistent Wwiheasults shown in Figure 3-7.

Figures 3-8 and 3-9 show fragility surfaces for the two lnescillators in Figures 3-3 and 3-4
for the same displacement limit state= 3 cm. We note that the fragilities obtained using the
stationary mean crossing rate in Equation 3-23 and thoseleatd using the nonstationary mean
crossing rate in Equation 3-8 are similar and somewhatrdifiiefor the linear oscillator with high
and low damping, respectively. For the system with high damfhe response reaches stationarity
at7 = 10 sec sincer exceeds 3 periods}(27/wg) = 3.16 sec ((Soong and Grigoriu, 1993),
Example 5.5), so that fragilities based on stationary amstadionary crossing rates, Figures 3-4
and 3-9, respectively, are similar. On the other hand, fesirstem with low damping the response
never reaches stationarity since= 10 sec is smaller than 20 period) (27 /wy) = 21.05 sec,
accordingly, nonstationary crossing rates are smallar tha stationary ones so that fragilities
based on nonstationary crossing rates are smaller (Fi§uBeand 3-8).
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Failure probability

FIGURE 3-8 Fragility for linear oscillator with low damping (¢ = 2%).

Failure probability

FIGURE 3-9 Fragility for linear oscillator with high dampin g (¢ = 15%).

We note that Equation 3-45 can be solved by numerical integra We can approximate
dI'(t,s)/ot by (T'(t + At,s) — I'(t, s))/At, hence using Equation 3-45 we hab& + At,s) =
I'(t,s)+Ata(t)L'(t,s),t > s. We can then fix a value farand obtairT* (t+ At, s) using the initial
conditionI'(s, s) = I'(s) obtained from Equation 3-47. This numerical integratiomesoe requires
very high computer memory fak¢ = 0.001. However,I'(¢, s) is not required for calculating the
crossing rate of (t). Crossing rate calculations are based only®iit, s) /0t andd?T (¢, s)/0tds
att = s.
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3.3.1.2 Multi degree of freedom systems

Consider a multi degree of freedom system representingldifigiistructure and single degree of
freedom systems attached to it at different points reptesenonstructural components. Suppose
that the supporting structure and the attached nonstalotemponents are linear and that the
seismic ground acceleration at system site is modeled byoareean, stationary Gaussian process
X(t) (Section 2.2.1.1.1), that is;(t) = 1, ¢ > 0 in Equation 3-20 and consider the steady-
state response of the structural and nonstructural systémghis section we present a method
based on crossing theory for calculating fragility suriaoé such nonstructural systems. First,
we obtain probability law of the structural system respdiesground motions at the points where
the nonstructural components are attached. Second, wia plotdability law of the nonstructural
system response to floor motions, that is, to structuraloesp at the attachment points. Finally,
we calculate nonstructural system fragility by the crogshreory approach.

A simplified mathematical model is developed for a hospitélding constructed in 1970's and
located in Southern California, referred to as the MCEER Dsiration Hospital Project, WC70.
An illustration of the WC70 model with a nonstructural systéV S) consisting of two components
C4 and(}, attached to it is shown in Figure 3-10. It is assumed thattituetsire(7) is linear elastic

jointk 24 C:
194
104
jointl 5 C,
1

S7A77 T X

FIGURE 3-10 lllustration of the system.

and does not fail(ii) has a proportional damping, and ttiat) translation in the weak;, and the
strong,y directions are decouplediiv) cascade analysis applies, that is, the nonstructuralmyste
does not affect the dynamics of the supporting structurd,(ahthe direction of seismic ground
motion coincides with the weak direction of the structureheTirst 12 mode shapes, modal
frequenciesy;, modal participation factor§, ; andT', ; in = andy directions, respectively, are
calculated using a three dimensional model of the structtvledal properties of the structure
are shown in Table 3-2. It is assumed that all modes have the slamping ratio of; = 3%,

i = 1,...,12. The non-zero modal participation factors in thendy directions correspond to
modes (1, 4, 7, 10) and modes (2, 5, 9, 12), respectively.

The nonstructural systetV'S' consists of two components; andCs, a water tank and a power

generator located at the roof (joint-24) and at the first flgmint-5), respectively (Figure 3-10). It
is assumed thdt) the components are not interactinig;,) C is drift sensitive and’s is velocity
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TABLE 3-2 Modal properties of WC70.

Mode | @; Loi | Ty bi

7.22 | 15.83| 0.00 | translation «
2 7.68 | 0.00 | 15.85| translation -y
3 8.01 | 0.00 | 0.00 rotation
4 20.98| -6.00 | 0.00 | translation «
5 23.03| 0.00 | 5.97 | translation -y
6 23.06| 0.00 | 0.00 rotation
7 37.41| 3.47 | 0.00 | translation «
8 39.95| 0.00 | 0.00 rotation
9 41.17| 0.00 | -3.49 | translation -y
10 | 56.81| 2.09 | 0.00 | translation «
11 | 58.96| 0.00 | 0.00 rotation
12 | 62.34| 0.00 | 2.03 | translation «

sensitive, andiii) the nonstructural system fails if one or its components fallhe components
C andC, are modeled as linear single degree of freedom systems waiithal frequencyw ; and
the damping rati@;, 7 = 1,2. Properties of the nonstructural components and the limatesd;
andds defined for their relative displacement resposét) and relative velocity responde;(t)
for componentg’; andCs, respectively, are summarized in Table 3-3.

TABLE 3-3 Limit states and properties of the components.

Component| Frequencyw ; (rad/sec)| Damping ratio¢; | Limit stated;
1 8.0 0.02 15 cm (disp.)
2 20.0 0.03 30 cm/sec (vel.

3.3.1.2.1 Structural response at attachment points:

Following the cascade analysis assumption, the equatiomotibn of a multi degree of freedom
structural system subjected to seismic ground accelerati@) is given by

mZ(t) + cZ(t) + kZ(t) = —m1X(t), 0<t<T, (3-48)
with initial conditionsZ(0) = Z(0) = 0, whereZ(t) is the relative displacement responserin
direction,1 = [1,...,1]T, 7 is the duration of the ground motion in Equation 3-19, amc: andk
are the mass, stiffness and the damping matrices of thewstalisystem, respectively. The relative
displacement response of the system can be written as

Z(t) = BY (1), (3-49)
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where® is a matrix containing the mode shapes as columns¥afidis a vector containing modal
responses. Using the orthogonality of the mode shapes wevdanthe equation of motion in
modal coordinates as,

Yi(t) + 2G@iYi(t) + 07Yi(t) = ~TuX (1), i=1,...,n, (3-50)

wheren = 12 is the number of modeg;(t) is the relative displacement response of mécdsend
w;, ¢; andl’; (the subscript is dropped since the analysis is in theirection only) are the natural
frequency, damping ratio and the modal participation faofanode: in Table 3-2, respectively.
Solution of Equation 3-50 is given by the Duhamel’s Integral

Yilt) = T / hi(T)X (¢ — 7)dr, (3-51)
whereh; (1) = (1/@q;) exp (—(@;T) sin (wg;7), in whichw,,; = w;y/1 — (2. Denote thek!®
coordinate of thg** mode by¢;(k). The relative displacement response of jdirdan be written

as
D=3 6;(0)Y;(t) = =3 65(b)Te / hy(7)F(t — 7)dr. (3-52)
j=1 Jj=1

—00

The steady-state respori&é) is a stationary Gaussian vevtor process since it is assuméthe
structural systemis linear add(¢) is a Gaussian process. The mean resp@iigét)] is zero since
E[X(t)] = 0. The correlation function between the responses at jéiatsd! is

rz.z(ts) = E[Z(0) Zi(s)] = Y ¢i(k)d; () EYi(8)Y;(s)] (3-53)
ij=1
= ¢i(k)p;(DHT;T; E[X(t —u)X(s—v)]dudv,
= > ooty [ [ a

and depends only on = t — s sincerxx(t — u,s —v) = E[X(t — u)X (s — v)] is equal to
rxx(t—u,s—v) =rxx(t—u—(s—v)) =rxx(T —u+wv) by the stationarity ofX (¢). Hence,
the correlation between the displacemenitét) andZ; (¢ + 7) at jointsk and! becomes

72.2,(T Z ®i(k)g; (1)L / / hi( V)rxx (7 — u + v)dudv. (3-54)
t,j=1
Spectral density between displacements at joirdaad! is (Soong and Grigoriu, 1993)
1 o
87,2, (w) = 2_/ e_thTZkZL (T)dT7 h = v—L. (3_55)
7T —Oo

Replacing Equation 3-54 in Equation 3-55 we get

sn(@) = sxx(@) 3 6k, Fr/ / 0)e ) dygy

1,5=1

= sxx(w Z ¢i(k)o; (I Hy(w) Hj (w), (3-56)
i,j=1
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wheres x x (w) is the Fourier transform ofx x (7),
1

— h=+v-1 3-57

(,«_JZ-Z —w? + 2h(;0o;w ’ ( )

is the transfer function between the base acceleratign and the relative displacement response
Y;(t) of modei, and H;(w) is the complex conjugate off;(w). Spectral densities of the

, ) _ _ “) K
relative velocity anq acceleration responses are givesyby (w) = w”sz,z (w) andsy ; (w) =
wsz, 7, (w), respectively.

Hz(w) =

The spectral density between the absolute acceleratipomess=y () andG;(s) at jointsk and!
can be written as

saGi (W) = apaysxx (w) — sxx(w ZT i (D) H () + cuchi (k) Hi(w)]

+ sxx(w Z i(k)¢; (DT Hy(w)H} (w) (3-58)
3,7=1

whereay, =1 -7, ¢;(k)T;

~ 2@@%@2 . 25@

H; — |22 g2, 4 A H; R U 3-59
with H;(w) in Equation 3-57 and = /—1.

Means and correlations, namely the second moment propatgéine the relative displacementand
absolute acceleration response processes completely.

3.3.1.2.2 Fragility of nonstructural systems:

Equation of motion for componenqt; is
Ri(t) + 2Giwo i Ri(t) + o ;Ri(t) = ~Gi(t), (3-60)

where R;(t) is the relative displacement response(@ffor i = 1,2, Gi(t) is the absolute
acceleration response of the structural system at jgisndk is 24 and 5 fori equalsl and2,
representing the roof and the first floor, respectively. Brtgs of the nonstructural components
and the limit states defined for their relative displacentesponseR;(¢) and relative velocity

responsek, (t) for component€’; andCs, respectively, are summarized in Table 3-3.

Nonstructural system fragility can be estimated using teamtrossing rate of the system response
following Section 3.1. Mean crossing rate can be calculatetbsed form for stationary Gaussian
responses and rectangular safe sets. For a system camsislimear components an upper bound
for the mean crossing rate of the system can be obtained tisenghnean crossing rates of its
components. The fragility of the nonstructural systemt ikiathe probability that the (stationary)

system response proceRé&t) = [R;(t) Ro(t)]” leaves the safe s&@ = (—dy,d;) x (—da,ds) in
time interval of lengthr (Figure 3-11), is given by,
P[N S fails] = 1 — P[N S survive$ = 1 — P[C] survives Cs survives
=1—P[R(t) e D, t€[0,7]] =1— P[R(0) € D] P[Np(7) = 0]

~1—exp(—vpT), (3-61)
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FIGURE 3-11 D-outcrossing of response procesB(t).

assuming that the system is at rest at 0 so thatP[R(0) € D] = 1, wherer is the duration of
ground motion in Equation 3-48Yp(7) is the number ofD-outcrossings oR(¢) in 7 andvp is
the mean outcrossing rate Rft) with respect taD.

Denote byvp, the mean rate at which the stationary Gaussian prage@s passes out of the safe
setD; = (—d;,d;). Following Section 3.1 the mean crossing rateRgft) is given by

16 d?
vpy = = 2 exp (—ﬁ) (3-62)

T 01

whereo? = [° gr, g, (w)dw andé? = [° w? gr, g, (w)dw are the variances dt; (t) and R, (¢),
respectively, angg, r, (w) is the one-sided spectral density functionif(t),

IR () = [he, (W) 96,6, (W), (3-63)

in which
1/W(2J,1

(1= (@/w01)?)? + (2610/wi01)’]

is the transfer function betwee#y (t) andGy, for k = 24. (Soong and Grigoriu, 1993). The mean
crossing rate ofR,(¢) can be obtained in a similar way. Accordingly,

hr, (W)| = (3-64)

1/2

1 . d2
Vp, = — 2 exp (——.22>7 (3-65)
T 09 205

wheres? = [°w? gr,p,(w)dw ands3 = [;°w* gr,r,(w)dw are the variances aR,(t) and
Ry(t), respectively angr, r, (w) is the one-sided spectral density functionf(t),

IR (@) = [hi, (W) 96,6, (W), (3-66)

in which
1/W(2J,2

(1 (w02 + (2w fuo?]

is the transfer function betwedg: () andGy, for k = 5.

|hR,(w)| = (3-67)
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The fragility of C; can be approximated by (see Section 3.1)
P[C; fails] ~ 1 — exp (—vp, T), (3-68)
with 7 in Equation 3-48 andp, in Equation 3-65 and 3-65, far; andCs, respectively.

It can be shown that the mednoutcrossing rate of R(t) can be bounded by (Veneziasial .,
1977)
Up = Vp, +Vp, 2 Vp. (3-69)

and the fragility of the nonstructural syste¥s' is can be approximated by Equation 3-61 with
in Equation 3-69 and in Equation 3-48.

The calculation of fragility surfaces by the crossing theiavolves five steps:

- Select earthquake moment magnitude and source-to-cst@ndie (m,r) and compute
spectral density of ground acceleration at the site usingaign 2-3. The seismic activity
matrix at the system site delivers the realizable valuésof-).

- Calculate spectral densities of the absolute acceleragisponses at the attachment points
(joints 5 and 24) using Equation 3-58.

- Calculate the spectral densities of the linear resporfsesstructural components using the
transfer functions in Equations 3-64 and 3-67.

- Calculate the mean crossing rate of the nonstructural coepts using Equations 3-65 and 3-
65, and use the upper bound on the mean crossing rate in Bq@ai9 for the nonstructural
system.

- Estimate the fragility of the components and the overadtay using Equations 3-68 and
3-61, respectively.

The numerical example considers steady-state responsies cbmponents with duration= 10
seconds to strong ground accelerations representing émdiept samples of stationary Gaussian
ground acceleration procesds(¢) with one-sided spectral density function in Equation 2-3e W
note that the specific barrier model delivers the duratiogrouind motion (Halldorssost al.,
2002), but we set somewhat arbitrary= 10 seconds irrespective ¢fn,r). Figures 3-12, 3-13
and 3-14 shows the fragilities of the componefifsandC> and an upper bound for the system
fragility for the nonstructural syste¥ S defined previously, respectively. The supporting struetur
that is, the WC70 system in Figure 3-10, is located at thersitégure 3-3, and the seismic activity
matrix in Figure 2-13 provides realizable valuegof, r) at this site.

3.3.2 General systems and input
Methods based on Monte Carlo simulation presented in Se8tiare used for calculating fragility

surfaces for single and multi degree of freedom linearfinear systems subjected Gaussian/non-
Gaussian seismic ground accelerations in Section 2.2dlnamerical examples are provided.

3.3.2.1 Single degree of freedom systems.

Let Z(t) be the relative displacement of a nonlinear single degréeeetiom oscillator under the
Gaussian ground acceleratidt{t) in Equation 3-19, in which the probability law &f(¢) is defined
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Failure probability

Failure probability

FIGURE 3-13 Fragility for linear Cs.

in Section 2.2.1.1.1. The displacement procg&s satisfies the equations
Duffing:  Z(t) + 2¢woZ(t) + wi(Z(t) + eZ(t)*) = =X (t), (3-70)
Bouc-Wen: Z(t) + 2CwoZ(t) + wi(pZ(t) + (1 — p)W (1)) = — X (t) (3-71)

W(t) =y Z(t) — alZ@)[ WO W () - B Z(t) W ()",

for the Duffing and Bouc-Wen oscillators, whesg and( are the natural frequency in rad/sec and
the damping ratio of the underlying linear oscillator, tigtDuffing oscillator withe = 0 and
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FIGURE 3-14 Fragility for linear NS.

Bouc-Wen oscillator wittp = 1, W (¢) is the hysteretic displacement defined by the Bouc-Wen
model (Wen, 1976), and, p, «, (3, v andn are constants. Numerical results are dgr= 5.97
rad/sec{ = 2%, ¢ = —0.0015/cm?, p = 0.1,y = 1, = 3 = 0.5/cm” andn = 1 (Wen, 1976;
Soong and Grigoriu, 1993). Suppose that the oscillatortoasted at the site in Figure 3-3.

Let
Z, = max (|Z(t)]) (3-72)

0<t<r

be the maximum of the absolute value of the relative displess# in[0, 7], with 7 in Equation 3-19.

Calculation of fragility surfaces by Monte Carlo simulatjofor the Duffing and Bouc-Wen
oscillators involves three steps:

1. Generate:; independent samplds:;(t)}, i = 1,...,ng, of the ground acceleration process
X (t) for each realizable value ¢, r) delivered by the seismic activity matrix in Figure 2-
13, using the corresponding expressionse@) and gyy (w) in Equations 2-2 and 2-3,
respectively, and the method described in Section 2.4.1.

2. Calculate the system responsg) to each sample;(¢) of X (¢) in the previous step, using
a nonlinear dynamic analysis (solving Equations 3-70 oL B-7

3. ApproximateP; (z; m,r) in Equation 3-22 for eachm, ) by

N i >
P me(zim,r) = m, (3-73)
ur
wherez is the displacement limit state and; = maxo<;<-(|zi(t)]), i = 1,...,ns.

Figures 3-15 and 3-16 show results as in Figure 3-3 for nealirDuffing and Bouc-Wen
oscillators, respectively, with parameters given follegviEquations 3-70 and 3-71. The results
are obtained by Monte Carlo method usimg= 100 samples for eacbm, ).
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Duffing system

Aymiqeqord smyreq

FIGURE 3-15 Fragility for Duffing oscillator.

Bouc-Wen system

Amiqeqord smyreq

FIGURE 3-16 Fragility for Bouc-Wen oscillator.
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3.3.2.1.1 Effect of analysis method on results:

We can compare results obtained by the two methods, thaasedoon crossing theory and Monte
Carlo simulation, using linear systems. Figures 3-17 ardi® 3show fragility surfaces for the

o
o

0.6

Failure probability

FIGURE 3-17 Fragility for linear oscillator with low dampin g (¢ = 2%).

oo B~

© o o o
n o

Failure probability
N

@O
v

FIGURE 3-18 Fragility for linear oscillator with high dampi ng (¢ = 15%).

two linear oscillators in Figures 3-8 and 3-9, obtained bynkoCarlo simulation method for the
displacement limit state = 3 cm. As expected, fragilities by Monte Carlo method (Figusek?

and 3-18) and crossing theory (Figures 3-8 and 3-9) areairaitd somehow different for values
of (m,r) corresponding to low and high failure probabilities, regmely. For example, Table 3-4
gives failure probabilities of the linear oscillator in kg 3-8 forz = 3 cm and three values of
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TABLE 3-4 Comparison of fragilities from Monte Carlo method and crossing theory.

Failure probability
Earthquake Monte Carlo | Crossing theory | Distancez,
(m=7,r=100 km) 0.0018 0.0019 3.99
(m=6, r=25 km) 0.0120 0.0123 3.18
(m=7,r=25 km) 0.8660 0.9998 1.12

(m,r). Table 3-4 also gives the scaled distanggs= (z — E [Z(t)])/std[Z(t)], whereE [Z(t)]
and stdZ(¢)] are the mean and standard deviatio¢f) corresponding to the strong motion part
of the ground accelerations, for the selected valuesarid (m,r). We note that crossing theory
provides a conservative approximation of failure prokigbibr values of(m, r) corresponding to
low values ofz,. Accordingly, the mean annual probability of failure basad:rossing theory will
also be conservative.

3.3.2.1.2 Effect of system characteristics on results:

Considering that the nonlinear models in Equations 3-703and represent simple oscillators with
dampers, we can assess the performance of these dampemricantpeir fragilities in Figures 3-

15 and 3-16 by the fragility of the underlying linear modelRigure 3-17. For instance the
Duffing model does not provide any beneficial effects sinaefthgilities in Figures 3-15 and

3-17 are almost identical. On the other hand, the Bouc-Wedetneystem with hysteresis which is
relevant in earthquake engineering, provides significangfits since the fragility of the Bouc-Wen
oscillator in Figure 3-16 is considerably lower than thaFigure 3-17.

3.3.2.1.3 Effect of input characteristics on results:

We can also compare fragilities obtained by Gaussian and@arssian ground accelerations.
Suppose that the linear oscillator in Figure 3-18 is locaed site in California on generic
rock (NEHRP site class B, (FEMA 273, 1997)) and subjected &mgSian and non-Gaussian
ground accelerations in Sections 2.2.1.1.1 and 2.2.1lrdspectively. Samples of Gaussian/non-
Gaussian ground accelerations at system site can be gesh@tdowing Section 2.4.1. Figure 3-19
gives failure probabilities of this oscillator as a functiof the limit statez, subjected to 10,000
independent samples of nonstationary Gaussian/non-@augeund accelerations with the same
second-moment properties corresponding to an earthquiétkéw = 7, = 25 km). Since non-
Gaussian ground accelerations have higher kurtosis cieetfigSection 2.2.1.1.2), for instance the
kurtosis coefficient is 6.26 for the site in this example, fitagjilities are higher compared to those
obtained using Gaussian ground motions.

We note that fragility surfaces for linear systems subpkétenon-Gaussian ground accelerations
can be calculated efficiently using a Monte Carlo algorithasdd on the sampling theorem

(Grigoriu and Kafali, 2007). The use of this method for ftagicalculations is explained in detail
in Section 3.4.2.

3.3.2.2 Multi degree of freedom systems

Consider the structural/nonstructural systems desciibbe®kction 3.3.1.2. The seismic ground
acceleration at system site is modeled by a zero-meanorstayi Gaussian process (t)
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FIGURE 3-19 Fragility for linear oscillator with high dampi ng (¢ = 15%) against limit state.

(Section 2.2.1.1.1), that is(t) = 1, ¢ > 0 in Equation 3-20 and only the steady-state responses of
the structural and nonstructural systems are consideaea(8s in Section 3.3.1.2).

Nonlinear models for the nonstructural componefits and C5 in Figure 3-10 are obtained
by adding a hysteretic element representing a damper atlabbtween the structure and the
nonstructural component. Bouc-Wen model (Wen, 1976) id tsseepresent the hysteretic element.
Accordingly, equation of motion for componeff, i = 1,2, is

Ri(t) + 2Gwo,iRi(t) + w i (piRi(t) + (1 — pi) Wi(t)) = —G(t), (3-74)

with

Wi(t) = i Ri(t) — o [Ri(8) ] [W; (8)[™ T Wi(t) — B Rq(t) [Wi(t)]7, (3-75)
where R;(t), (;, wo; and G (t) are in Equation 3-60 ang;, «;, §;, v; andn,; are constants.
Numerical results are favg; and(;, « = 1,2, in Table 3-3 angp; = 0.7, v; = 1, oy = 3 =
0.5/cm™ andn; = 1,4 = 1,2, (Wen, 1976; Soong and Grigoriu, 1993). The limit stateand
d, defined for the relative displacement resposét) and relative velocity responsge,(t) for
componentg’; andCs, respectively, are summarized in Table 3-3.

Using a Monte Carlo method fragility of the nonstructurateyn N.S, that is, the probability
that the (stationary) system response prodRe$ = [R;(t) Ra(t)]” leaves the safe sdd =
(—d1,d1) x (—d2,d2) in time interval of lengthr, can be calculated directly, rather than from the
fragility of its components as we have seen in Section 23The Monte Carlo method also allows
the use of linear and nonlinear models for components. Thertdence between the component
responses is also considered.

Let
Rir = ma (1B (0)]), (3-76)
Fro.r = mae (1Fa(0)]), 377)



be the maximum of the absolute value of the relative dispteere responsé; (¢) and relative
velocity responsé,(t) for componentg’; andCs, respectively, if0, 7], with 7 in Equation 3-19.

The Monte Carlo method for calculating fragility surfacegdlves five steps:

- Select earthquake moment magnitude and source-to-cst@ndie (m,r) and compute
spectral density of ground acceleration at the site usingaign 2-3. The seismic activity
matrix at the system site delivers the realizable valudsof-).

- Calculate spectral densities of the absolute acceleragisponses at the attachment points
(joints 5 and 24) using Equation 3-58.

- Generaten; samples of the correlated absolute acceleration procedsire attachment
points using the spectral densities in Equation 3-58 and#ithod in Section 2.4.2.

- For each sample of the correlated absolute acceleratimeeps generated in the previous
step calculate the response@f, i = 1,2, using a nonlinear dynamic analysis (solving
Equation 3-74) and determine the state of each component.

- Approximate the nonstructural system fragility for, ) by

_ # ARy >dyor Ry, > dy}

Pf,mc(D; m, T) — — (3'78)

Mg

with Ry » anng,T in Equations 3-76 and 3-77, respectively.

Fragility surfaces for the component§ and C; can be obtained by the same procedure. For
example, fragility forC'; can be estimated b¥y 1 (di;m,r) >~ nys1/n,, Whereny; is the number
of times the even{R; ; > d, } is observed.

Similar to Section 3.3.1.2 numerical examples in this seatbnsiders steady-state responses of the
nonstructural components with duratien= 10 seconds to strong ground accelerations. We note
that the specific barrier model delivers the duration of gcbmotion (Halldorssomt al., 2002),

but we set somewhat arbitrary, = 10 seconds irrespective @fn,r). Figures 3-20, 3-21 and
3-22 show the fragilities of the componerdts andC, and the system fragility for the nonlinear
nonstructural system defined previously, respectively ffagilities for the nonlinear components
in Figures 3-20 and 3-21 are lower than those for the linearpoments in Figures 3-12 and 3-
13, showing that dampers located between the nonstructonabonents and the structure have a
beneficial effect. For the nonlinear case the compo@gms much more fragile thaé's, and, since

the components are connected in series, the fragility ohtirestructural system is nearly equal to
the fragility of C.

Figures 3-23, 3-24 and 3-25 show the fragilities as in Figud 2, 3-13 and 3-14, for linedr,

Co and N S defined in Section 3.3.1.2, respectively, based on the MBaté method using 100
ground motions records for ea¢, ). The fragilities estimated by crossing theory in Figures 3-
12, 3-13 and 3-14 are higher compared to the fragility sedaxbtained by Monte Carlo simulation.
This is an expected result since we have used the upper bauaguation 3-69 to calculate the
system fragility in Equation 3-61. The mean crossing metmwayides a good approximation for
the system fragility in the present example. The computatiome needed to estimate the fragility
of the system using mean crossing rates is much lower thatirttteeneeded for Monte Carlo
simulation. It takes about 30 hours to generate fragilityasies using Monte Carlo simulations on
a regular PC and only a few minutes to estimate these surfgcia® crossing theory.

75



Ayiqeqord aanjreq

FIGURE 3-20 Fragility for nonlinear .
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FIGURE 3-21 Fragility for nonlinear Cs.
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FIGURE 3-22 Fragility for nonlinear NS.
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FIGURE 3-23 Fragility for linear 4.
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FIGURE 3-24 Fragility for linear Cj.

Lyiqeqod emyreq

FIGURE 3-25 Fragility for linear NS.
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3.3.3 Traditional fragility analysis

Seismic fragility of a structural, nonstructural, or geateical system is generally indexed by
a scalar measure of ground motion intensity, hence theige#dtip between the system failure
probability and ground motion intensity is called fragilicurve. Several metrics have been
considered for ground motion intensity. Traditionallye theak ground acceleratio®®G A) has
been used and continued to be used as an intensity measuaagtamd Huo, 1994; Hwang and
Jaw, 1990; Hwangt al., 1997; Anget al., 1996; Choiet al., 2004; Garcia and Soong, 2003b;
Shinozukeet al., 2000; Basozt al., 1999). Simplicity is the main feature G A. Unfortunately,
PGA provides an unsatisfactory measure for structural respdHanks and McGuire, 1981;
DiPasquale and Cakmak, 1987; Elenas, 2000; Kafali and @uiga004). Recent methods for
assessing the seismic performance of structural systerasureseismic ground motion intensity
by pseudo-spectral acceleratiétb, (wo, (), that is, the maximum absolute value of the relative
displacement response of a linear oscillator with naturatjdencyw, and damping ratial
multiplied byw? (Schotanust al., 2004; Song and Ellingwood, 1999b; Ellingwood, 2001; Gaido
etal., 2003; Shometal., 1998). For linear/nonlinear multi degree of freedom systéhe oscillator
frequencyw, coincides with the fundamental frequency of the structsyatem in its linear range.
The correlation between the maximum response of such sgsteda vector-valued ground motion
intensity measure consisting %5, (wo, () and some additional parameters related to the shape of
the response spectrum has been also investigated (BakeC@nell, 2005, 2004; Lucet al.,
2005).

A four-step algorithm is commonly used to construct fragilturves defined by, for example,
the probability that maximum structural response exceedstigal level z (Hwang and Huo,
1994; Garcia and Soong, 2003b; Schotagtie., 2004; Song and Ellingwood, 1999b; Somerville
et al., 1997; O’'Connor and Ellingwood, 1992)i) select a suite of actual and/or synthetic ground
acceleration recordge;(t)} representing the seismicity at the system gitg,scale each record by
its PGA or PS,(wy, ¢) and denote the scaled records{ay(t)}, (i) calculate maximum system
response td<z;(t)} for a collection of constantg, > 0, and ¢v) estimate the system fragility at
each¢ by the ratio of the number of times the maximum response ebceto the total number of
records.

Our objective in this section is to illustrate potentialiliations of scalar seismic intensity measures
currently used for fragility analysis. The analysis coesidlinear, Duffing (Lin, 1967), and
Bouc-Wen (Wen, 1976) single degree of freedom systems, difitial ground motion records
representing independent samples of a Gaussian procese whabability law is defined by the
specific barrier model (Papageorgiou and Aki, 1983a,b; §eqmaiou, 1988; Halldorsson and
Papageorgiou, 2005). We use artificial ground motior{g)tceduce the uncertainty in the estimated
fragility, that can be significant when dealing with actiedards because the available sample size
is usually small, andii) ensure that all records considered in the analysis belorigetsame
population of known probability law.

It is shown thatPS,(wp, () representation of ground motion intensity provides satigfry
estimates for the maximum relative displacement of Duffisgiliators. On the other hand,
estimates of the maximum relative displacement for Bouar\@&illators are inaccurate if based
on PS,(wo, ¢). Accordingly, fragility curves indexed b® S, (w, () are adequate and inadequate
for the Duffing and the Bouc-Wen oscillators, respectively.

3.3.3.1 Seismic intensity measures for response charadtaation

The seismic ground acceleration at system site, generatea feismic event with moment
magnituden and source-to-site distanegis modeled following Section 2.2.1 a8(t) = e(t)Y (t),
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0 <t < 7, wherer is the total duration of the seismic eventin Equation 2(1) is a deterministic
modulation function in Equation 2-2 arid(¢) is a zero-mean stationary Gaussian process with
probability law defined in Sections 2.2.1.1.1. Figure 3-8%4dnd (b) show the spectral density
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FIGURE 3-26 Spectral density function ofY ().

function of Y (¢) at a site in California on stiff soil (NEHRP site class D, (FEN73, 1997)), for
(m = 5,7 = 200 km) and (n = 8,r = 25 km), respectively. The plots in Figure 3-26 show that
the frequency content of the seismic ground acceleratipemis strongly on the values of and

T.

Samples of ground acceleratidf(t) at a site due to an earthquake with moment magnitude
and the source-to-site distancean be obtained by scaling samplestaft) with the modulation
function in Equation 2-2. We use the spectral represematiethod presented in Section 2.4 to
generate samples &f(t). Figure 3-27 shows samples of the ground acceleration gsdcg) for

x 10 ‘ ‘ ‘ ‘ 0.2

m=>5, r=200 km

z(t) (g units)
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(@) (b)
FIGURE 3-27 Samples ofX ().

the site and earthquakes in Figure 3-26.
The seismic activity matrix defined in Section 2.3.4 prosidealizable values dfm, ) at each

zip code in the United States, and mean yearly ratgpf earthquakes with moment magnitude
m; and source-to-site distaneg Figure 2-13 shows the seismic activity matrix for Los Aregel
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California, normalized by = Zm’ v;;. Given that an earthquake occurs at a site, the probability
that it has parameters, ;) is v;; /v.

The analysis in the following sections considers the nadadiisplacement of linear and nonlinear
oscillators to ground accelerations representing indégetrsamples oK (¢) in Equation 3-19 with
the modulation function in Equation 2-2 and the spectrabkdgifiunction in Equation 2-3.

3.3.3.1.1 Scaled ground accelerations:

Letz(t) be a sample of the ground acceleration procégs defined in Section 3.3.3.1, an) the
relative displacement response of a linear single degréfe@fiom oscillator ta:(¢). The response
z(t) satisfies the differential equation

B(t) + 20wos(t) +wiz(t) = —x(t), t>0, (3-79)

wherewy is the natural frequency of the oscillator in rad/sec anslthe damping ratio. 1%(t) is
scaled by a constant> 0, that is, if we consider ground acceleration inputiyy) = =(t)/c, then
Z(t) = z(t)/c satisfies

Z(t) + 20wo(t) + wiz(t) = —&(t), t>0. (3-80)
Two scaling constants are commonly used (Hwang and Huo,;188+¢cia and Soong, 2003b;

Schotanust al., 2004; Song and Ellingwood, 1999b; Somervigeal., 1997; O’'Connor and
Ellingwood, 1992):

(i) I=PGA= max(|lz(®))), (3-81)
(1) 1 = PSa(wo, ¢) = wi max (2(1)]), (3-82)

where PG A denotes the peak ground acceleratiB$,, (wo, ¢) is the pseudo-spectral acceleration
at the natural frequencay, with damping¢, andr is the total duration of the seismic event given
by Equation 2-1.

Our objective is to assess the validity of the the hypothtésisP.S, (w, ¢) is a ground acceleration
measure capable of predicting maximum structural resporiéehis hypothesis is valid, the
particular values ofm, r) will be irrelevant, that is, a maximum structural resporisegxample,
the maximum relative displacement commonly used in seiamadysis (Garcia and Soong, 2003b;
Song and Ellingwood, 1999b; Ellingwood, 2001; Shomsteal., 1998), can be approximated
accurately fromPS, (wo, ¢) irrespective of the particular values @f, ). We consider two values
of (m,r) that according to Figure 2-13 are realizable. If the statgubthesis is valid, maximum
structural responses for the two values(of, ) will be similar. The validation of the above
hypothesis considers single degree of freedom linear, myffiin, 1967) and Bouc-Wen (Wen,
1976) oscillators.

3.3.3.1.2 Response of linear/nonlinear simple oscillater

Let Z(t) be the relative displacement of a single degree of freedoailaisr under ground
accelerationX (t) defined in Section 3.3.3.1. The displacement procgés satisfies the
Equations 3-20, 3-70 and 3-71 for the linear, Duffing and B@{en oscillators. Numerical results
are forwy = 5.97 rad/sec, two values of damping ratio, = 2% and( = 15%, for linear
systems, corresponding to low and high damping, respégtige= 2% for nonlinear systems,
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e = —0.0015/cm?, p = 0.1,y = 1, a = B = 0.5/cm™ andn = 1 (Wen, 1976; Soong and
Grigoriu, 1993).

Let
Z, = 7z 3-83
max (1Z(t)]) (3-83)
be the maximum of the absolute value of the relative displtes# in[0, 7], with 7 in Equation 2-1.
The validation procedure involves five steps:

1. Generate 1,000 ground accelerations, that is 1,000 émtemt samplegz;(t)}, ¢ =
1,...,1000, of X (¢t) for a given(m, r).

2. Scale each record(t) by the pseudo-spectral acceleration

PS,.i(wo, Q) = wf xoax (|(1)]),

wherez;(t) is the relative displacement of the underlying linear datl tox;(¢), that is, the
solution of Equation 3-20, Equation 3-70 for= 0, or Equation 3-71 fop = 1.

3. Multiply each scaled record by > 0 so that all records have the same pseudo-spectral
acceleration leve.

4. Calculate the responsg(t;&) of the linear, Duffing and Bouc-Wen oscillators to the
scaled ground acceleratian(t) = £ x;(t)/PSgi(wo,¢), &€ > 0, ¢ = 1,...,1000, using
Equations 3-20, 3-70 and 3-71, respectively.

5. Calculate the maximum relative displacement for eachmgptanotion and oscillator from

Zril€) = max (15N, i=1,...,1000, (3-84)

for the selected values 0fn, ) and¢.

For the linear oscillator in Equation 3-20 with parametegs and ¢ the maximum relative
displacement in Equation 3-84 is always equakfa? irrespective of the ground acceleration
samples in step 1, since

Zri(€) = max (|2 (% €)]) = max ([2i(t) £/PSa,i(wo, C))),

0<t<r 0<t<

= € max (|2 (D)])/PSa,i(wo, Q) = £/, (3-85)

fori =1,...,1000. This shows that the hypothesis ttfa$, (wg, ¢) can predict accurately response
maxima irrespective of the particular values(of, r) holds for the linear oscillator in Equation 3-
20.

Table 3-5 gives estimates of the mean and coefficient of Mamigc.o.v.) of the maximum relative
displacements{z, ;(£)}, i = 1,...,1000, for the Duffing and the Bouc-Wen oscillators for scaled
ground motions withm = 5,r = 200 km), (m = 8,r = 25 km), and increasing values @gf If
the hypothesis thalS, (wy, ¢) can predict accurately maximum relative displacemensjreetive

of the particular values ofm, r) holds, thenz; ;(£) should depend only o&, and have similar
values for(m = 5,7 = 200 km) and(m = 8,7 = 25 km). Estimates of the mean and c.o.v.
of Z.(¢) obtained from{Zz. ;(£)} are similar and slightly different, respectively, for theifiing
oscillator for (m = 5,7 = 200 km) and (m = 8,r = 25km). The corresponding estimates
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TABLE 3-5 Mean and c.o.v. of maximum relative displacement ersus¢.

Duffing system Bouc-Wen system
(m=5, r=200) (m=8, r=25) (m=5,r=200) (m=8,r=25)
13 mean | c.0.v. | mean | c.0.v. || mean | c.0.v. | mean | C.0.V.
(9) || (cm) (cm) (cm) (cm)

0.10 || 2.7552| 0.0090| 2.7607 | 0.0112| 1.8001| 0.2485| 1.9047| 0.2840
0.15 | 4.1424| 0.0199| 4.1590 | 0.0248| 2.5570| 0.2717| 2.9809| 0.3377
0.20 || 5.5434| 0.0351| 5.5847 | 0.0449| 3.3085| 0.2864| 4.2030| 0.3765
0.25| 6.9720| 0.0542| 7.0683 | 0.0728|| 4.0654| 0.3001| 5.5930| 0.4067
0.30 || 8.4500| 0.0778| 8.6510 | 0.1133| 4.8388| 0.3111| 7.1234| 0.4280
0.35| 9.9969| 0.1070| 10.3602| 0.1620| 5.6260| 0.3206| 8.8079| 0.4424

Duffing system, £ = 0.10¢ Duffing system, £ = 0.35¢

30 0.6
m=>5, r=200 km
m=>5, r=200 km
0.3r
0 [ndhamn ne .
6 12 18 24
Z: (cm)
0.6
m=8, r=25 km
0.3r
O mn-l'rfﬂ-‘mrh—‘n—‘ m
6 12 18 24
Z; (cm)
(b)

FIGURE 3-28 Histogram of maximum relative displacement for Duffing system: (a)¢ =
0.10g, (b) £ = 0.35g.

for the Bouc-Wen oscillator differ. The differences betweeaximum relative displacement for
(m = 5,7 = 200km) and (m = 8,r = 25 km) increase with¢ and are nearly 60% and 40%
for the mean and c.o.v, respectively, for= 0.35g. Figure 3-28 and 3-29 show the normalized
histograms of the maximum relative displacemefits, (£)}, ¢ = 1, ..., 1000, of the Duffing and
Bouc-Wen oscillators in Table 3-5, respectively, for & 5, = 200 km) and (n = 8, = 25 km)

at (a)¢ = 0.10g and (b)¢ = 0.35¢.

We conclude that the maximum relative displacement can loelleéed exactly fromPS, (wo, ¢)
for linear single degree of freedom systems. Howe¥a, (wo, () fails to characterize uniquely
the maximum relative displacement for a class of nonlinesillators. For nonlinear Duffing
and Bouc-Wen oscillators? S, (wy, ¢) characterizes satisfactorily and unsatisfactorily tHatnee
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Bouc-Wen system, £ = 0.10¢g Bouc-Wen system, £ = 0.35¢

15 0.3
m=>5, r=200 km
0.75 0.15
0 0 miln L
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Z: (cm)
15 0.3

0.75 0.15

33

(b)

FIGURE 3-29 Histogram of maximum relative displacement for Bouc-Wen system: (a)
¢ =0.10g, (b) ¢ = 0.35¢.

displacement response maxima, respectively.

3.3.3.2 Fragility curves

Fragility of a structural system is the probability that ateyn response exceeds a limit state when
subjected to an earthquake of specified intensity. The resspand the limit state in our analysis are
the maximum relative displacemefit in Equation 3-83 and a critical displacementespectively.
Fragility curves has been plotted against i€ A (Hwang and Huo, 1994; Hwang and Jaw, 1990;
Hwanget al., 1997; Anget al., 1996; Chokt al., 2004; Garcia and Soong, 2003b; Shinozetkal .,
2000; Basozt al., 1999) orPS,(wo, () (Schotanust al., 2004; Song and Ellingwood, 1999b;
Ellingwood, 2001; Gardorit al., 2003).

Let Z(t) be the relative displacement of a linear/nonlinear odoitlin Equations 3-20, 3-70 or
3-71, andZ; its extreme value in Equation 3-83. Denote by

Py(2€) = P(Z; > z€), (3-86)

the probability thatZ, exceeds a limit state if the oscillator is subjected to a seismic ground
accelerationX (¢) with intensity . Fragility curves are plots of estimates Bf(z; ) versusg,
where¢ relates to eithe”GA or PS,(wo,(). By abuse of notation, we show these curves as
functions of PGA and P.S,(wo, () for £ related toPG A and P S, (wo, ¢), respectively.

We outline a six-step Monte Carlo algorithm for construgtinagility curves, that follows the
traditional approach in earthquake engineering.

1. Generatei; independent samplegs:;(¢)}, i = 1,...,ns, of X(¢) based on the site seismic
activity matrix and the specific barrier model. First, getter; values of(m, r) from the
seismic activity matrix in Figure 2-13. Second, generatemayse ofX (¢) for each generated
(m,r) value.
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2. Scale the recordgr;(t)} such that they have the desired intensity levet &, £ > 0. The
scaled version of;(t) is Z;(t) = z;(t)(£/I;), wherel; is given by Equations 3-81 and 3-82
with I for x;(t).

3. Calculate the responsg(t) of the system to the scaled ground acceleratioy($) =
z;(t)(&/1;),i = 1,...,ns using a linear/nonlinear dynamic analysis.

4. Calculate the maximum relative displacement for eachmplonotion and oscillator from

(€)= max (EEO), i=1..ms. (3-87)

5. ApproximatePs(z; I) in Equation 3-86 fod = £ by

pf(z;g) — M (3-88)

Ng
wherez is the displacement limit state.

6. Repeat steps 3-5 by changing the intensity Iéviel step 2 to obtain fragility curve for the
system.

The above Monte Carlo algorithm was used to construct ftagilirves for linear and nonlinear
single degree of freedom oscillators by usiag= 1,000 independent samples of(¢) for three
types of ground motions corresponding ipthe relative frequencies of various(r) values in the
seismic activity matrix at the system sité;) {the seismic event withn¢ = 5, » = 200 km), and ()
the seismic event withn¢ = 8, = 25 km).

Fragility curves for linear systems plotted agaigstcorresponding to the scaling;(t) =
zi(t)(§/PS.(wo, €)) are independent of the particular value of, ("), and are equal t&s (z; ) =
1(¢ > zwd). However, these curves depends strongly :ans() if ¢ corresponds to the scaling
Z;(t) = x;(t)(£/PGA), as illustrated in Figures 3-30 and 3-31, for limit state- 3 cm. Hence,

1 ﬁ:
?
1
0.8} ?
> 1
£ I
= (0]
S 06 !
% I ¥
— +
o ¢ "
+
g 04
'é:é —A— m=>5, r=200 km
0.2r - ©- m=8,r=25km [|
coodooactivity matrix
0 0.1 0.2 0.3 0.4 0.5

PGA (g units)

FIGURE 3-30 Fragility against the PG A for linear system with ¢ = 2%.
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FIGURE 3-31 Fragility against the PG A for linear system with ¢ = 15%.

PG A is not an adequate intensity measure for fragility analysis

We have seen thaPsS,(wp, () characterizesZ, approximately for nonlinear systems, and the
accuracy of the resulting approximation #f depends on the type of nonlinearity. Figures 3-
32 and 3-33 show the fragility curves for the Duffing oscdlaplotted against = PS,(wo, (),

1 w w : — "y
—b—m=5, =200 km |
1
-e-m=8,r=25k i
0_8’ m T m :
. ©ooactivity matrix |-
R !
s 0.6
e
o
—
o}
£ 0.4 .
E -
T - \
P~ !
0.2r Duffing (e = 0)

0 ! ! !
0.104 0.106 0.108 0.110 0.112 0.114
PS,, (g units)

FIGURE 3-32 Fragility against the P.S,(wo, ¢) for Duffing system for z = 3 cm.

for two limit states, = 3 cm andz = 8 cm, respectively, and the three types of ground motions
described above, and the fragility curve for the associlitesdir systemd = 0). For a yield
displacement of 6.67 cm the displacement ductilities ferlimit states: = 3 andz = 8 cm are
0.45 and 1.20, respectively. We can conclude fh8t(wy, ) is an adequate intensity measure for
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FIGURE 3-33 Fragility against the P.S,(wy, ¢) for Duffing system for = = 8 cm.

fragility analysis of the Duffing system.

Figures 3-34 and 3-35 show fragility curves as in Figure238d 3-33 for the Bouc-Wen
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FIGURE 3-34 Fragility against the P.S,(wo, ¢) for Bouc-Wen system forz = 3 cm.

oscillator, and the associated linear system=( 1). The displacement ductilities for the limit
statesz = 3 andz = 8 cm are 2.94 and 7.84, respectively, for a yield displacemnérit.02
cm. The ductility values are in a range that is relevant ttheiake engineering practice (Shome
et al., 1998). Fragility curves calculated using ground motiorsrf (m = 5, = 200 km),
(m = 8,r = 25 km) and the seismic activity matrix differ significantly. fee, PS,(wo, () is
not an adequate intensity measure for fragility analysts@Bouc-Wen oscillator. The inadequacy

87



0.5

, . Y
—a—m=>5, =200 km : e
1 ’
04 |~®© -m=8, r=25 km : R
> co# 0 activity matrix i ','
= o
= 03 1 o ]
< v
o Bouc-Wen (p = 1) %
o L i #+
) i ! A
;5 0.2 ’,’ i
o= , 1
= o i
0.1t ‘ it S
0 o T g = !
0.15 0.2 0.25 0.3 0.35

PS, (g units)

FIGURE 3-35 Fragility against the P.S,(wo, ¢) for Bouc-Wen system forz = 8 cm.

of the PS,(wp, ¢) as a ground motion intensity measure for fragility assesswfesome nonlinear
systems has been also reported elsewhere (Shinezaka2003).

3.3.3.3 Conclusions

Seismic fragility of a system is the probability that a systesponse to seismic ground motions
of specified intensities exceeds a critical value. Fragititirve is a relationship between this
exceedance probability and a scalar measure of ground miatiensity. Peak ground acceleration
and pseudo-spectral acceleration have been widely usedlas mieasures of seismic intensity for
fragility analysis. Recent studies recommend the use aigisspectral acceleration as a measure
for ground motion intensity.

This simulation-based study showed that pseudo-spectaleration characterizes completely the
maximum relative displacement for linear single degrea@édom systems, but fails to do so for
arbitrary nonlinear oscillators. The pseudo-spectratkeration can be used to approximate the
maximum relative displacement of the Duffing oscillator,teat fragility curves as functions of
pseudo-spectral acceleration are adequate for this sy€enthe other hand, the pseudo-spectral
acceleration cannot be used to approximate the maximuniveetdisplacement of the Bouc-Wen
oscillator. Hence, it is not possible to construct fragildurves depending on pseudo-spectral
acceleration for the Bouc-Wen oscillator.

Fragility surfaces, which are probabilities of systemuedl as a function of earthquake moment
magnitude and distance from the seismic source to the sysitemare proposed for assessing
seismic performance of this oscillator, that is, a nonlirmetem with hysteresis which is relevant
in earthquake engineering. Fragility surfaces for thedinBuffing and Bouc-Wen oscillators based
on crossing theory and Monte Carlo simulation have beemttd and presented. Crossing theory
provides accurate results for highly reliable systems. dte that fragility surfaces can be used in
the same way as fragility curves to select an optimal des@n & collection of design alternatives,
for realistic single and multi degree of freedom structim@hstructural systems, via life cycle cost-
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benefit analysis (Kafali and Grigoriu, 2004, 2005a).

3.4 Wind fragility

Wind fragility is the probability that a response of a sturel, nonstructural, or geotechnical system
exceeds a critical level if subjected to wind loads resglfiom high winds of specified intensities.
We base the intensity of the wind loads on the parametersingfine probability law of the wind
velocity so thaip in Equation 3-1 had = 2 components$; = the mean wind velocity at system
sitev, and¢, = the principal wind directiord. The wind activity matrix in Section 2.3.5 provides
realizable values dfv, 0) at the system site.

Consider a simple linear structure as shown in Figure 3-36 massn, stiffnessk and damping;,

/North
b
4'7,
cAA——
f h
7
/<_7 4 y'y

FIGURE 3-36 Simple system.

subjected to high winds caused by a hurricane with mean wirddy blowing in directiond. The
wind drag force, that is, the wind force along the principalawirectiond, acting on this structure
may be expressed as

Ft) = %pacda(ﬂ)V*(t)2, 0<t<r (3-89)
wherer is given in Equation 2-18y,, is the density of airg(¢) is the exposed area perpendicular
to the principal wind directiod, V*(¢) is the wind velocity in Equation 2-18 with probability law
defined in Section 2.2.2.1, arg is the wind drag coefficient, which depends, in general, @n th
structural shape, the frequency content of the wind velaeitl the principal wind direction ((Simiu
and Scanlan, 1986), Section 4.7). The wind drag coeffieieoan be obtained by wind tunnel tests
for the selected structure ((Simiu and Scanlan, 1986)j@edt5-4.7), however, in the absence of
such data following assumptions are generally made, ($)iitdependent of the frequency content
of the wind velocity (Bhartia and Vanmarcke, 1988), and {&)variation with wind direction can
be related to known cases, for example, using a relatiorsiijlar to the one shown in ((Simiu
and Scanlan, 1986), Section 4.6, Figure 4.6.3).

The wind model in this section uses a constant wind drag oiefiiand considers only along-wind

response of the system to the loads due to turbulence. Thelmioes not consider other aeroelastic
phenomena such as across-wind galloping, vortex-shedalmpflutter (for definitions see (Simiu
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and Scanlan, 1986)). These assumptions are admittedlyiopesie but are invariably made for
purposes of developing a practical approach. Some of tressargotions are relaxed in Chapter 4,
in which a more realistic example is considered.

The system in Figure 3-36 is modeled by a linear single degiéemedom system and its along-
wind displacement respongKt) satisfies the differential equation

mZ(t) +cZ(t) +kZ(t) = F(t), 0<t<T, (3-90)

with initial conditions Z(0) = Z(0) = 0, whereZ(t) = dZ(t)/dt, Z(t) = d*>Z(t)/dt* and
F(t) is given by Equation 3-89. In gener&l¢) is a non-Gaussian random process, SiR¢g) in
Equation 3-89 is a quadratic form of Gaussian prod€4s), with stationary characteristics during
the steady-state part of oscillations.

Denote by - -

P¢(z;0,0) = P(Z; > 2 |v,0), (3-91)
the probability that the maximum respon8g = maxo<;<-(|Z(t)|), with 7 in Equation 2-18,
exceeds a limit stateif the oscillator is subjected to high winds with parameter9). We estimate
the system fragility in Equation 3-91 by the method basedhendrossing theory of stochastic

processes presented in Section 3.1, and compare our reghlthe “exact” solutions obtained by
Monte Carlo simulation method presented in Section 3.1.

In this section we provide (1) an analytical expression far inean crossing rate of the quasi-
static response of the linear oscillator in Figure 3-36 todlbadF'(¢) in Equation 3-89, which is a
quadratic form of the stationary Gaussian prodégs, and (2) an estimation for the mean crossing
rate of the dynamic response of the same linear oscillatwirtd load F'(¢) in Equation 3-89 based
on the sampling theorem and Monte Carlo algorithm. The nteased on the sampling theorem
can also be extended to linear multi degree of freedom sy@Bigoriu and Kafali, 2007). For
nonlinear systems subjected to wind loads methods basedtearidssical Monte Carlo algorithm
can be used to calculate the system fragility (see Sectin 3.

3.4.1 Quasi-static response

Consider the simple oscillator in Equation 3-90 with nalttrequencyw, = +/k/m much larger
that the frequencies of the excitation, thatug, > ©, in which is the cut-off frequency of the
spectral density function in Equation 2-19 of fluctuatingqidvspeed/ (¢) in Equation 2-18. The
response of the oscillator is practically proportionaltie excitation and is referred to as quasi-
static response. In this section we examine the quasestady-state response of simple linear
oscillators to the wind loads modeled as quadratic formati@iary Gaussian processes.

The displacement response of the oscillator to the windsféi@) in Equation 3-89 is

2(t) = Lr(n = 420

with the notation in Equation 3-89 and= p,cqa(f)/(2k) > 0.

V()? = v+ V()2 (3-92)

+

The mear:-upcrossing rate of (¢) for z > 0, that is, the mean rate at whidh(t) crosses from

below a displacement leve| is equal to the meaf++/z/a — v, \/z/a — v)-outcrossing rate of
the zero-mean Gaussian proc&gs), and is given by,

vi(z) = v (Vz/a =) + vy (—/z/a — D), (3-93)
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where

v (Vz/a —v) = Loy exp (—(\/z/a - 17)2/(2012/)> and

2w oy
v, (—vVz/a—1) = %Z—Z exp (—(—\/z/a — 17)2/(20‘2/)) , (3-94)

are, respectively, the megR/z/a — v)-upcrossing and—/z/a — v)-downcrossing rates of

the zero-mean Gaussian procésg)((Soong and Grigoriu, 1993), Section 7.3), in whigh =

)5 avv(w)dw anda? = [ w?gvy(w)dw are the variances df (t) and andV (t) = dV/(t)/dt,

with the spectral density functiaf v (w) of V (¢) given in Equation 2-19. We note that (z) = 0

for z < 0 since the quasi static respongét) in Equation 3-92 is always positive. The mean
upcrossing rate af (¢) in Equation 3-93 can also be obtained from the joint charetiefunction

of {Z(t), Z(t)} or noting thatZ(t) is a quadratic form of a Gaussian process. These methods are
presented in Appendix D.

Consider the oscillator in Figure 3-36 with= ¢ = h = 5 m,[ = 10 m, natural frequency, = 15
rad/sec and mass. = 5000 kg, subjected to the wind drag fordé(t) in Equation 3-89 with
pa = 1.2 kg/m?, a constant drag coefficien = 2 ((Simiu and Scanlan, 1986), Section 4.5,
Table 4.5.1). Figure 2-7 in Section 2.2.2.1 shows the odeesispectral density function in
Equation 2-19 of the fluctuating wind velocity(t). We note that the natural frequency of the
systemwy is much larger that the frequencies of the excitation so tiatresponse’(t) of the
oscillator in Equation 3-90 will be quasi-static and equali(t) = F(t)/k, whereF'(t) is in
Equation 3-89 and = wim is the system stiffness.

The system fragility in Equation 3-91, that is, the probi&pithat the maximum quasi-static
response exceeds a limit state> 7, whereuy = E[Z(t)] = acl + av?, if the oscillator

is subjected to high winds with specified parameters, carmppeoaimated by Equation 3-5 with
meanD = [—z, z]-outcrossing rate from Equation 3-93 androm Equation 2-18. Note that the
meanD = [—z, z]-outcrossing rate/p, = v*(z) + v(~—=z) in Equation 3-5 is equal to™ ()

in Equation 3-93 since the quasi-static respofiég in Equation 3-92 is always non-negative, so
thatv=(—z) = 0 for z > puyz > 0. If the limit statez is less than the mean responsg then
P[(Z(0) € D)] in Equation 3-3 becomes zero so that system fragility in Eqoné-5 becomes 1.

Figure 3-37 shows fragility surface for the linear oscillain Figure 3-36 located in milepost-150
for the displacement limit state = 20 cm. The wind activity matrix in Figure 2-16 provides
realizable values dfv, 0) at the system site. As expected system fragility increasthsimereasing
wind speed. The periodic change in fragility along thaxis results from the assumed shape of the
structure (Figure 3-36). The exposed an€@) in Equation 3-89 becomes largest at 45, 135, 225
and 315 degrees, resulting in higher loading, hence ined=zagility.

3.4.2 Dynamic response

Consider the same oscillator in Section 3.4.1, but this tiritle a natural frequency, such that its
response to wind loa#f(¢) in Equation 3-89 is dynamic. The equation of motion for theiléztor
in Equation 3-90 can alternatively be given by

Z(t) + 2woZ(t) + wiaZ(t) = @, 0<t<T, (3-95)

wherew? = k/m, ¢ = ¢/(2mwy) andr in Equation 2-18.
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FIGURE 3-37 Fragility for linear oscillator with wy = 15 rad/sec.

Method presented in (Grigoriu and Kafali, 2007), based gwesentations of the input process
obtained from a Shanon’s sampling theorem and Monte Camalation, is used for calculating
statistics of the state of the linear system in Equation 3tffected to stationary bandlimited non-
Gaussian procesB(t) in Equation 3-89. The bandwidid, @] of F(¢) is defined by the cut-off
frequency of the spectral density function of the fluctugtivind velocity V' (¢) in Equation 2-19.
The system output at a timds approximated by a finite sum of deterministic functions wifith
random coefficients given by equally spaced values of thatippocess over a window of finite
width centered om. The number of terms in the sum depends on both input andnsystmory.
Results obtained by the sampling theorem are comparedhwgtbxact results obtained by classical
Monte Carlo simulation.

3.4.2.1 Method based on the classical Monte Carlo simulatio

The simulation method involves three phases:

Step-1. Realization of the stationary Gaussian wind velodit¢t) are generated for a storm
of durationr in Equation 2-18 from its spectral density function in Edoa2-19 following
the methods in Section 2.4.1.

Step-2. Deterministic dynamic analyses are performed to deterrthiaaesponse if0, 7)
to the samples of'(¢) in Equation 3-89 obtained from the samples in step-1. Thé/ses
involve time-domain integrations using Newmark’s meth@hppra, 2000), Chapter 5).

Sep-3. The calculated response samples are used to calculate mednsiriances of the
response process and mean upcrossing rates.
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3.4.2.2 Method based on the sampling theorem:

Consider the following approximation #®(¢) in Equation 3-89 obtained by the sampling theorem

ny+n+1
Fo(t)= > Fkt)ap(t;t*), tent”, (ng+1)¢7], (3-96)

k=n.—n
in whicht* = 7 /@ with @ in Equation 2-19,

ap(tit?) = Si“gt% ti_lc)]“)) : (3-97)

wheren; = [t/t*] is the largest integer smaller thaft* andn > 1 is an integer defining the size
of a window centered on celth; t*, (n; 4+ 1) ¢t*] containing the current time The points of the set
{kt*,k € Z} are referred to as nodes, and the spactirgetween nodes is called Nyquist sampling
rate or just sampling rate. The function is one ift/t* = k, is zero ift/t* is an integer different
from k, and decreases to zero|a&™* — k| increases. We note that, (¢) in Equation 3-96 depends
linearly on the values of at2 (n + 1) nodes centered on the cell containtngnd coincides with
Fatt=(n,—n)t*,...,(ny +n+1)t*, and is referred to as a local representation.

The displacement response of the oscill&d6t) is the solution of Equation 3-95 so that

Z(0) + Cwo Z(0)

Z(t) = Z(0) cos (woqt) +
Wo,d

sin (wo qt) + /t ot —s) F(s)ds, (3-98)
0

wherew) ¢ = wo (1 — Y2, p(u) = exp (— Cwo u) sin (wo,qw)/wo q foru >0, ande(u) = 0 for
u < 0. The approximate system stafg ,,,(¢) at timet corresponding td,(¢) in Equation 3-96
has the expression

ng—1  k+n+l oV (k+1) t*

Zym(t) = k:;n i;n [ /0 st Fr)

nys+n+1

L3 / ol = s)au(sit") ds| PGt (3-99)

1=n:—n

for zero initial conditions, where,,, t* is such that the system state at a tindepends weakly on
the input prior to timg — n,, t*. The time lag,,, t*, referred to as system memory, depends only
on system properties, and is expressed het&-imits for convenience.

The formula in Equation 3-99 shows that the approximate stetimet has the representation
Zpm(t) = B(t) Frm, (3-100)
where3(t) is a deterministic matrix with time-dependent entries agded from the integrals

Ov(k41) t* ¢
/ o(t, s) ai(s;t*) ds and / o(t,s) ai(s;t*) ds
0 ng t*

Vkt*

in Equation 3-99 and’,, ,,, = (F'((n¢ — nm —n)t*),..., F((ny +n+ 1)t*)) is a random vector
with 2 (n + 1) 4+ n,, coordinates consisting of values &f spaced equally af*. SinceF(t) is
assumed to be stationary, the joint distributionfof ,,, is invariant to a time shift, that is, the
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statistics ofF’,, ,,, do not depend on the particular valuergf The definition of the system state
in Equation 3-100 suggests the following two-step algamifior generating output samples. First,
samples of the (n + 1) + n,,-dimensional input vectoX,, ,,, need to be generated. Second,
system state samples can be obtained by matrix multipiicdtom Z,, ,,,(¢t,w) = B(t) Fp m(w)
according to Equation 3-100. We note that the maf{x) depends only on system properties
and input bandwidth. Ong@(t) has been calculated for a system and an input bandwidtm bhea
used to characterize the system state to input proces$eamitrary probability law and bandwidth
similar to that used to construg(t). If ¢ < n,, t*, the matrix3(t¢) needs to be recalculated at each
new value oft. On the other hand, if > n,, t*, then3(¢) has the same expression at times
in intervals defined by distinct pairs of consecutive nodeat is, intervaldkt*, (k + 1) t*] and
[[t*, (I 4+ 1)t*] for k # [ andk Al > n,,. This is a particularly useful feature in fatigue studies
requiring long stationary state samples.

The mean(—z, z)-outcrossing rate of the steady-state respdfig@g can be approximated by an
estimater, ,,(z) of the mean—z, z)-outcrossing rate o, ,,,(t). This estimate is based or
independent samples 4f, ,,,(¢) and has the form

Onm(2) = D (—2) + 0470 (2),  with, (3-101)
Uy (—2) = ! i W Zpm(t,wi) = —2, Znm(t + At,w;) < —2) (3-102)
n,m - N At — n,m\v" %) — »“n,m y W
1 &
75 - ) < . -
() Y > U Znm(t,wi) < 2, Znm(t + At,w;) > 2) (3-103)

i=1

whereAt > 0 is a small time interval and,, ,,,(¢,w;) represents output samplef Z,, ., (¢, w;).

The selection ofAt > 0 has to account for the frequency content#f,,(¢) to obtain reliable
results, a common requirement in simulation. We also nate(t theZ, ,,(t,w;) andZ,, ,,,(t +

At,w;) are on the same output sample and (2) the variahi@®, ,,,(az)] (1 — E[y, m(2)])/ns, Of

Un,m(z) vanishes ag; — oo, WhereE[Dy, ,,,(2)] = P(|Zn,m(t)| < 2,|Znm(t + At)| > z)/At.

Numerical examples in (Grigoriu and Kafali, 2007) show thatlocal representation in Equation 3-
96 is accurate for windows of half size = 10 and even smaller. This observation can be used
to develop an efficient Monte Carlo algorithm for generatsagmples of random function with
bandlimited spectral densities. Suppose that a safiplew) of F),, has been generated up to a
timet = (n, + 1) t*. The extension of this sample in the next déll, + 1) t*, (n; + 2) t*] requires

to generate a sample of the conditional random variable

F((ni+n+2)t") | [F((ne +n+1)t") = F((ng +n+ 1) t*, w),

F((nt+n)t*) = F((ny +n)t" w),...] (3-104)

accounting for the entire past history. The use of this domthl variable is impractical since its
properties have to be recalculated at each new node anddlepenvector of increasing length as
time progresses. It is proposed to approximate the comaditimndom variable in Equation 3-104
by the conditional variable

F((ng +n+2)t")
=F((ni+n+2)t") | [F((me+n+1D)t")=F(ne +n+ 1) t"w),...

B F(e—n+D)t")=F((ng —n+1)t", w)] (3-105)
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considering only the most recent past historyF'lis stationary, the probability law di’((nt +n+
2) t*) does not change in time so that it has to be calculated onééislifa Gaussian process, then

A

F((ny +n+ 2)t*) is a Gaussian variable with known mean and variance.

The generation of state samples by classical Monte Carloritigns involves the generation of
input sampled’'(s,w), s € [0,¢], and the calculation of corresponding output samgiés, w),

€ [0,¢t], by numerical integration. Both the generation of inputeihistories and the mapping
of input into output samples can be time consuming. In cehtmthe proposed method delivering
state samples at a specified timeclassical Monte Carlo algorithms deliver entire outpuidi
histories.

3.4.2.3 Numerical example:

Numerical results have been obtained for the linear osailia Figure 3-36 withwy = 8 rad/sec,
(=0.3,b=c=h=5m,l =10m, andm = 5000 kg, subjected to the wind drag ford&(t)

in Equation 3-89 withp, = 1.2 kg/m?, ¢; = 2, caused by high winds with mean wind velocity
v = 20 m/sec and principal directiofh = 0. Figure 2-7 in Section 2.2.2.1 shows the one-sided
spectral density function in Equation 2-19 of the fluctugtimind velocity V' (¢) with frequency
band|0, 10] rad/sec so that = 10 rad/sec. A timg = 15 seconds is selected for calculations.
We note that the responsgt) is approximately stationary at= 15 sincet exceeds 3 periods,
3(27/wp) ~ 2.5 seconds, of the oscillator ((Soong and Grigoriu, 1993) rijXa 5.5).

Figure 3-38 shows histograms of (&), ,,,(t) for a sampling raté¢* = 0.3142 secondsp = 10,

40 \ ‘ 40
35- 1 35-
g L I i L —
N:, 30 - S 30 -
o 25 5 25 =l
- i £
g 200 = 20f
& g
8 15 < 15+
= 10r ] 10r
L ] -] HH
ol— Hﬂmﬁ o [
0 0.04 0.08 0.12 0 0.04 0.08 0.12
z (m) z (m)
(@) (b)

FIGURE 3-38 Histogram of Z(t) at t = 15: (a) sampling theorem, (b) classical Monte Carlo
simulation.

andn,, = [10(27/wp)/t*] = 40 calculated fromns = 100,000 independent samples of this
random variable, and (bY (¢) obtained by classical Monte Carlo simulation based on 1@D,0
independent samples of the input procégs) and numerical integration of Equation 3-95 to get
samples ofZ(t), for t = 15 seconds. The estimated mean, variance, skewness, angigwto
Znm(t) aref = 0.0392, 62 = 1.73 x 1074, 43 = 0.4908, and4, = 3.3085. Figure 3-39 shows
time histories of the estimated mean, variance, skewnedkatosis ofZ(¢) obtained by classical
Monte Carlo simulation based on 100,000 samplest At 15 seconds the response reaches its
steady-state as expected, and its estimated mean, varikegemess, and kurtosis gie= 0.0385,

62 = 1.75 x 1074, 43 = 0.5073, and4, = 3.3340, in agreement with the above results obtained
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FIGURE 3-39 Response moments by classical Monte Carlo simation.

using the sampling theorem. The computation time for geimgra 00,000 samples o, ,,(¢)
and constructing the histogram in Figure 3-38 (a) was 16rmxon a DELL-GX320 computer
with 3GHz CPU and 2GB RAM. On the other hand, the computaiioe for generating 100,000
samples off'(¢) and calculating corresponding samplesZgt) through numerical integration for
constructing the histogram in Figure 3-38 (b) was 7,975 seés@n the same computer, which is,
almost 500 times more compared to that from sampling theorem

Figure 3-40 shows with solid line the estimatg,,(z) of the mearx-upcrossing rate of,, ,(t),

0.5 ; .
- = = Monte Carlo
— sampling theore
2 A
<
—
=Y0]
g ]
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N
=]
g
g |
O ! N
0.04 0.06 0.08 0.1
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FIGURE 3-40 Estimates of meanz-upcrossing rates of Z(¢) by sampling theorem and
classical Monte Carlo simulation.
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for = > E[Z(t)], obtained by Equation 3-103 using the values,df, n, n,, andn, in Figure 3-

38 (a). The mean responggZ(t)] can be approximated by an estimate of the meap, of
Zpm(t)s finm = 1/ns > 1y Zn m(t,w;). Figure 3-40 also shows with dotted line estimate of the
meanz-upcrossing rates df (¢) obtained by classical Monte Carlo simulation from the sasn
Figure 3-38 (b). The computation times for calculating mearssing rates in Figure 3-40 are 52
and 7,975 seconds using the sampling theorem and classicaeNarlo simulation, respectively,
on a DELL-GX320 computer with 3GHz CPU and 2GB RAM.

The system fragility in Equation 3-91 can be approximatedElgation 3-5 with mearD =
[—z, z]-outcrossing rate in Equation 3-101 andn Equation 2-18. Figure 3-41 shows fragility

=

Failure probability
©o o o o
N AN o] oo

a1
So

FIGURE 3-41 Fragility for linear oscillator with wy = 8 rad/sec.

surface for the linear oscillator in Figure 3-40 located itepost-150 for the displacement limit
statez = 20 cm. The wind activity matrix in Figure 2-16 provides reab#values of(v, §) at

the system site. The change in fragility with respect to theamwind speed and the principal
wind direction is as in Figure 3-37. The failure probaleigtiof the system witby = 8 rad/sec

in Figure 3-41 are higher than those of the system wigh= 15 rad/sec in Figure 3-37 because
the response of the system witlhy = 15 rad/sec is quasi-static (see Section 3.4.1) whereas the
response of the system withy = 8 rad/sec is dynamic in nature so that they are larger due to
dynamic amplifications.

We note that the method presented in this section for cheiairtg response of linear oscillators to
stationary bandlimited processes, based on the sampkoga and Monte Carlo simulation, can
be extended to linear multi degree of freedom system sudgjd@rigoriu and Kafali, 2007).

3.5 Wind and wave fragility

Consider the simple structure in Figure 3-36 and suppodeittiena model of an hypothetical
offshore platform in deep waters, for example, a jacketfptat, consisting of a deck with
dimensionb, ¢ and h and a circular column of lengthand diameteri,. attaching the deck to
the sea-bed so that the submerged length of the column ehealater deptld. Assume that the
system is located at a site with possible hurricane actaiysing wind loads acting on the deck
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and wind-induced wave loads acting on the submerged paneafdlumn. In Section 2.2.3 it was
shown that the wave hazard at the system site is completahacterized by the mean wind velocity
7, and the principal wind directiofi at the site. Accordingly, fragility of the system is based on
these two parameters completely defining the probabilitydfall the loads on the system.

The wind activity matrix in Section 2.3.5 provides realilabalues of(v, ) at a site near the
coastline over an open terrain. The respective mean wineldspever water surface at the system
site can be calculated using the similarity model in Seci@?2.1 providing a relationship between
wind speeds in different surface roughness regimes. Figieshows the relationship between
hourly mean wind speeds over open terrain, and, over water, at 10 m above the surface. The
mean speed is larger over water surface. Hence, the windtggtiatrix in Section 2.3.5 can be
used for a site over water surface by adjusting the mean wiadds. In this section denotes the
mean hourly speed in meters per second at 10 m above the meameaval.

Wind drag force acting on the deck structure is expressedduaton 3-89. We represent the
total wave force acting on the actual column of the platforlyrab equivalent force acting on a
circular column of unit length with a modified diamet&r This assumption is made for purposes
of presenting the proposed approach and will be relaxed aphn 4. Wave forces acting on the
circular column can be modeled by various forms of the Marisquation (Morisoret al., 1950)
that disregard or account for flow-structure interactiomcérdingly, the force acting on a section
of a pile due to wave motion is made up of a drag force, analegouhe drag force on a body
subjected to a steady state of a real fluid associated witle faknation behind the body; and an
inertia force, analogous to that on a body subjected to @tmlfy accelerated flow of an ideal fluid.
The Morison equation carries the implicit assumption thatidody size is small relative to the wave
length. The noninteractive Morison equation for a cylindtimember of unit length, located near
the water surface in deep waters, has the form

2
X(0) = 5epude U (O (1)] + conpu S0 (1) (3-106)
in which the first term on the right hand side is the drag fotbe, second term is the inertia
force, p,, is the density of water. is the diameter of the cylindet;, andc,, are the drag and
inertia coefficients, an@*(t) = ug + U(t) is the total water particle velocity at the water surface
obtained from Equation 2-32 using= d (Figure 2-9), in whichug is in Equation 2-31 and@(t)
is in Equation 2-24 fos = d. U(t) is a stationary Gaussian process with mean zero and one-
sided spectral density function in Equation 2-27. The dradyiaertia coefficientg/, andc,,, in
Equations 3-106 and 3-107, generally depend on time, Rdgmalmber, relative displacement of
the fluid and some other parameters, and takes on values naurlges(0.6, 1.0) and (1.5, 2.0),
respectively (Institute, 1977). In this study, althouglestionable, we use constant values for the
drag and inertia coefficients, = 1 andc,,, = 2, for purposes of illustrating the proposed approach.

The interactive forms of the Morison equation involve timeridatives Z(t) and Z(t) of the
structural displacement proce8$t). For example, according to the relative velocity model, the
wave force for cylindrical members of unit length is

X(t) = géypude [U*(1) — 2NV (1) ~ Z(1)

T 2 . .
+ cmpw% [U*(t) —(1- 1/cm)Z(t)] . (3-107)

Since the structure’s motion is expected to be small congpaith the water particle motion for
a non-compliant platform, such as the jacket platform modeld in this study, the dependence of
wave forceX (¢) on structure motiorf (¢) is ignored, and the noninteractive form of the Morison
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equation in Equation 3-106 is used for analysis. For complatforms, which are designed
to withstand environmental loads by their ability to defl&oim their equilibrium position, the
interactive form of the Morison equation in Equation 3-10@$ld be used for analysis. However,
in this case it should be noted that the spectral density cffiting wind velocity in Equation 2-19
may result in an overestimation of structural response issnibt suggested for a structure with a
low fundamental frequency of vibration, such as a complidfishore platform ((Simiu and Scanlan,
1986), Section 2.3.3).

The system in Figure 3-36 is modeled by a linear single degiréeedom system whose along-
wind displacement responggt) to wind and wave loads resulted from a hurricane with meaxwin
speeds blowing in a directior satisfies the differential equation

mZ(t) +cZ(t)+kZ(t) = X(t)+ Ft), 0<t<T, (3-108)
with initial conditionsZ(0) = Z(0) = 0, X (¢) in Equation 3-106F(¢) in Equation 3-89, and
in Equation 2-18. In genera(t) is a non-Gaussian random process with stationary chaistater
during the steady-state part of oscillations, sif¢g&) and X (¢) are stationary non-Gaussian
processes. We note that for wind flow over water surface teetsgd density function of fluctuating
wind velocity V'(¢), in Equation 2-19, is a function of the surface drag coefficiein Equation 2-
20.

System fragility, that is, the probability that the maximuesponseZ, = maxo<i<-(|Z(t)|)
exceeds a limit stateif the oscillator is subjected to high winds with parameter®) is given by
Equation 3-91. We estimate the fragility in Equation 3-9Xtyssing theory of stochastic processes
presented in Section 3.1, and provide (1) an analyticalesgion for the mean crossing rate of the
quasi-static response of the linear oscillator in FiguB63e wave loadX (¢) in Equation 3-106 and
wind load F'(t) in Equation 3-89, and (2) an estimation for the mean crossitegof the dynamic
response of the same linear oscillator to the lo&ds) and F'(¢) based on the sampling theorem
and Monte Carlo algorithm, as in Section 3.4.2. For nonlisgatems subjected to wind and wave
loads methods based on the classical Monte Carlo algoriimmbe used to calculate the system
fragility (see Section 3.2).

3.5.1 Quasi-static response

Consider the simple linear oscillator in Equation 3-10&wriatural frequency, = /k/m much
larger that the frequencies of the excitation, thatig,> @, in whichw = max(w;,w2), where

w; is the cut-off frequency of the spectral density functiorEiquation 2-19 of fluctuating wind
velocity V'(¢) in Equation 2-18 and, is the cut-off frequency of the spectral density function in
Equation 2-27 of fluctuating wave particle velocity(¢) in Equation 2-24. The response of the
oscillator is practically proportional to the excitationdais referred to as quasi-static response.
In this section we examine the quasi-static response of plsioffshore structure consisting of a
cylindrical member of unit submerged depth to the nonimtira form of the Morison equation
X (t) in Equation 3-106 and the wind lodd(¢) in Equation 3-89.

The quasi-static displacement response of the oscillatdf () in Equation 3-106 and’(t) in
Equation 3-89 is

Z(t) = ~(X(t)+ F(t)) = — |a1(uo + U(t)|ug + U(t)| + aU(t) + a3(v + V(t))2] , (3-109)
wherek is the structural stiffnessy = (1/2)cjpwde, az = cmpo(wd?)/4, a3 = (1/2)pacaal8),

up is the current in Equation 2-31, afd(¢) andU (¢) are stationary Gaussian processes with mean
zero and one-sided spectral density functions in Equaet® and 2-27, respectively.
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The mearnz-upcrossing rate of (t), that is, the mean rate at whici(¢) crosses from below a
displacement leved, can be obtained from the mean outcrossing rate at whichab®wprocess
Y (t) = {Y1(t), Ya(t),Y5(t)} leaves the safe domaid = {(y1,y2,v3) : y1+y2+ys <y, ys > 0},
in which

Yi(t) = (ug + U(t))|uo + U(t)],

Ya(t) = aU(t),

Y3(t) = B(v + V(1))?, (3-110)

y = kz/a1, a = az/a; and3 = az/a; . The mean D-outcrossing rate ¥f(¢) is (Soong and
Grigoriu, 1993)

y(2)* = /L dYEY(t) + | Y (1) = ] fy (), (3-111)

inwhichy = (y1,%2,3), fy (y) is the first order density a¥ (¢) and
E[Ya(t) + | Y () =y] = /O Inty, 1y (G| Y)dyn (3-112)

is the expectation of the positive tail of the projection YS’(t) on the exterior normah =

(1/v/3,1/v/3,1/V/3) to the limit stateL = {(y1,y2,93) : y1 + 42 + ys = ¥, y3 > 0} given
thatY (¢) = y on L. The conditional densityy | vy (Jn | y) in Equation 3-112 can be obtained by

differentiating the conditional probability

Fy 1y (n|y) = PYa(t) <gn [Y1(E) = y1,Ya(t) = y2, Y3(t) = s3] (3-113)
with respect taj,,. In Equation 3-113
Yo (t) = —=[Yi(t) + Ya(t) + Va(t)], (3-114)
in which
Vi(t) = 2up + U@)|U(2),
Ya(t) = ali(t),
Ys(t) = 26V (1) (1 + V (1), (3-115)

are the time derivatives of the proces$gét), Ys(t) andYs(t) in Equation 3-110, anil, (t) is the
time derivative ofY,, (t) = [Y1(t) + Ya(t) + Ya2(t)]/+/3. From Equations 3-110, 3-113 and 3-114

Fy. 1y (i |y) = PIVI() + Ya(t) + Ya(t) < 53] (w0 + U(t)]uo + U ()] = w1,

U(t) = y2/a, (0 + V(t)* = y3/5]. (3-116)

Noting that the first condition implietu, + U(t)] = +/|yi| and using the second condition
we haveYi(t) = 2/[y1]y2/a, also, the third condition implies + V(t) = /y3/3 so that
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Y3(t) = 26V (t)\/y3/5, hence Equation 3-116 becomes

y‘Y yn|y 2\/|y1y2/a+aU +2ﬁv(t)\/y3/ﬁ<yn\/§|

lug + U (1) = /||, U(t) = ya/a, 0+ V(t) = \/y3/B]

2v/Bys - av/39n — 2/ |y1]ye |
a

= P[U(t) + V(t) < =

luo + U (1) = ]|, U(t) = ya/a, 0+ V(t) = \/y3/B]

_ P[U(t) + 2\/&5@‘7(0 < a\/gl)n —a22 |yl|y2 ’
luo + U(t)] = /|yl ]- (3-117)

The last step follows sinc€ andV are independent processes and a stationary Gaussiangroces
and its time derivative at a given time are independent df @titer. Note that

o + U() = /Jyr] = o + U(t) = —— = U(t) = —2— — ug

Vil Vil
= U(t) = sgriy1)v/|y1] — uo, (3-118)

hence Equation 3-117 becomes

- 2 . 3Yn — 2
Fy, i ) = PI() + 20871y < 23 2l
U(t) =sgny1)V/|y1| — uo]- (3-119)
SinceU (t) andV/ (t) are independent of each other we have
R 30n — 2 2
By ylinly) = [ pio < W2 e 2V
U(t) = sgn(y1) v/ |y1| — uo ] fy,(§)dE, (3-120)

where f,(¢) is the first order density of ~ N(0,0%) with o7, = 5 wlgvy (w)dw in which
gvv(w) is given by Equation 2-19, so thd}, () = ¢({/oy,) with ¢(-) = density function of
standard normal random variable.

Denote byc(r) the covariance function of the zero-mean stationary ptés) so thate(r) =
EUMNU(t+1)],d (1) = E[U®U(t+1)] = E[U®)U(t — 7)) andc”(7) = —E[U®U(t - 7).

Note that¢’(0) = —E[U?(t)] = —a%. Fromd(r) = E[U(t)U(t + 7)) we can also write
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U(t) —0i  op
henceU|U = u ~ N(—(UIZ-]/UU)U,O'?J—(—0'[2-1)2/012]>, wherec? = fongU(w)dw, 012] =

Jy @*guu (w)dw ando? = [ w'gyy(w)dw are the variances df, U andU, respectively, and
guu (w) is given by Equation 2-27. As a result,

aV3in — 24/ y1ly2 — 2a&\/Bys

a?

P[U(t) < U (t) = sgriy)V/]yi| — o],

in Equation 3-120, becomds ((av/3y, — b)/c) for

€) = 2¢/Iy1ly2 + 2a&/Bys — U/UU )(sgn(y1)v/ 1] — o),

c=a? <al2~J~ - 03/0%)1/2 , (3-122)
so that
Fy ytinly) = [0 (M) o(5)ae (3-123)

with b(¢) andc in Equation 3-122. Then

. d .
Sy v Unly) = @FYH Y Wnly)

_aVv3 av/3im — b(§) 3
= < ) o) ae (3-124)
and Equation 3-112 becomes
EY(t) + |Y(t) =y] = “*[/ / (“fy" - )> ¢ (%) dedy,.  (3-125)

Forq = av/31, Equation 3-125 becomes

B0+ Y0 =yl = [ ([0 ( ar)o (2 ) e @120
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in which

[T () [ o ()
[ (5 [ ()l
_ :—c L exp <—7(q - b<§))2> :O +b(¢) /Ooo¢ <q%b(5)> dq]

V2r
[ ()], o (Lo () Lo () )]

_ [C¢ (@) L b(E)D <@>} , (3-127)

BV + v == —= [ oo (") wag0 (M)]o(£) e @azm)

|4

with b(¢) andc in Equation 3-122.

The first order density'y-(y) of Y (¢), in the mean crossing rate expression given by Equation 3-
111, is obtained by differentiating the first order probiapil

Fy (y) = P[Y (t) < y] = P[Y1(t) < y1, Ya(t) < y2,Y3(t) < ys3]

= P[Y1(t) <y P[Ya(t) < y2] P[Y3(t) < y3] (3-129)

with respect tay,, y» andys. The last step in Equation 3-129 follows since the randonabées
Yi(t), Ya(t) andY3(t) in Equation 3-110 are independent of each other at timdecordingly,

PPy (y)

= m = fY1 (yl)sz (Z/2)fY3(y3), (3_130)

fy ()
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where the first order density function Bf(¢) is

Fral) = L PYi(t) < ) = dimP[U*u)w*(m <yl

dy

= L p(ur (1) < sgrtyn) Vil = - PIU() < sartyn) VTl — ]
Y1 Y1

ou

_dy (sgrtynm-uo)
diy

dy ou oy

_d [sgny)VIml\ 1 sar(u) VT — w0\
(e BT) |4 )

W1 ()= exp(..);
dn rovan N

d(—/=y1) 1 .
dy1 oV 2T

y1 > 0,

xp (...) =

exp(...); v <0,

QMJU\/%
2
_ 1 exp |:; (Sgr(yl)\/m_u0> ] 7 (3_131)

200/ 27|y | ou

the first order density function af;(t) is

o) = =PIt < ] = PR <] = g0 (22)

Ly <£> , (3-132)

CLO'U (IO'U

and the first order density function &%(¢) is (Section 3.4.1)

Fry(3) = " PYa(t) < ys] = L PB4+ V(1) < ys]

dys dys

— oz s/ (67%), 1, 0%) (3-133)
\%4

in which f(n,m, ) is the noncentral chi-square density with degree of freederand non-
centrality parametex.

The mearc-upcrossing rate af (¢) in Equation 3-111 can now be written as, using Equation 3-128
and Equation 3-130,

v(z)t = % /L ds fy: (1) Fs (v2) s (33)

L) wen (D)o (L) o
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whereds is an area element on the plane defined.by {(y1,y2,v3) : y1+vy2+y3 =y, y3 > 0}.
Note that for a continuous functidi(y;, y2, y3) on the pland. in Equation 3-134, we have

/ h(y1,y2,y3)ds = \/5/ dy / dys h(y1,y — y1 — ¥3,93), (3-135)
L —00 0
= \/3/ dy2/ dys h(y — y2 — Y3, Y2, y3), (3-136)
—00 0
oo Y—y1
= \/§/ dy / dy2 h(y1,v2,y — y1 — y2). (3-137)

We can integrate the right-hand sides of Equations 3-1337-numerically to obtain
fL h(y1,y2,ys3)ds. We use Equation 3-135 for numerical integration as it pfesimore accurate
results with shorter computational times for the functigp, y2, y3) and domainL used in this

problem. Accordingly, Equation 3-134 becomes

oo = 5 [t [ ) = = )

—0o0

L) won (DSt o

with b, cin Equation 3-122 foys =y — y1 — ys, fv; (Y1), fv,(y2) and fy; (y3) in Equations 3-131-
3-133, andry, = [, w?gyy (w)dw, in which gyv (w) is given by Equation 2-19. Equation 3-138
is used to calculate the mearupcrossing rate of (¢) in Equation 3-111.

Consider the system in Figure 3-36 consisting of a deck émtat 10 m above the water surface
with massm = 1000 kg andb = ¢ = h = 2 m, and a circular column of unit length with diameter
d. = 0.5 m. The natural frequency of the systemuig= 15 rad/sec. Suppose that high winds with
mean wind velocityy = 20 m/sec and principal directiot= 0 prevail at the system site resulting
in wind and wave drag forceB(t) and X (¢) in Equations 3-89 and 3-106 wifh, = 1.2 kg/m?,

ca = 2, pw = 1000 kg/m?, ¢, = 1, ¢,,, = 2, and current velocity,y = 0.0250. Figure 3-42 shows
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FIGURE 3-42 Spectral density functions of (&)’ (¢), (b) U(¢).

the one-sided spectral density functions in Equations 2@ 2-27 of (a) the fluctuating wind
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velocity V' (¢) and (b) the water particle velocity(¢). We note that the spectral density of the wind
velocity is based om in Equation 2-20 for wind flow over water surface. The natfimraduency
of the systemwy = 15 rad/sec is much larger that the frequencies of the exaitemthat the
response(t) of the oscillator in Equation 3-108 will be quasi-static ayinen by Equation 3-109,
wherek = wim is the system stiffness. Figure 3-43 shows the marginaligeisictions fy, (v1),

o2 0.2 > 0.25
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FIGURE 3-43 Marginal densities ofY7, Ys and Ys.

fv,(y2) and fy,(ys3), of Y1, Y2 andY3 in Equations 3-131-3-133, respectively, and histograms of
these random variables calculated fram = 100,000 independent samples &f(¢) and U (t)

and Equation 3-110. Samples ©f(t) and U(t) are obtained following the method presented
in Section 2.4.1 using their spectral density functions qué&tions 2-19 and 2-27, respectively.
Figure 3-44 shows the meanupcrossing rate of the respongét) obtained by Equation 3-138
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FIGURE 3-44 Mean upcrossing rate of quasi-static response.

and estimated by Monte Carlo simulation using Equation 3-48dn, = 100,000 independent
samples of/(¢) andU (¢) with d¢ = 0.1. Figure 3-44 also shows the meamupcrossing rate of
the responsé(t) if subjected to wind loadF'(¢) only, and to wave load{ (¢) only, which can
be calculated from Equations 3-93 and following the procedn Section 3.5.1 fonz = 0 in
Equation 3-109, respectively.
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An approximation for the mean crossing rate from the statistcal linearization method

The method has been applied extensively to analyze compledic systems, particularly for the
estimation of the second-moment descriptors of the regpdosexample, the mean and variance
(Shinozuka, 1972; Soong, 1973). Accordingly, the meaupcrossing rate Equation 3-138 can be
approximated from a linearized representation of the gsi@sic displacement respongét) in
Equation 3-109 of the oscillator, for example,

Zr(t) = % a1d U™ (t) + apU* (t) + asde*(t)] ; (3-139)

inwhichU*(t) = uo + U(t), U*(t) = U(t), V*(t) = 5 + V(t), andd,, andd,, are linearized wave
and wind drag factors, respectively, calculated by meansqoivalent linearization techniques
(Benjamin and Cornell, 1970). In the case of wave drag thdimear termU*(¢)|U*(¢)| in
Equation 3-109 is replaced with a linear teripU*(t) such that the linearized drag factay,
minimizes the mean squared erif(d, U* (t) — U*(¢)|U*(t)])?], which yields,

BT (®)*|U*#)l]
E(U@®)?

dy = (3-140)

SinceU*(t) = uo + U(t) is a Gaussian process with mean and variancer?, we can obtain

E[(U*))2|U*(®)]] = (4o} + 200ud)d(uo/ov) + (3oFug + ud)(2®(ug/oy) — 1). Hence
Equation 3-140 becomes

(40} + 20pud) ¢ <;‘—3) + (30fuo + ud) [2¢ (;‘—g) - 1]
dy = e . (3-141)
U T U

Similarly, we can obtai, by minimizing the mean squared er®f(d, V*(t) — (V*(t))?], which
yields,
254 53
dy = 30“2/21 +7;1 . (3_142)
oy +v

SinceU (t) andV (t) are stationary Gaussian processés(t) is also a stationary Gaussian process
with meanz-upcrossing rate

. ; 2
(L) (Nt — 97, 1 Z— Pz _ iO’ZL _ (Z o) _
v (z) e _27T¢ ( . S og exp , (3-143)

in which the mean and variance &% (t), and the variance dof,(t), respectively, are

1
Wz, = E[ZL(t)] = —(a1dyup + asd,v),

k
0%, = VarlZ(t)) = %((alduUU)z + (az0p)* + (azdyov)?),
0%, = VarlZu(t)] = é((aldu%f + (az07)* + (azdyoy)?), (3-144)

with d, andd, in Equations 3-141 and 3-142, ang,, o2 andoy. are the variances df, U

andV, respectively, and can be calculated from their respesipectral density functions. We
note that (1)E[U(t)V (t)] = E[U(t)]E[V (t)] = 0 sinceU(t) andV (t) are zero-mean processes
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that are independent of each other, and &2 (+)U (t)] = E[U(t)|E[U (t)] and E[U (1)U (t)] =

E[U(t)]E|U(t)] since a stationary Gaussian process and its time deriatviedependent of each
other at a given time (Soong and Grigoriu, 1993).

The meanz-upcrossing rate in Equation 3-143 of the linearized respdfy, (t) can be used to
approximate the measrupcrossing rate in Equation 3-138 8ft) in Equation 3-109. Figure 3-45
shows the ratio of meantupcrossing rate in Equation 3-138 of the respafi&e in Equation 3-109

10°

10 ¢ 1

v(z) /v (2)

10 1

z

FIGURE 3-45 Ratio of the exact to approximate mean crossingates.

to that of the linearized respongg, (¢) given by Equation 3-143. The ratio of the mean crossing
rates show that the linear approximation can underestisigtgficantly the peak response. The
standardized threshokin Figure 3-45 is measured in standard deviation units fleemean and

is given by

5=2"H2 (3-145)

)

0z

where: is the specified crossing level for the displacement resp4iis) in Equation 3-109, and
mean and variance df(t) are

nz = EIZ(1)] = B [SH01(0) + Ya(t) + Ya)] = (v, + ova)
0% = Var[Z(t)] = (%)2 (03, + 0%, +0%,) (3-146)

respectively. In Equation 3-146,; and a%i are the mean and variance vf(t), i = 1,2,3,
respectively, and can be calculated in closed form usingctiteesponding marginal density
function fy, (y;) in Equations 3-131, 3-132, 3-132, for= 1,2,3. Accordingly,uny, = (0% +
ug) [2® (uo/ov) — 1]4+200u0¢ (wo/ov), 03, = Bof+60fui+ug)—pi., py, = 0,03, = a2al2j,

py, = Bot, (1402 /oy) andoy, = 2(B07,)*(1 + 202 /o). Figure 3-45 shows that the difference
between the mean crossing rate&)* and v (z)" increases with the threshold and can be
significant for large values of the threshold. Thus sta@dtlinearization method should not be

applied to estimate the peak response. The large errorqutistital linearization are primarily
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caused by the implicit assumption in this method that thparse is a Gaussian process. A possible
use of the method could be in fatigue studies involving ediess of relatively low thresholds.

The system fragility in Equation 3-91, that is, the probi&pithat the maximum quasi-static
response exceeds a limit state> . if the oscillator is subjected to high winds and wind-inddice
waves with specified parameters, can be approximated bytieguz5 with - from Equation 2-
18 and meanD = [—z,z]-outcrossing raterp = v(z)*t + v(—2)7, in which v(z)" is given
by Equation 3-93 and(—z)~ can be simply obtained by replacingwith —y in Equation 3-
93 and changing(¢) accordingly. If the limit state: is less than the mean responsg then
P[(Z(0) € D)] in Equation 3-3 becomes zero so that system fragility in Hqoé-5 becomes 1.

Figure 3-46 shows fragility surface for the linear oscilain Figure 3-44 located near milepost-
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FIGURE 3-46 Fragility for linear oscillator with wy = 15 rad/sec.

150 for the displacement limit state= 20 cm. The wind activity matrix in Figure 2-16 provides
realizable values ofv, ) at the milepost. We calculate corresponding values ofer the sea
surface using Figure 2-8. As expected system fragility@ases with increasing wind speed.
The periodic change in fragility along ttfeaxis results from the assumed shape of the structure
(Figure 3-36). The exposed are&) in Equation 3-89 becomes largest at 45, 135, 225 and 315
degrees, resulting in higher wind loading, hence incredsagility. The wind direction has no
effect on the wave loads acting on this structure since thenooattaching the deck to sea-bed has
a circular cross-section.

3.5.2 Dynamic response

Consider the same oscillator in Section 3.5.1, but this tintle a natural frequencyy, such that its
response tX (¢) + F(t), with X (¢) in Equation 3-106 and’(¢) in Equation 3-89, is dynamic. The
equation of motion for the oscillator in Equation 3-108 céiaraatively be given by

2(t) + 20wo 2 (t) + w22 (t) = % (F(t)+ X(1), 0<t<T, (3-147)

wherew? = k/m, ¢ = ¢/(2mwy) andr in Equation 2-18.

109



This section develops probabilistic characteristics efsteady-state respongét) calculated by

the sampling theorem and Monte Carlo simulation presemt&gction 3.4.2. Results obtained by
the sampling theorem are compared with (1) the exact reshttined by classical Monte Carlo
simulation, and (2) approximate results based on the stafitinearization of the load processes.

3.5.2.1 Method based on the classical Monte Carlo simulatio

The classical Monte Carlo simulation method presented icti®@e 3.4.2.1 is used here for
characterizing the response process. We note that theépsisSection 3.4.2.1 should also involve

generation of realization df (t) andU (t) from

U(t) = Zn: i [A; cos(w;t) + B sin(w;t)] (3-148)
i=1

U(t) = anwiai [—A; sin(w;t) + B; cos(w;t)], (3-149)
i=1

respectively, whered; and B; are independent zero-mean, unit variance Gaussian \esiaold

o2 is the variance associated with the frequengyi: = 1,...,n, obtained from the spectral

dénsity function ofU (¢) given by Equation 2-27 (Section 2.4.1). In the second stepp&rform
deterministic dynamic analyses to determine the respamge,ir) to the samples of’(¢) in
Equation 3-89 andX(¢) in Equation 3-106 obtained from the samples in step-1. Thedtep
involves the estimation of mean, variance and mean upcsates of the response process from

the calculated response samples.

3.5.2.2 Method based on the sampling theorem:

The sampling theorem method (Grigoriu and Kafali, 2007spreed in Section 3.4.2.2 is used
here for calculating statistics of the state of the lineastam in Equation 3-147 subjected to
stationary bandlimited non-Gaussian procg$s) + X (¢), with X (¢) in Equation 3-106 and’(t)

in Equation 3-89. The bandwid{, ] of F(t) + X (t) is defined byw = max(w;,w2), where
w; is the cut-off frequency of the spectral density functiorEiquation 2-19 of fluctuating wind
velocity V'(¢) in Equation 2-18 and, is the cut-off frequency of the spectral density function in
Equation 2-27 of fluctuating wave particle velocity(t) in Equation 2-24. The system output at
a timet is approximated by a finite sum of deterministic functiong @fith random coefficients
given by equally spaced values of the input process over domirof finite width centered on
The number of terms in the sum depends on both input and systamory.

Consider the following approximation #(t) + X (¢) in Equation 3-147 obtained by the sampling
theorem (Grigoriu and Kafali, 2007)

ny+n+1
(FO+XO)n = S (Fkt*) + X(kt") ag(t:t), ¢ € [ngt",(ng+1)¢7),  (3-150)

k=n.—n

with the notation in Equation 3-96. The approximate syst&tes,, ,, () at timet corresponding
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to (F'(t) + X(t)), in Equation 3-150 has the expression

ng—l k-‘rTL-‘rl 0\/(k+1) t*

Zrmlt) = Z Z [/ Pt — s) ai(s;t*) ds] (F(it*) + X (it"))
k=ni,—nm i=k—n OVEt*

ni+n+1

+ > [/t* ot — 5) ay(s;t*) ds] (F(i t*) + X (it*)) (3-151)

1=N;—n

with the notation in Equation 3-99. The me@nz, z)-outcrossing rate of the steady-state response
Z(t) in Equation 3-147 can be approximated by an estinmatg,(z) of the mean(—z,z)-
outcrossing rate of,, ,,,(¢) in Equation 3-99, which has the form in Equation 3-101.

3.5.2.3 Method based on the statistical linearization:

The statistical linearization method presented in Sec3i@nl can be used to obtain a linearized
representation of the dynamic respov&e) in Equation 3-109 of the oscillator, for example,

Z1(8) + 20w Zi(t) + wiZy(t) = % [alduU*(t) + sl () + agdUV*(t)] , (3-152)

in whichU*(t) = uo + U(t), V*(t) = v + V(t), andd,, andd, are linearized wave and wind
drag factors given by Equations 3-141 and 3-142, respégti®nce 7y (t) is a linear function of

the stationary Gaussian procesggs) andV (t), the approximate steady-state response is also a
stationary Gaussian process with mean = (a1d,uo + asd,v)/m and spectral density function

92,2, (W) = \h(w)P% [(a1du)*guu (W) + 595y (@) + (asdy)*gyy (W)] (3-153)

wheregy(w) andgyy (w) are the one-sided spectral density functions in Equatie®s and 2-
19 of the fluctuating wave and wind velociti&g¢) andV (¢), respectivelyg,; (v) = w?guu (w)

is the spectral density function &f(t), andh(w) is the transfer function between the linearized
input and the displacement response such|tiat)|?> = 1/[(w? — w?)? + (2¢wwy)?]. We note the
following property of weakly stationary processes whicheiguired for obtaining Equation 3-153.

For a weakly stationary proces&t), the spectral density function &f(t) + U(t) is the sum of
the spectral density functions bf(¢) andU (¢), since the cross correlation functions betwégn)
andU (t) have the property,,;(7) = —ry, (7).

The mearz-upcrossing rate of the steady-state linearized respgpse can be calculated using
Equation 3-143 foruz, = (aidyuo + azd,0)/m, 03, = [ 97,2, (w)dw ando? . =

Jo® w9z, 2, (w)dw with gz, 7, (w) in Equation 3-153, and can be used to approximate the mean
z-upcrossing rate af (¢) in Equation 3-147.

3.5.2.4 Numerical example:

Numerical results have been obtained for the system in Ei§u86 consisting of a deck located
at 10 m above the water surface with mass= 1000 kg andb = ¢ = h = 2 m, and a circular
column of unit length with diametet, = 0.5 m. The natural frequency and the damping ratio of
the system are, = 8 rad/sec and = 0.10, respectively. Suppose that high winds with mean wind
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velocity o = 15 m/sec and principal directiof = 0 prevail at the system site resulting in wind
and wave drag forceB(¢) and X (t) in Equations 3-89 and 3-106 wif), = 1.2 kg/m?, ¢; = 2,

pw = 1000 kg/m?, ¢/, = 1, ¢,,, = 2, and current velocity,y = 0.025v. Figure 3-42 shows the
one-sided spectral density functions in Equations 2-19a#d of (a) the fluctuating wind velocity
V(t) and (b) the water particle velocify(t), with frequency bandD, 10] rad/sec so that = 10
rad/sec. We note that the spectral density of the wind vgideibased on in Equation 2-20 for
wind flow over water surface. A time= 15 seconds is selected for calculations. We note that the
responseZ(t) is approximately stationary at= 15 sincet exceeds 3 period$,27/wy) ~ 2.5
seconds, of the oscillator ((Soong and Grigoriu, 1993) niple 5.5).

Figure 3-47 shows histograms of (&), ,,,(t) for a sampling rate* /2 = 0.1571 secondsp = 20,
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FIGURE 3-47 Histogram of Z(t) at t = 15: (a) sampling theorem, (b) classical Monte Carlo
simulation.

andn,, = [15(27/wo)/(t*/2)] = 120 calculated fromns = 100,000 independent samples of
this random variable, and (&%)(¢) obtained by classical Monte Carlo simulation based on 1@D,0
independent samples of the input procégs) + X (¢) and numerical integration of Equation 3-
147 to get samples of (¢), for t = 15 seconds. The estimated mean, variance, skewness, and
kurtosis ofZ, ,,,(t) areji = 0.0352, 6% = 5.23 x 1074, 43 = 0.2242, and¥, = 3.5550. Figure 3-

48 shows time histories of the estimated mean, varianceyrsdss, and kurtosis df (¢) obtained

by classical Monte Carlo simulation based on 100,000 sasnpiée note that at = 15 seconds
the response reaches its steady-state as expected, astihitated mean, variance, skewness, and
kurtosis areii = 0.0345, 62 = 5.19 x 1074, 43 = 0.2478, and4,; = 3.7503, in agreement
with the above results obtained using the sampling theofidra.computation time for generating
100,000 samples df,, ,,,(t) and constructing the histogram in Figure 3-38 (a) was 52rs#on a
DELL-GX320 computer with 3GHz CPU and 2GB RAM. On the othendighe computation time
for generating 100,000 samples Bft) and calculating corresponding samplesZit) through
numerical integration for constructing the histogram igufe 3-38 (b) was 29,233 seconds on the
same computer, which is, more than 550 times more compatédtfrom sampling theorem.

Figure 3-49 shows with solid line the estimag,,(z) of the meanz-upcrossing rate of,, ,(t),

for = > E[Z(t)], obtained by Equation 3-103 using the values,af, n, n,, andng in Figure 3-

47 (a). The mean respondg{Z(t)] can be approximated by an estimate of the mgap, of
Zpm(t)s finm = 1/ns > w2y Zn m(t,w;). Figure 3-49 also shows with dotted line estimate of the
meanz-upcrossing rates df (¢) obtained by classical Monte Carlo simulation from the sasnh
Figure 3-47 (b). The computation times for calculating meassing rates in Figure 3-40 using the
sampling theorem and classical Monte Carlo simulationraspectively, 104 and 29,233 seconds,
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FIGURE 3-49 Estimates of meanz-upcrossing rates of Z(¢) by sampling theorem and
classical Monte Carlo simulation.

on a DELL-GX320 computer with 3GHz CPU and 2GB RAM.

The system fragility in Equation 3-91 can be approximatedElgation 3-5 with mearD =
[—z, z]-outcrossing rate in Equation 3-101 andn Equation 2-18. Figure 3-50 shows fragility
surface for the linear oscillator in Figure 3-49 located ikepost-150 for the displacement limit
statez = 20 cm. The wind activity matrix in Figure 2-16 provides reab#values of(v, §) at
the milepost. We calculate corresponding values ofrer the sea surface using Figure 2-8. The
change in fragility with respect to the mean wind speed aedptincipal wind direction is as in
Figure 3-37. The failure probabilities of the system with= 8 rad/sec in Figure 3-50 are higher
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FIGURE 3-50 Fragility for linear oscillator with wy = 8 rad/sec.

than those of the system withy = 15 rad/sec in Figure 3-46 because the response of the system
with wg = 15 rad/sec is quasi-static (see Section 3.4.1) whereas tpenss of the system with
wo = 8 rad/sec is dynamic in nature so that they are larger due tardimamplifications.
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SECTION 4
LIFE-CYCLE ANALYSIS

Life-cycle risk analysis of infrastructural systems is cemed with the performance of these
systems subjected to natural and/or man-made hazardsggdheir lifetime. The results from

a life-cycle risk analysis can be used to (1) identify an mpldi retrofitting technique for
structural/nonstructural systems from a collection ofigiesalternatives (Kafali and Grigoriu,
2005a; Filiatraulet al., 2006; Bruneaut al., 2003; Bruneau and Reinhorn, 2007), or (2) determine
the relative importance of different hazards (Bhartia andriaarcke, 1988).

In Section 4.1 a methodology is presented for calculating Heismic performance of
structural/nonstructural systems and developing ralictategies for increasing the seismic
resilience of these systems. The seismic performance isured by fragility surfaces, that is,
the probability of system failure as a function of moment nmiagle and site-to-source distance,
consequences of system damage and failure, and systenergdione following seismic events.
The input to the analysis consists of seismic hazard, gboieal and structural/nonstructural
systems properties, performance criteria, rehabilitesivategies, and a reference time. Estimates
of losses and recovery times, referred to as life-cycledeasd recovery times, can be derived using
fragility information and financial models. MCEER West CobBsmonstration Hospital is used to
demonstrate the methodology. Fragilities are obtainedtfoctural/nonstructural components and
systems for several limit states. Also, statistics areinbthfor lifetime losses and recovery times
corresponding to different rehabilitation alternativébe proposed loss estimation methodology is
based on#) seismic hazard analysig;i) fragility analysis andi{i) capacity and cost estimation.
Figure 4-1 shows a schematic chart summarizing the lossatstin methodology. Although in the
current example the decision support methodology consmidy seismic hazards, the extension to
systems under multiple hazards is simple, as discussdty/taiehe end of this section.

In Section 4.1 a methodology is presented for assessingmpeahce of a system under multihazard
environment. The methodology is illustrated by examinirggnaple model of an offshore structure
subjected to seismic and hurricane hazards. The lifetimtesyperformance is assessed based on
(?) seismic and hurricane hazard analysés,ftagility analysis andigi) lifetime probabilities of
failure.

In Section 4.3 a probabilistic model is presented for sglgcan optimal maintenance strategy
for deteriorating systems using reliability constrair@onsider a structural system designed for a
lifetime 7 > 0. The overall objective is the development of an optimal rneaiance policy such
that the probability that the total life-cycle cost exceedsritical value is minimized under the
constraint that the system functions at the required peidoce level in[0,7]. The total life-
cycle cost includes repair/replacement costs due to syd@mmage following a seismic event,
and maintenance related costs. The maintenance policyiireedeby the number of inspections,
inspection times, and inspection quality. Probabilistad®ls are used for the seismic activities and
seismic ground accelerations at the site where the systirodted. Fragility surfaces for several
damage levels, that is the probabilities that the systegremarious damage levels as a function of
moment magnitude and site-to-source distance, are usesbés@system’s seismic performance.
It is assumed that the system fragility increases in time tdudeterioration, and the system is
brought back to its original state after each earthquakieter@ance related repair. The input to the
analysis consists of (1) site seismic activity matrix defimg the mean annual rates of earthquakes
for different magnitudes and source-to-site distancgsy&em fragility surfaces for each damage
level, (3) probability laws of system deterioration rat@d,required performance level, (5) costs of
maintenance, repair and replacement, and (6) a lifetim&e note that items 1 and 6 are required
for the seismic hazard analysis, 2-4 are related to thelifyagnalysis and 5 is a part of the life-cycle
cost analysis illustrated in Figure 4-1. The probability laf the total life-cycle cost is obtained
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FIGURE 4-1 Loss estimation methodology.

using Monte Carlo simulation. First, random samples of #iersic hazard at the system’s site
during a given lifetimer are generated using site’'s seismic activity matrix. Secdmel system
damage level is simulated for each event in a seismic hazangle using the fragility surfaces at
the time of the events. Third, the total life-cycle cost faaample is obtained by discounting and
summing the maintenance costs and costs of repair and egpéant due to the seismic events in that
sample. Finally, optimal number of inspections and ingpadimes are obtained by minimizing the
probability that the total life-cycle cost exceeds a caticalue. A numerical example is presented
to demonstrate the methodology.

4.1 Rehabilitation decision analysis: MCEER Demonstratio Hospital

Capital allocation decisions for a health care facilitylime, for example, opening a new unit,

extending or closing some existing units, buying new eqeptnand relocating the hospital

building. These decisions are based on life cycle capadigyyed as the level of performance

defined for a service, and cost estimates. Existing geoiealhstructural/nonstructural systems can
be left as they are or can be retrofitted using one of the dlaifehabilitation alternatives. Leaving

a system as it is seems to be reasonable for short-term alesisiit retrofitting the system, despite
its initial costs, might be beneficial in the long run. A prbbistic methodology is required to make

a rehabilitation decision since seismic hazard and systerfogmance are uncertain. Figure 4-
2 shows a chart illustrating the principal elements of aifitggbased capital allocation decision

support system.
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FIGURE 4-2 Capital allocation decision support methodolog.

The main objective of this section is the development of ahwddlogy for evaluating the seismic
performance and development of optimal rehabilitatioatstgies of individual health care facilities
during a specified time interval. The seismic performanamesisured by fragility surfaces, that
is, the probability of system failure as a function of momeatgnitude and site-to-source distance,
consequences of system damage and failure, and systenergdione following seismic events.
The input to the analysis consists of seismic hazard, gboieal and structural/nonstructural
systems properties, performance criteria, rehabilitasivategies, and a reference time. Estimates
of losses and recovery times, referred to as life-cycledssmd recovery times, can be derived
using fragility information and financial models. Life-dgcosts consist of (1) initial cost related
to the rehabilitation of the system, (2) repair/replacenoests for bringing the damaged systems
back to their original states, (3) cost of life, and (4) iedir costs related to the loss of capacity
of the hospital. MCEER West Coast Demonstration Hospitamfthis point forward referred to
as MCEER Hospital, is used to demonstrate the method. &tatie obtained for lifetime losses
and recovery times corresponding to different rehabititestrategies and an optimal rehabilitation
strategy is selected using these statistics.

The MCEER Hospital is an inpatient facility in the Northriglgdospital Medical Center. The
facility was constructed in the early 1970’s to meet thera@sequirements of of the 1970 Uniform
Building Code. The seismic risk of the MCEER Hospital is asgel based on the performance of
its structural system and three nonstructural systemeslegthto the structural systems at different
locations, namely, the Heat-Ventilation-Air ConditiogifHVAC) system consisting of two water
chillers, piping system and partition walls. Figure 4-8dlirates a two-dimensional model of the
4-storey structural system and the three nonstructuraésys The architectural drawings of the
MCEER Hospital show that there are 93 beds in the buildingleTd-1 shows the number of beds
in each floor. The net revenue per bed per day (per patientiga&),500 (Kafali and Grigoriu,
2007a).

4.1.1 Loss estimation method

Some of the current loss estimation methods are briefly exadraand a method based on seismic
hazard analysis, fragility analysis and life-cycle capgcost estimation, is proposed.
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TABLE 4-1 Number of beds in the MCEER Hospital.

Floor | Number of beds

1 No patient rooms
2 43 beds
3 50 beds
4 No patient rooms

4.1.1.1 Currentloss estimation methods

Most of the existing earthquake loss estimation methodetogsually calculate life-cycle losses
based on the maximum credible earthquake during the peajdifttime of the system. The ATC-
13 (ATC 13, 1985) methodology provides damage and loss astgnbased on expert-opinion,
for industrial, commercial, residential, utility and tsportation facilities. Although the ATC-
13 methodology is most applicable for a large number of stres and should not be applied
to individual facilities (ATC 13, 1985), in current praatidt is used to estimate the probable
maximum loss of individual structures for insurance anestment decisions. HAZUS (HAZUS
97, 1997) estimates potential losses on a regional basihasd estimates are essential to decision-
making at all levels of government, providing a basis foreleping mitigation policy, emergency
preparedness, and response and recovery planning. Bdtbdsatere developed to estimate losses
for a large number of structures in a specified region usiegitaximum credible earthquake and
should not be applied to an individual facility.

Losses estimated by using the maximum credible earthqualyenat be accurate. Here is an
example. LetN(7) be the number of earthquake events occurring during théntiéer of a
system and assume that(¢), ¢ > 0, is a Poisson process of intensity > 0. Denote byT},
and X,k = 1,..., N(7), the arrival time and the intensity of evelntrespectively. Assume that
Xk, k = 1,...,N(7) are independent identically distributed random varialléh distribution
function F' of support|0, o). Letg : [0,00) — [0, 00) be an increasing function representing the
cost due to a seismic eveng., g(X1) is the cost caused by a seismic event of inten&ity Denote

by C(7) the total cost in timég0, 7|, that is, the life-cycle cost. First model, referred as ntodle
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uses the maximum credible earthquak@irt] to calculate the losses. Accordingly,
C(T) = g(Xmax) s (4-1)

whereXax = max; << n(-){Xx}. The mean and the variance of the total cost can be calculated
asE[C(7)] = E[g(Xmax)] andVar[C(7)] = E[g(Xmax)?] — (Elg(Xmax)])?, respectively. In the
second model, referred as mode]the total cost is calculated by
N(r)
Cr) = 9(X) . (4-2)

k=1

The mean and the variance 6fr) are E[C(7)] = v E[g(X1)] andVar[C(7)] = v E[g(X1)?],
respectively, where = )\ 7 is the average number of seismic events years.

Two cases are considered. In the first cAsehas a uniform distribution ifw, b], 0 < a < b, in the
second cas&; has an exponential distribution with parameieshifted toc > 0. In both cases the
cost function has the form(x) = x2. Figure 4-4 shows the (a) mean and (b) varianc€ @f per

7 " 75 "
?Odel_a tial model-B model-4,
6t X1 ~ exponential model- ; X, ~ exponential
X1 ~ uniform dolA
5¢ model-A4,
— 500r .
T r_/ _______________ = X1 ~ uniform
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3t X1 ~ uniform § model—B., -7
250 X1 ~ uniform .-~ 1
model-A, P
2 X1 ~ exponential ] -7 model-B,
! P .- X7 ~ exponential
| R V. - Ry
. . . O"""""" -----------------
0 10 20 30 40 50 0 10 20 30 40 50
v v
() (b)

FIGURE 4-4 Mean and variance ofC'(t).

year, thatisC () = C(7) /7, given by,E[C(7)] = E[C(7)]/T andVar[C(7)] = Var[C(7)]/72,
respectively, calculated using modelsandB for7 = 1,a = 1,b = 3,p = 1, ¢ = 1, and
v = 1,5,10,20,30,40,50. The differences between the means and variances of thectit
under modelsi andB are relatively small and very large, respectively. Decisibased on the two
models may differ significantly.

4.1.1.2 Loss estimation method

The proposed method is based drsgismic hazard analysig;) fragility analysis andi:) lifetime
capacity/cost estimation (Kafali and Grigoriu, 2005a)eThethod ) considers a realistic seismic
hazard model rather than using the maximum credible eaatteyf7) includes all components of
costs, that is, the costs related to the structural failme downtime, retrofitting, repair, loss of
capacity in services, and loss of life, and) is designed for individual facilities rather than a large
population of them. The method is based on Monte Carlo sitiunlgprobabilistic seismic hazard,
fragility and capacity/cost analyses. Figure 4-5 shows atcummarizing the loss estimation
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FIGURE 4-5 Loss estimation method.

method for a system with projected life The probabilistic seismic hazard models presented in
Sections 2.3.4 and 2.2.1.1 are used to characterize (1) ¢ingemt magnitudé\/;, source-to-site
distanceR; and the arrival tim&; of the seismic everit (2) the ground accelerations at the system
site resulting from seismic eveitharacterized byM/;, R;), and (3) the total number of seismic
eventsN () in 7. The seismic fragility analysis presented in Section 313slused to characterize
the damage in the structural/nonstructural systems. Fample, letD; be a discrete random
variable characterizing the damage state of a nonstrustystem after seismic eveivith moment
magnituden; and source-to-site distanegi = 1,..., N (7). Assume that a nonstructural system
enters damage statk;, with probabilityp,, ; for & = 1,...,n, wheren is the number of damage
states. The probabilitieg;, ; can be obtained from the fragility information of the nonstural
system and are functions of the limit state defining the danséated;, and(m;, ;). Similarly, we
can define random variables characterizing the damage btrihetural system and components of
the selected nonstructural systems.

In Figure 4-5
N(7)
Tp=>_ Tpi (4-3)
=1

is the total time the system operates bejdi capacity inr, in which T'p; is the time the system
operates below% capacity after eventand

‘ N(T) CZ
TC = ic+ Z m (4-4)
=1

is the total cost imr in present value, in whickx is the initial cost related to the rehabilitatiahis
the discount rate, and; is the cost related to evenhincluding costs of repair/replacement, capacity
losses and life losses due to the damage in structural arstrootural systems. It is expected that
with an increasing initial cosic in Equation 4-4, the cogt; due to event will decrease and for
some rehabilitation alternative we will have the optimuntuon. The numerical results in the
following sections are fop = 90 andd = 0.05.
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The resilience metrics, that is, the decision variablesl dgeselecting the optimal rehabilitation
alternative are the total timEp the system operates belg capacity, and the total co$tC in 7,
given by Equations 4-3 and 4-4, respectively. Estimatebeflistributions ofl’p and7'C can be
obtained using Monte Carlo simulation. First, a seismic@nazample at the site during lifetimeas
generated using the Monte Carlo algorithms developed itide2.4. The seismic hazard sample is
defined by the number of earthquakes during the titrend magnitude and source-to-site distance
and arrival time of each of them. For each event in the seidimi@ard sample damages states of
structural/nonstructural systems are simulated front tinagility information, and corresponding
capacity losses and costs are calculated. The total timgygtem operates belgws capacity and
the total cost in0, 7] corresponding to the seismic hazard sample are simplyraatddy adding
contributions from each event in the seismic hazard sanipde is, using Equations 4-3 and 4-4,
respectively. Repeating the above analysisfoindependent samples, we obtainsamples ofl'p
andT'C. Hence histograms and other cost statisticgpfandT'C' depending on user’s objectives
can be calculated from the seismic hazard samples.

4.1.2 Seismic hazard information and dynamic analysis

The MCEER West Coast Demonstration Hospital is in NorthgidGalifornia with coordinates
(118.518° West,34.237° North) (Wanitkorkul and Filiatrault, 2005). The life time+ = 50 years.
Figure 2-13 shows the seismic activity matrix at the systien groviding the mean annual arrival
rate of earthquakes with different moment magnitugdend source-to-site distanceThe hospital
is located on stiff soil (NEHRP site class D, (FEMA 273, 1997)

The cascade approach is used for the dynamic analysis dfrttoetusal and nonstructural systems.
The stationary response with duration 10 seconds to stroogng motion is used in seismic
performance analysis. We note that the specific barrier ndelevers the duration of ground
motion (Section 2.2.1.1), but we set somewhat arbitrargeb®nds irrespective 6fin, ). Methods
based on crossing theory of stochastic processes presarfiedtion 3.1 are used for calculating
fragility surfaces for structural/nonstuctural linearsms subjected Gaussian seismic ground
accelerations in Section 2.2.1.1.1. It is assumed thahalbystems are brought the their original
states after each seismic event.

4.1.3 Structural system information

Several mathematical models of the MCEER West Coast Dematiost Hospital are available in

(Yuan and Whittaker, 2002). The model used in this studyasponds to WC70 model in (Yuan
and Whittaker, 2002). A two-dimensional inelastic modeWW€70 was considered in (Filiatrault,

2006). One-dimensional equivalent linear versions of the-dimensional inelastic models are
used in this study for seismic risk analysis (Kafali and @rig, 2007a).

41.3.1 Models

e Existing system: A simplified version of the model described in (Filiatral2)06), and
referred to as the WC70 model, is used. Following assumptommade for seismic analysis.

— Damping matrix remains constant.

— First storey of WC70 behaves linearly between limit stétégure 4-6), all other storeys
remain linear. In Figure 4-@¢ = 351 kN/mm, ¢ = 0.03 (Kafali and Grigoriu, 2007a).
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FIGURE 4-6 Force-displacement model for the 1st storey.

— For small earthquakes initial stiffness of the first storey is used for calculating the
system stiffness matrix. For large earthquakes the bitif@@e-displacement curve
in Figure 4-6 is replaced by an equivalent linear curve witipe 0.0726K (Kafali and
Grigoriu, 2007a) and system stiffness matrix is calculamzbrdingly. Table 4-2 (a) and
(b) show the dynamic characteristics of the initial linead quivalent linear models,
respectively.

TABLE 4-2 Modal parameters of the (a) initial linear and (b) equivalent linear models.

(a) (b)
Linear model : :
Equivalent Linear model
w; Gi
w; Gi
Mode | (rad/sec)| (%) | I Mode | (rad/sec)| (%) | T
1 8.83 2.00| 1.38 1 8.19 |8.77| 1.40
2 26.56 | 1.62| -0.43 2 25.07 | 2.97]| -0.38
3 39.48 | 2.00| -0.14
3 40.49 | 2.00| -0.20 2 1968 11681 0.02
4 49.75 | 2.31| 0.04

¢ Rehabilitated systems: Three alternative designs, with (1) the same stiffness agxtisting
system and (2) linear viscous dampers with damping corss&lmwn in Table 4-3, and
inserted in the central bay in each storey of the exterior erttresisting frame of the WC70
model (see Figure 4-7), are considered. There are 8 damptotal. Table 4-4 shows the
modal damping ratios for the three rehabilitation alteiuesst

4.1.3.2 Damage states and fragilities

Maximum inter-storey drift is used to assess the structpeaformance. Table 4-5, from (FEMA
356, 2000), defines structural damage and limit states m@asetaximum inter-storey drift ratios.
Fragilities are calculated from)(model, i) response (using Equation 3-56) aridi)( damage
states. Figure 4-8 shows the probability that the maximueristorey displacement ratio exceeds
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TABLE 4-3 Damping coefficient for a viscous damper.

Damping coefficients (kN-sec/mm)
Rehab. alt. 1 | Rehab. alt. 2 | Rehab. alt. 3
Storey | 20% damping | 25% damping | 30% damping

18.3 27.4
2 17.8 26.8
3 15.9 23.8
4 12.0 18.0

PRI IN|N
OO |Ww| o

FIGURE 4-7 Damper locations (in exterior frames only).

2.5% for (a) the base system and (b-d) the three rehahilitaliernatives in Table 4-4. As expected,
system fragility gets smaller from (a) to (d) as more damggngdded to the system as a result of
different levels of rehabilitation.

4.1.3.3 Cost estimates

e Repair and replacement: Table 4-6 gives repair/replacement costs correspondiripeo
damage states described in Table 4-5. The repair and reptantecosts do not include
disruption losses.

¢ Rehabilitation: The costs for the rehabilitation alternatives defined inlddh3 are given in
Table 4-7. The costs include all the dampers used in the ii@éhtibn of the whole structure.
Since the dampers are proposed to be placed only in the ektaoment resisting frames,
there will be no disruption of hospital function, hence ngibess interruption losses.

e Capacity loss. Table 4-8 shows the consequences of the damages statesldeflable 4-5.

e Lifeloss: Life loss is considered only for the collapse damage stais.assumed that there
are 150 people in the building at the time of earthquake aagtbbability of death is 0.1.
The value of life is $2,200,000 (Eidinger and Goettel, 1998)

More explanations on building cost estimates are providetppendix E.
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TABLE 4-4 Modal damping ratios.

Damping ratios (%)

Mode | Rehab. alt. 1| Rehab. alt. 2| Rehab. alt. 3
1 20.00 25.00 30.00
2 5.20 6.19 7.19
3 2.00 2.00 2.00
4 0.60 0.12 0.00

TABLE 4-5 Structural system damage states and correspondgnmax inter-storey drift ratios.

Limit state

Damage state Description (drift, %)
Immediate occupancy Minor local yielding at few places.

No fractures. Minor buckling. < 0.7

Minor observable permanent distortion.
Life safety Hinges form. Local buckling in some beans.

Severe joint distortion.

Isolated moment connection fractures. [0.7,2.5)

Few elements with partial fracture.
Shear connections remain intact.

Collapse prevention | Extensive distortion in beams and columns.
Many fractures at moment connections [2.5,5.0)
Shear connections remain intact.
Collapse >5.0

4.1.4 Nonstructural systems information
The seismic performances of three nonstructural systéassrdted in Figure 4-3, namely, HVAC

system, partition walls and piping system, are examinedis Bssumed that the nonstructural
systems are not interacting, that is, the responses of ffysgems are independent of each other.

4.1.4.1 HVAC system

It is assumed that the HVAC system consists of two identickwchillers attached to the roof of
the building.
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41.4.1.1 Models:

e Existing system: A three dimensional nonlinear model of the HVAC equipmentsed

response in only the transverse (short) direction of HVAQsed for seismic performance

of mass of the HVAC equipment in the longitudinal, transeessd vertical directions. The
analysis.

(Fathali and Filiatrault, 2007), which delivers relativecaleration response of the center

¢ Rehabilitated systems: None
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TABLE 4-7 Structural system rehabilitation costs.

Rehab. alt. | Rehabilitation cost ($)
1 109,000
2 133,000
3 180,000

TABLE 4-8 Structural system damage states and correspondimconseqguences.

Damage state Consequences/disruption Cost ($)
Immediate occupancy Minor structural repair may be needed.

Hospital is 100% operational. 0
Life safety Structural strengthening required.

2 years for repair (5% capacity loss). 4,380,000

Collapse prevention | Complete loss. 4 years for reconstructior203,670,000

Collapse Complete loss. 4 years for reconstructior203,670,000

4.1.4.1.2 Damage states and fragilities:

HVAC equipment is an acceleration sensitive nonstructsyatem. Table 4-9, from (ASHRAE,
2003), defines the damage and limit states. Fragilities @ulated from {) model, ) response

TABLE 4-9 HVAC equipment damage states and corresponding aelerations.

Limit state
Damage state| Description (acceleration, g units)
None <20
Moderate Control panel relays jump.
System shuts down. [2.0,4.0)
Extensive Chiller has permanent damage.
System has to be replaced. >4.0

(excitation at attachment points, using Equation 3-58) (@i}l damage states. Figure 4-9 (a) and
(b) show the probability that the maximum acceleration oasge of a HVAC equipment exceeds 2.0
g and 4.0g, respectively, assuming that the equipment is attachduetexisting structural system
(no rehabilitation). As expected, fragility is lower foretharger limit state.

4.1.4.1.3 Cost estimates:

¢ Repair and replacement: The repair/replacement costs are given in Table 4-10 foddmeage
states described in Table 4-9. The repair and replacemeig do not include disruption
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FIGURE 4-9 HVAC equipment fragility: (a) acc > 2.0g, (b) acc> 4.0g.

losses.

TABLE 4-10 HVAC equipment repair/replacement costs.

Damage state| Repair/replacemet cost per HVAC ($)
None 0

Moderate 90,000

Extensive 500,000

e Capacityloss: Table 4-11 shows the consequences of the damages statesidefliable 4-9.

TABLE 4-11 HVAC equipment damage states and correspondingansequences.

Damage state| Consequences/disruption per HVAC| Cost/HVAC ($)

None 0
Moderate 50% of the beds are lost for 2 days 139,500
Extensive 50% of the beds are lost for 20 days 1,395,000

More explanations on cost estimates are provided in Appdadi

4.1.4.2 Partition walls

Table 4-12 shows the number of partition walls in each floothefMCEER Hospital (estimated
using its architectural drawings).
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TABLE 4-12 Number of partition walls and their effects on bed capacity.

Floor | Partition walls | Effects on bed capacity

1 80 No patient rooms
2 80 43 beds on the 2nd floor
- 14 walls effecting 1 bed

- 18 walls effecting 2 beds
- 7 walls effecting 3 beds
- 6 walls effecting 4 beds
- 1 wall effecting 5 beds
- 1 wall effecting 6 beds
3 60 50 beds on the 3rd floor

- 2 walls effecting 1 bed

- 28 walls effecting 2 beds
- 2 walls effecting 3 beds
- 8 walls effecting 4 beds

4 80 No patient rooms

41.4.2.1 Models:

Seismic performance of gypsum drywalls is reported in (MiMuand Merrick, 2002). It is
assumed that the partition walls in MCEER Hospital are ofttipees reported in (McMullin and
Merrick, 2002). Partition wall damage was given as a fumctibthe inter-storey drift in (McMullin
and Merrick, 2002). Hence no wall model is required for fliaganalysis and loss estimation.

e Existing system: A typical setup (tests 1, 2, 5 and 6 in (McMullin and Merrick(2), page
50) is considered to represent the existing partition walbt

¢ Rehabilitated systems: None.

4.1.4.2.2 Damage states and fragilities:

Partition walls are drift sensitive nonstructural compatse Fragility curves for minor, moderate,
extensive damage states and complete failure are showrgureFi#-10. Fragility surfaces are
calculated from) model, §:) response (using Equation 3-56) and)damage states. Figure 4-11
shows the probability that a partition wall, located on thgl(st, (b) 2nd, (c) 3rd or (d) 4th floor, has
extensive damage or completely failed, assuming that thidsaattached to the existing structural
system (no rehabilitation).

4.1.4.2.3 Cost estimates:

¢ Repair and replacement: The repair/replacement costs are given in Table 4-13 foddmeage
states in Figure 4-10 ((McMullin and Merrick, 2002), Figsir28, 129 and 130). The repair
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Fragility curves for different damage levels
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FIGURE 4-10 Fragility curves for partition walls (after (Mc Mullin and Merrick, 2002)).

and replacements costs do not include disruption losses.

TABLE 4-13 Partition wall repair/replacement costs.

Damage state | Repair/replacement cost per wall ($)
None 0

Minor 230

Moderate 460

Extensive 690

Complete failure 920

e Capacity loss: Table 4-14 shows the consequences of the damages statgsiie &10.

TABLE 4-14 Partition wall damage states and corresponding onsequences.

Damage state | Consequences/disruption per wall

None

Minor effected beds are unavailable for 1 day
Moderate effected beds are unavailable for 2 dgys
Extensive effected beds are unavailable for 3 dgys

Complete failure| effected beds are unavailable for 3 days

More explanations on cost estimates are provided in Appeadi
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FIGURE 4

It is assumed that the piping system tested at Universityesfdda at Reno (Goodwin, 2004) [REF
Robert Corbin’s MS thesis] can be used to describe limitagerstates of the existing piping system
at the demonstration hospital. The experimental resulte &equired for a steel/threaded piping

system with unbraced and braced alternatives. The numbdiffefent elements in the sanitary
and considering only the pipes with diameter greater thagaal to 1 inch (see Table 4-15). The

piping system at each floor of the MCEER Hospital are estithaging its architectural drawings,
number of hangers are estimated assuming a spacing of 10 feet

4.1.4.3 Piping system

TABLE 4-15 Number of elements of the piping system.

Length (ft)

330
510
510
270

Floor




4.1.4.3.1 Models:

Piping system damage is assumed to be a function of thestaesy drift. Hence, no pipe model
is required for fragility analysis and loss estimation.

e Existing system: The unbraced system is considered as the existing system.

¢ Rehabilitated system: The braced system is used as the rehabilitated alternétisg@assumed
that the pipes are braced at every second hanger locatibravatevis support and bracing
cables (J. Lewis).

4.1.4.3.2 Damage states and fragilities:

Piping systems are considered to be drift sensitive nocistral components. Table 4-16 defines
the damage and limit states. Fragility surfaces are cakdifiom ¢) model, ¢i) response (using

TABLE 4-16 Damage state descriptions for steel/threaded syem.

Damage Limit state (drift, %)
state Description Existing sys.| Rehab. sys.
Slight <11 < 2.2
Moderate| The piping joints contained

manageable leaks. [1.1,2.2) [2.2,5.0)
Extensive| The piping connections contained

permanent damage. > 2.2 > 5.0

Equation 3-56) andi{;) damage states. Figure 4-12 shows the probability thatiegiéunbraced)
piping system attached to the structural system with nohiéitaion, located on the (a) 1st, (b)
2nd, (c¢) 3rd or (d) 4th floor, has extensive damage.

4.1.4.3.3 Cost estimates:

e Repair and replacement: The repair/replacement costs are given in Table 4-17 fdn #aor,
for the damage states described in Table 4-16.

TABLE 4-17 Piping system repair/replacement costs per floor

Repair/replacement cost per floor ($)
Damage state 1 2 3 4
Slight 1,100 1,690 1,690 900
Moderate 1,720 4,380 4,380 | 2,290
Extensive 1,860 4,950 4,950 | 2,290
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FIGURE 4

e Rehabilitation: The rehabilitation cost for the piping system is $120,000e Tehabilitation

costs do not include business interruption losses.

e Capacityloss: Table 4-18 shows proposed consequences and disruptidrefdatmage states

given in Table 4-16.

TABLE 4-18 Piping system damage states and corresponding msequences per floor.
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More explanations on cost estimates are provided in Appdadi

4.1.5 Loss estimation algorithm and the RDAT

The Monte Carlo based algorithm for calculating the deaisiariables (1) the total tim&p the
system operates below/; capacity, and (2) the total co$iC, in 7, which are used for selecting
the optimal rehabilitation alternative is outlined in Figu4-13. First, for a given event in a

. recovery time
Nonstructural capacity loss

.recovgryltlme —  System-1 => . repair cost
.capa_clty oss . capacity loss cost
— . repair cost

. capacity loss cost

Nonstructural .-~
System-2

DS,
Immediate
Occupancy

DS,
Life Safety /~ "~

DS,
Collapse
Prevention

Structural

System Nonstructural . ’

System-3

Nonstructural <’/
System-4

. recovery time
. capacity loss

DS, - . repair cost
Collapse . capacity loss cost
. life loss cost

FIGURE 4-13 Monte Carlo algorithm for loss estimation.

lifetime seismic hazard sample damage state probabifiiethe structural/nonstructural systems
are obtained from their corresponding fragility surfacgsdtion 4.1.1.2). We then generate samples
of damage states for the structural/nonstructural systeNext, recovery time and total event
cost (consisting of repair, replacement, capacity losslifamdbsses due to structural/nonstrutural
damage) for this event, are obtained from the available empunsnce/financial information
(Sections 4.1.3 and 4.1.3). Recovery times and total exests rom all events in a hazard sample
are added to obtain a samplep and7'C. The probability laws off'p and7'C' are estimated by
generating many samples of lifetime seismic hazards arairabt) corresponding values f@rp
andTC.

The algorithm in Figure 4-13 is implemented in RehabildatDecision Analysis Toolbox (RDAT),
a MATLAB based program for calculating the seismic resitienf structural/nonstructural systems
in a health care facility (Kafali and Grigoriu, 2005b). Ugithe RDAT it is possible tod
compare the effectiveness of different rehabilitatioreralatives for structural and nonstructural
systems using the estimates of life cycle losses, ahdi€¢velop rational rehabilitation alternatives
for increasing the seismic resilience of these systems. TRésion 1 is limited to linear
single degree of freedom structural/nonstructural systand is available on the MCEER Users
Networks (MCEER, 2004). RDAT version 2 extends to linear tmiiégree of freedom systems
and is presented in detail in (Kafali and Grigoriu, 2005bheTinal version of the RDAT with
an application to the MCEER West Coast Demonstration haispill be made available to the
MCEER Users Networks by Fall 2007. Appendix E provides soroepts from the final version
RDAT software.

133



4.1.6 Results
Figure 4-14 (a) and (b) show the marginal probability dgrisibctions of the (a) total tim&'p the
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FIGURE 4-14 Probability density functions: (a) T'p, (b) TC.

system operates belgw= 90% capacity inr = 50 years, and (b) total co%tC'in 7 = 50 years, for
the base system and the three rehabilitation alternatieésylated by Monte Carlo simulation using
1000 samples. Figure 4-15 shows estimates of the joint pitityadensity function of(7'p, TC)

in 7 = 50 years for the (a) base system, (b) rehab. alt. 1, (c) rehab2ahnd (d) rehab. alt. 3
calculated by Monte Carlo simulation using 1000 samples.

Figure 4-16 (a) and (b) show(Tp > ¢) and P(TC > ¢). A possible measure for comparing
the effectiveness of different rehabilitation alternasivcan be the probability that the total time
T'p the system operates below 90% capacity exceeds adgv@dr similarly, the probability that
the total costI'C' exceeds a levet..). Accordingly, the optimal solution is the one with the
lowestP(Tp > t.) (or P(TC > c.-)) and depends on the selected valug of(or c..). For
example, Figure 4-16 (a) shows that the optimal solutioasehabilitation alternatives 1, 2 and 3
for t., = 30 days, or Figure 4-16 (b) shows that the optimal solutionésréhabilitation alternative

3 for ¢, = $20 million. If both T’p andT'C' are considered for selecting an optimal solution, then
the alternative resulting in the higheBtTp < t..,TC < ¢..) is the optimal solution. Figure 4-
17 shows that fot.,. = 30 days and:.. = $20 million, the optimal solution is the rehabilitation

alternative 3.

The extension of the presented loss estimation method teragsunder multiple hazards is
immediate. For example, in the case of two independentniiteemt hazards, such as seismic
and hurricane hazards at a site, the lifetime hazard samaleintlude three types of events,
two individual hazard events and one coincidental hazaemhte{Section 2.6). For the individual

hazard events presented loss estimation method can béydapplied provided that the fragility

information of the system for these hazards are readilylaai (Sections 3.3-3.5). For the
coincidental hazard event system fragility under the comtbihazards is required. Following
section presents an example in which fragility of a simplishadre structure is obtained under
coincidental earthquake and sea-storm events. Once ttensfmgility is calculated lifetime loss

estimation can be performed following the presented algori
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4.2 Multihazard risk analysis: Simple offshore structure

Multihazard risk analysis of a system deals with the assessof the system performance under
multiple random loads caused by natural and/or man-madartteizsome of which may occur
simultaneously. The main objectives of this section aretl¢) development of a methodology
for evaluating the performance of a system subjected torakiyges of natural hazards during a
specified time interval and (2) to determine the relativeangnce of loads caused by these hazards
in the system performance. The system performance is meghbyrfragility surfaces, that is, the
probability of system failure as a function of the paramgtenich completely define the probability
law of the hazards at the system site. Failure occurs whestamyresponse reaches a limit state.
The input to the analysis consists of system propertiesardanformation, performance criteria
and a reference time.

The methodology is presented using a simple offshore phatixposed to seismic and hurricane
hazards. System failure probability during its lifetimenmely, life-cycle probability of failure, is
calculated for two limit states based on the relative disptaent and the total acceleration responses
of the deck of the platform. The relative displacement respocan be used for assessing the
performance of the oil platform, on the other hand, the tataleleration response can be used for
the safety analysis of acceleration sensitive secondatgs)ys attached to the deck of the platform.

4.2.1 System information

Figure 4-18 illustrates a simple offshore platform cornsgsbf a deck and three legs. The deck has
a rectangular shape with height= 5 m, widthb = 50 m and lengthc = 50 m. The legs have
circular cross sections with diametér = 3.7 m and lengti = 60 m, and are rigidly attached to
the sea-bed. The distance from the sea-bed to the mean wetreslevel isi = 50 m.

The platform is modeled as a linear single degree of freed@tes with only horizontal motion
along the principal (predominant) wind directi@n The rotational motion and vertical drop of the
deck are neglected. The modal massis= 5.44 x 10° kg, natural frequency isy = 5 rad/sec,
and damping ratio ig = 0.04.

4.2.2 Lifetime environmental loads

It is assumed that the offshore platform is located near fioees of Charleston, South Carolina
and that the projected lifetime of the systemis- 50 years. Loads from earthquakes, winds and
wind-induced waves due to hurricanes are considered irsthiy. Lifetime seismic and hurricane
hazards, specifying the random arrival times of individeaénts at the system site during the
projected lifetimer and the random properties of the events under considesatos characterized
by the probabilistic models in Section 2.3. The random logdsilting from each seismic or
hurricane event are defined by the probabilistic event nsodieleloped in Section 2.2.

4.2.2.1 Earthquake load

The earthquake load applied to the system due to a seismit e/enoment magnitude: and
source-to-site distanceis

Fl (ta m, T) = _me(t7 m, T)? 0 <t< Te, (4_5)
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FIGURE 4-18 Offshore system.

wherem,, is the modal mass of the offshore platfori(t; m, r) is the seismic ground acceleration
process due to the earthquake w(th, r) given by Equation 2-1 witke(¢) = 1, ¢ > 0, and one
sided spectral density functiofiy (w) in Equation 2-3, and is set to 20 sec arbitrarily. We
note that the response of the systen¥{o¢; m, r) is approximately stationary at = 20 seconds
sincer, exceeds 7 periodsr/wy = 2.8431 seconds of the oscillator ((Soong and Grigoriu, 1993),
Example 5.5). AccordinglyF (¢; m, ) is a zero-mean stationary Gaussian process with one-sided
spectral density function

g, F,(wym,r) = m]% gyy (w;m,r). (4-6)

The seismic hazard at the system site during the projedttiiie r of the system is characterized
by the probabilistic lifetime model presented in Sectiati£. The model delivers probability laws
of the (1) number of seismic events|ih 7], (2) temporal distributions of seismic eventginr],
and (3) magnitudé/ and source-to-site distande of each of them. The input to the seismic
hazard model consists of seismic activity matrix for the,site projected life of the system, and
soil properties at the site. The seismic activity matrix floe site gives the mean annual rate of
earthquakes for differeritV/, R). An estimate of the joint probability density functigi; z(m, r)

of (M, R) can be obtained from the normalized seismic activity mg&ction 2.3.4, Equation 2-
37). Figure 4-19 shows the seismic activity matrix for Casatbn, South Carolina, normalized by
v =3, ;v = 0.137, that is, the joint probability density function ¢®, = M,®; = R) in
Equatlon 2-37. Given that an earthquake occurs at a siteprtbigability that it has parameters
(mg, ;) iSvi;/v.
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FIGURE 4-19 Normalized seismic activity matrix for Charleston.

4.2.2.2 Wind load

The wind drag force, that is, the wind force along the priatipind directiord, acting on the deck
of the platform due to a hurricane is

F(t;0,0) = %pac(iw)adw)(@ +V(50)?, 0<t<m, (4-7)
wherev is the hurricane mean wind speed in Equation 248= 1 hour (see Equation 2-18),
pa = 1.2 kg/m? is the density of air¢,() is the wind drag coefficient given in Figure 4-2i,(0)
is the exposed area perpendicular to the principal wincttire ¢ as illustrated in Figure 4-20, and
V(t;v) is the fluctuating wind velocity in Equation 2-18 with oneeidspectral density function
gvv(w;v) in Equation 2-19. Although the mean wind speed in Equati@igithe wind speed at
10 m above the water surface, it is applied throughout thghteange of the deck ((Simiu and
Scanlan, 1986), Section 2.3.3).

A linearized version of the wind drag force is used in multiwal risk analysis to demonstrate
the methodology, although in Section 3.5.1 it was shown thatlinear approximation can
underestimate significantly the peak response. The linegsvind drag force is

Ey(t;9,0) = a(0)d,(9)[5 + V(t;7)]. (4-8)

wherea(f) = [1/2p.cq(8)aq(0)] andd,(v) is the linearized wind drag factor in Equation 3-142
obtained by statistical linearization methat,(v) = (3030 + ©°)/(0¢, + %), in which

0‘2/(5) = J5° gvv (w; v)dw. Accordingly, F»(t; 7, 0) is a stationary Gaussian process with mean
1, (0,0) = E[Fy 4(t;0,0)] = o(0)d, ()0, (4-9)
and one-sided spectral density function

95,5, (Wi 0,0) = &*(0)d2 () gy v (w; D). (4-10)

In general, the wind acting on the deck of the platform rasultwo types of forces, the drag force
in Equation 4-7 acting along the wind direction, and a liftc® acting perpendicular to the wind
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direction, neglecting the rotational and upward forcelsepaeroelastic phenomena such as across-
wind galloping, vortex-shedding, and flutter. The lift ferbas a similar form to the drag force
in Equation 4-7 withc,(0) anday(0) replaced by the wind lift coefficient;(¢) and the exposed
areaq,;(6) perpendicular to the direction of the lift force, respeelyv Figure 4-20 illustrates the

FIGURE 4-20 Wind drag and lift.

direction of wind drag and lift forces and the correspondi®gosed areas. The wind drag and lift
coefficients¢,4(6) and¢;(6), depend, in general, on the structural shape, the frequenragnt of
the wind velocity and the principal wind direction (SimiudaBcanlan, 1986) and can be obtained

by wind tunnel tests for the selected structure. For exaniptire 4-21 shows the drag and lift
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FIGURE 4-21 Wind drag and lift coefficients (after (Simiu and Scanlan, 1986)).

coefficientsc; andc; as functions of the principal wind directichfor the offshore platform in
((Simiu and Scanlan, 1986), Section 14.1.2), which has #dagigeometry to the platform under
consideration in Figure 4-18. It is observed that the dragffmdentc, is much larger than the lift
coefficiente; for all directions. It is also noted that;(6) = «,(6) for all § sinceb = ¢ in Figure 4-
20. Based on these observations the wind lift force is négHa the following analysis. The wind
drag coefficient, in Equation 4-8 is given by Figure 4-21.
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The hurricane hazard at the system site during the projdifeerl of the system is characterized by
the probabilistic lifetime model presented in Section2.3he model delivers probability laws of
the (1) number of events i, 7], (2) temporal distributions of events j, 7], and (3) mean wind
speed/ and principal directio® of each of them. The input to the hurricane hazard model stmsi
of the hurricane activity matrix for the site and the progettife = of the system. The hurricane
activity matrix for the site gives the mean annual rate oficanes for differentl’, ©). The joint
probability density functionfy g(v, ) of (V,0) can be obtained directly from the normalized
hurricane activity matrix (Section 2-16, Equation 2-37igufe 4-22 shows the wind activity matrix

v (m/sec)

FIGURE 4-22 Normalized wind activity matrix for Charleston .

for Charleston, South Carolina, normalizediby- Ei’j v;; = 0.580, that is, the joint probability

density function of ®; = V, &, = ©) in Equation 2-37. Given that a hurricane occurs at a site,
the probability that it has paramet€rs, 6,) is v;; /v.

4.2.2.3 Wave load

The wind-induced wave force acting on a unit section of a teanaelevatiors from the sea-bed is
given by the noninteractive Morison equation

1
Fu(t;0) = 5eqpudeluo(s; 0) + U(t, 5;0)][uo(s; 9) + U(t, 5;0)]

2

d? .
+ cmpw%U(t,s;ﬁ), 0<t<m,

wherev andr, are given in Equation 4-7,, = 1000 kg/m? is the density of water, = 1, ¢,,, = 2

are drag and inertia coefficient4, is the diameter of the leg, ang(s;v) andU (¢, s; v) are the

current and the fluctuating wave particle velocities at avaions from the sea-bed, given by

Equations 2-31 and 2-24, respectively.

As in the wind load model, a linearized version of the waveéom Equation 4-11 is used in
multihazard risk analysis to demonstrate the methodolalgjypugh in Section 3.5.1 it was shown
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that the linear approximation can underestimate signifigahe peak response. The linearized
wave force acting on a unit section of a leg is

Fu(t; 0) = ardy(s)uo(s;0) + U(t, s;0)] + agU(t, $;0), (4-11)

wherea; = (1/2)c,pwde, az = cmpy(md?)/4 andd,(s;v) is the linearized wave drag factor in
Equation 3-140 obtained by statistical linearization réthWe note that sinck is a zero-mean,
stationary, mean-square differentiable process the casslation function of betweeti andU

have the property,,;(7) = —r;,(7) so that the spectral density function®f can be calculated
from

gﬁ‘uﬁ‘u (w7 S; T)) = (aldu(s))ngU(wa S; 27) + a%QUU("‘% S; 17)7 (4_12)

in which the spectral density function of the fluctuating waarticle velocitygyy(w, s;v) is
obtained from that of the free surface elevatigp(w; ) using

,cosh?(ks)

Mé]nn(a’% ) (4-13)

guu(w,s;0) = w

based on the linear wave theory in Equations 2-24 and 2-2bgan(w, s; ) = w?guu (w, s;0).
The mean off, is given by

pr, (V) = E[F,(t;0)] = a1dy(s;0)uo(s; v) (4-14)

The total linearized wind-induced wave force acting on tiree legs is obtained by integrating
Equation 4-11 along the submerged length

d d
By(t:5) = 3[ar /0 du(8)[uo(5: 0) + U(t, 5 9)]ds + as /0 U(t,s:0)ds].  (4-15)

The mean off;(¢; ) is

d — rd
pp, (V) = E[F3(t;0)] = 3a1/ dy(8;0)ug(s;v)ds = 3a1%/ sdy(s;0)ds,
‘ 0 0
in which ¢ is defined in Equation 2-31 and assumed to be 0.03, and itslathan function is

ri i, (1:0) = E[Fs(t;0) F3(t + 75 0)]
d .
= 9E[/0 a1dy(8)[ug(s;0) + U(t, s;0)] + aU(t, s;0)ds

d
x / a1dy (r)uo(r; o) + U(t + 7,7:0)] + asU(t + 7,7 0)dr],  (4-16)
0

in which k is the wave number given by the linear wave theory in Equafié®?b. The one-
sided spectral density function (ﬁ&(t;@) can be obtained by taking the Fourier transform of its
correlation function in Equation 4-16. However, althougft, s; 7) andU (¢, s; 7) are independent
of each other at a given time (&5is a stationary Gaussian procedsjt, s; 7) andU (t + 7, s;7),

as well asl/ (t, s; ©) andU (¢ + 7, s;7), are correlated. Accordingly, calculation of the one-dide
spectral density function 0]%(@17) from its correlation function in Equation 4-16 becomes very
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difficult. An approximation of the one-sided spectral dgnginction ofﬁg(t; v) can be obtained
from Equations 4-12 and 4-13 assuming that the linearizegei@rces in Equation 4-11 acting
on different unit sections on a leg are independent of eaebroand is given by ((Sarpkaya and
Isaacson, 1981), Section 7.6)

2.2 w4a§

waj d _ 2
M[/{) dy(s;0) cosh(ks)ds]” + 2 1.

9i, By (w, ) = 9g (w; v){

SinceU is a Gaussian process (Section 2.2.3.1), 553(5;; v) and its second moment properties
completely define its probability law.

The wave loads are induced by hurricane winds so that themigéemodel for wave hazard is
completely defined by the hurricane hazard at the systemisi@ in the previous section.

4.2.3 Fragility analysis

The system fragility under seismic and/or sea-storm dies/is calculated for two limit states based
on the relative displacement and the total acceleratigmoreses of the deck of the platform. The
structural resistances, and accordingly the system litaies, are assumed to be deterministic in
this study.

The relative displacement resporisg) of the simple linear oscillator in Section 4.2.1 representi
the platform to earthquake and/or wind and wave loads ini@eé.2.2.1, 4.2.2.2 and 4.2.2.3,
respectively, satisfies the differential equation

2(t) + 20w (t) + W2Z(t) = —Y (), 0<t<r, (4-17)

mp

with initial conditions Z(0) = Z(0) = 0 andm,, wy and ¢ given in Section 4.2.1. For
three loading cases, namely) earthquake only(ii) sea-storm only (wind and wave), afdi)
earthquake and sea-storii(t) andr in Equation 4-17 are, respectively) Y (t) = Fi(t;m,r)
andr = 7, with Fi(t;m,r) and 7. in Equation 4-5,(ii) Y (t) = Ey(t;0,0) + F3(t;v) and

T = 15 with F5(¢;3,0) andry, in Equation 4-8 and(¢; ) in Equation 4-15, andiii) Y (t) =
Fi(t;m,r) + Fy(t;5,0) + F3(t;7) andT = 7. We note that the third load case assumes that
earthquake loads are in the same direction as the wind/veegs) which yields in conservative
results.

The fragility of the linear system in Section 4.2.1 under #athquake load in Section 4.2.2.1
or combined wind and wave loads in Sections 4.2.2.2 and .8.2¢3ulting from a sea-storm is
calculated following the methods described in Section 3geld on the crossing-theory. Figures 4-
23 shows system fragility for displacement limit state= 0.25 m under (a) earthquake and (b)
sea-séorm loads. Similarly, Figure 4-24 shows systemlftador acceleration limit state = 1.25
m/sec.

The system fragility under the coincidental load (earth@uand sea-storm) is calculated based on
the following observations and assumptions: (1) earthgwadd sea-storm events are independent
of each other, (2) the probability law of the coincidentateis completely characterized by four
parameters, earthquake moment magnititiethe distancer from the seismic source to the site,
sea-storm mean wind speé&dand direction® and (3) the duration of the coincidental event is
equal to the duration of the earthquake event. Accordingly,system fragility can be calculated
following the methods described in Section 3.1 based on tbesig-theory and becomes a 4
dimensional surface.
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FIGURE 4-23 Fragility surfaces for displacement limit state d = 0.25 m: (a) Earthquake
only, (b) Sea-storm only.
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FIGURE 4-24 Fragility surfaces for acceleration limit state « = 1.25 m/seé: (a) Earthquake
only, (b) Sea-storm only.

The conditional probability that the system response leaveafe seb, for example,D = [—d, d]

for displacement response afl = [—a, a] for acceleration response, given that a hazard event
occurs is calculated by convolving the system fragilityhatihe probability law of the parameters
defining the event so that

Ppevens = /qufw; &)/ ()16, (4-18)

where® is a vector containing the random parameters defining thiegtmitty law of the hazard
event, fg (@) is the joint probability density function 6@, and Py (D; ¢) is the system fragility,
that is, the probability that the system response leavesafesetD when subjected to an event
with parametergp. For a seismic event the joint probability density functafin® = (M, R) is
approximated by the normalized seismic activity matrix igufe 4-19. Similarly, the normalized
wind activity matrix in Figure 4-22 can be used to approxinéte joint probability density
function of ® = (V,0). Accordingly, for earthquake only and sea-storm only evehe
conditional probability in Equation 4-18 is obtained by eolving fragility surfaces, for example,
in Figure 4-23 (a) and (b) with corresponding normalizedvagtmatrices in Figures 4-19 and
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4-22, respectively.

For a coincidental event the joint probability density ftiog of ® = (M, R, V,©) is obtained

by multiplying those of® = (M, R) and® = (V,0) since earthquake and sea-storm events
are assumed to be independent of each other. The condipawiability in Equation 4-18 for a
coincidental load is obtained by convolving the 4 dimenaldragility surface described previously
with the joint probability density function o = (M, R,V,0). However, it is important to
note that the duration of a sea-storm is considerably lotiggen that of an earthquake, 1 hour
versus 20 seconds in our example. Consequently, in case @heidental event, in addition to
the coincidental load we should also consider the periodhiitivthe sea-storm load continues to
act alone (Bhartia and Vanmarcke, 1988). Accordingly, fmoancidental event, the conditional
probability that the system response leaves the saf ggten that an event occurs becomes

Pt cocvent =1 — <1 —/ Pf(D;m,T,T),é)fMﬁy,@(m,r,ﬁ,@dmdrdz‘;dé)
m,r,0,0

X <1 — [ Py(D;0,0)fy @(v,e)dvcw) : (4-19)
WherePf(D;m,r,ﬁ,é) and Pf(D;T),é) are the fragilities under the coincidental loads and sea-
storm loads only, respectively, anfd, » v g(m,r,v,0) and f; g(v,6) are the joint probability
density function of M, R, V,©) and(V, ©), respectively.

Figures 4-25 and 4-26 show the conditional probability dfufe given that an event occurs
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FIGURE 4-25 Conditional probability of failure per event for displacement limit state.

(earthquake only, sea-storm only, earthquake and searstagainst the displacement and
acceleration limit stateg anda, respectively. Figure 4-25 indicates that when the dispteent
response is considered different actions can be signifatafifferent reliability levels. 11P; cyent >
103 then the sea-storm loads are dominantPfeyen: < 10~* then the earthquake loads are
dominant, in between the coincidental loads are relevanth® other hand, when the acceleration
response is considered, Figure 4-26 shows that the comlmiadeffect is dominant for all relevant
reliability levels.
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FIGURE 4-26 Conditional probability of failure per event for acceleration limit state.

4.2.4 Lifetime risk analysis

The lifetime failure probability, that is, the probabilitiyat a system respong&does not exceed a

critical levelr during its projected lifetime- > 0 due to a single intermittent load event occurring

in time according to a homogeneous Poisson counting praééssof intensityv is given by
Pi,=1-P,,, (4-20)

whereP; - is the probability that the system does not fail @) and equals

P,.=P max {R;} <r
o= (e <o)

=1,...,

= ZP (igaxn{Ri} <r|N(t) = n> P(N(7) =n)
n=0

->or (ﬂ(&- < r>) W vr — ey by <y )
n=0 i=1 ’ n=0 ’

00 P < n
— VT Z (VT (F:ll' = T)) _ e—I/TeVTP(ngr)

n=0

— 6—VT[1—P(R1§T’)]’ (4_21)
since the eventfmax;—; . ,{R;} < r}and{N(r) = n} are independent of each other, aRd
i =1,...,n, are independent and identically distributed. Hence,ifbgrhe failure probability in
Equation 4-20 becomes

Pir=1— ¢ VmFrevent (4-22)

9
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in which Py o,y = P(R1 > r) is the conditional probability that the system respoRsexceeds
r given that an event occurs and is given by Equation 4-18.

The lifetime failure probability in Equation 4-20 for twodependent intermittent loads, occurring
in time according to homogeneous Poisson counting prosessmtensities/; and s, can be
approximated by (Section 2.6)

Pf,T =1- €xXp [ - (VIPf,event—l + V2Pf,event—2 + V12Pf,coevent)7—]a (4'23)

in which vy, is given by Equation 2-52P; ...n¢—; is given by Equation 4-18 for event and
P coevent 1S given by Equation 4-19.

Figure 4-27 shows lifetime failure probabilities based @ptcement limit state for four different
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FIGURE 4-27 Lifetime probability of failure for displaceme nt limit state.

load cases, namely, earthquake only, sea-storm only, atitjeake and sea-storm loads with and
without coincidence, for = 30 years. We observe that (1) the sea-storm load governs tignadss
low reliability levels and the earthquake load governs ghheliability levels, and (2) the effect of
coincidental load on the overall risk is negligible. Figgr@8 shows similar results for acceleration
limit state. In this case only the earthquake load is relestall reliability levels.
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4.3 Selecting the optimal maintenance strategy for deterrating systems

An optimal maintenance policy is developed for a deteringasystem under seismic hazard
designed for a given lifetime such that (1) the probabiligtttotal life-cycle cost exceeds a critical
value is minimal, and (2) the system functions at the regyderformance level during its lifetime.
The total life-cycle cost includes costs of replacement aaphir due to damage in the system
following a seismic event and maintenance related inspeetnd repair costs. The maintenance
policy is defined by the number of inspections, inspectiores and inspection quality.

The optimal maintenance policy is obtained by minimizing tbtal life-cycle cost such that system
reliability at any given timet in (0,7) is greater than a specified level. A two-step analysis
is performed to establish an optimal maintenance policye fiput to the analysis consists of
(1) seismic activity matrix for the site giving the mean aahtate of earthquakes for different
magnitudes and source-to-site distances, (2) systeniifyagirfaces, that is the probabilities that
the system enters various damage levels as a function of mtoma&gnitude and site-to-source
distance, (3) probability laws of system deterioratioresat(4) required performance level, (5)
costs of maintenance, repair and replacement, and (6)tande- > 0. The first step of the
Monte Carlo simulation is used to estimate the total lifeteycost distribution and system failure
probability for a specified number of inspections and inipadimes. The second step delivers
optimal inspection times under a reliability constraint fospecified number of inspections. The
optimal maintenance policy, that is, the optimal numbenspiections and inspection times, results
by running the second step for several values of the numbaspéctions.

4.3.1 Seismic hazard

The input to the seismic hazard model consists of site seiaptivity matrix, the projected life

of the system, and soil properties at the site. The site $eiantivity matrix delivers the mean
annual rate of earthquakes for different magnitudes andcseto-site distances, and it can be
constructed directly from the data available from the US&&e (Section 2.3.4 for details). The
ground acceleration at the system site for an earthquakemdtment magnitude: and source-
to-site distance is modeled by a stationary Gaussian process whose speetraityl function

is given by the specific barrier model (Section 2.2.1.1, Equa2-1 withe(t) = 1, t > 0).
Monte Carlo algorithms developed in Section 2.4 are usedjémerating4) random samples of
the seismic hazard at the site during lifetimeising the using the probabilistic models discussed
in Section 2.3, andi{) seismic ground acceleration samples for these seismarthaamples using
the probabilistic models discussed in Section 2.2.1.1hEBatsmic hazard sample is defined by the
number of earthquakes () during the lifetimer, and arrival timel’, magnitude)M and source-
to-site R distance of each earthquake event. Figure 4-29 shows thriseictivity matrix for New
York City. Figure 4-30 shows a sample of seismic hazard seceimaNew York City for r = 50
years.

4.3.2 Seismic fragility

Fragility information is used to characterize the damagbldésystem. Seismic fragility of a system
is defined in Section 3.3, where the probability that a sysesponse enters a damage state viewed
as a function of the seismic moment magnitudeand the distance from the seismic source to
system siteR is called system fragility surface. Calculation of frawjilisurfaces using Monte
Carlo simulation and crossing theory of stochastic prozesse also presented in Section 3.3.
It is assumed that the system fragility increases in timetdwketerioration.
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FIGURE 4-30 A hypothetical sample of the seismic hazard for Mw York City.

Suppose that the seismic performance of the system is nezbisyiits peak displacement response
X in time ¢t. The probability that the peak displacement exceeds aalritialue given a seismic
event characterized by\/, R) is increasing in time due to system deterioration. We asshiate
system fragility at a time > 0, for limit statex;, can obtained using

PO(t) = P(X > 2;|M = m, R = r;t) = min{ P L(¢),1}, (4-24)

wherePéi) is the seismic fragility at time = 0 for limit statex;, L(t) is a deterioration function
defined below, and;, i = 1,...,m, are the limit states for the peak respoiiSelt is assumed that
a damaged system is brought to its original state after egismg event so that system fragility

for limit statex; right after an event is given b&oi).

In this study we consider a very simple deterioration modetiémonstrate our methodology,
although complex damage/deterioration models existseniterature (Thoft-Christensen, 2002;
Das, 1997). The deterioration is related to a crack growtie drack length at a time> 0 is

A(t) = Agexp(At), t >0, (4-25)

150



where Ay denotes the initial crack length andis the rate at which the crack length increases
in time. The parametergd, and A are assumed to be random variables independent of each
other and uniformly distributed in some intervdls, 1, ap2) and (A, A2), respectively, where
0 < ap1 < apzandd < A; < Aa. These properties oy andA are denoted byl ~ U(ag 1, a02)
andA ~ U(A, A2). Itis assumed that the deterioration functibt) in Equation 4-24 has the
form

L(t) = A(t)/Ag = exp(At), t>0. (4-26)

Figure 4-31 shows fragility surfaces of a linear single @egof freedom system with a natural
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FIGURE 4-31 Seismic fragility surfaces at (ay = 0 and (b) ¢ = 15 years.

frequency of 5 rad/sec and a damping ratio of 5% at timeg (&)0 and (b)t = 15 years, for

A ~ U(0.1,0.3) andz = 1 cm. The fragility surface for = 0 are estimated using the mean
crossing rate of the system response (see Section 3.3rldefails). The fragility surface for

t = 15 years is obtained using Equation 4-24. [[&f be a discrete random variable characterizing
the damage state of the system after seismic evamtiving at timet = T}, and characterized by
(My,Ry), k =1,...,N(7), whereN(7) is the number of seismic events|i 7|. The damage
state of the system following evehts

dy, with probability 1 — P (Ty,)

dy,  with probability P (T},) — P@)(T},)

De={ " , (4-27)
dy,  with probability P=1(T3,) — P (T})

dm+1, With probability P (T},)

in which P4 (T},),i = 1,...,m, is calculated using Equation 4-24.

4.3.3 Probability model for the total life-cycle cost

The following assumptions/constraints define system pedoce and maintenance policy.
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e Cracks of length larger and smaller than> 0 are and are not detected, respectively, that is,
we use a unit step probability of detection. Detected cracksepaired and brought to their
initial random length.

e Cracks of length exceeding a critical valug > 0 are deemed unsafe, and the system is said
to fail with probability P(A(t) > a2). System with cracks exceeding is replaced with a
nominally identical one, so that its initial state is givendcrack of a random length with
the same distribution ad, in Equation 4-25 but independent 4f.

e Peak seismic responses smaller and larger than- 0 cause no damage and moderate
damage, respectively. Damaged system is repaired and Hirbagk to its original state
after the seismic event.

¢ If the peak seismic response exceeds a critical value> 0, the system has extensive
damage. An extensively damaged system is replaced with éatiynidentical one.

e System probability of failuré®(A(t) > a2) remains below a critical value., € (0, 1) at all
times during the design lif@, 7].

e Connection between the peak system responsad the crack length (¢) is not explicitly
defined in this model, rather, it is implicit through Equati$-24, where the probability law
of X is given as a function of the deterioration functibft), which is in turn a function of
the crack length ().

Some of these assumptions can be relaxed. For example, @odguhage or deterioration models
can be used in place of Equations 4-25 and 4-26 (Thoft-Gm$sin, 2002; Das, 1997), the binary
detection function considered here can be replaced witteqmobability of detection curves, and
system response can be explicitly related to the crackhengt

Figure 4-32 illustrates the proposed algorithm for totéd-tycle cost calculation fon = 2
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FIGURE 4-32 Inspection and maintenance policy.
inspection timeg; andts such thal < ¢; < to = 7, and a seismic hazard sample with a single

event with magnitudé/;, source-to-site distande, and arrival timeT}, such that; < T1 < 7.
The second inspection at= t, = 7 is required to ensure that the reliability constraint is not
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violated atr, that is, the system probability of failuf@(A(7) > az) atT remains below the critical
valuep,,.. Accordingly, no repair/replacement is required afterlts inspection.

e Attime ¢ = t1: The crack length at the first inspection tirhe= ¢, is the random variable
A(ty) = Agexp(At;). The system fails and survives at time= ¢; with probabilities
P(A(t1) > a2) andl — P(A(t1) > a2), respectively. If the system fails, that is, the event
A(t1) > ag is observed, it is replaced with a new system characterigeahbinitial crack
of random length with the same distribution Ag in Equation 4-25 but independent 4.
Accordingly, the original cycle beginning at tinte= 0 is restarted at timeé = ¢;, and this
factis illustrated in Figure 4-32 by the dotted lines. Sarli}, the dotted lines = T} indicate
initiation of a damage cycle resembling the original cyale &tarting at timg = T3. If the
system survives, that is, under the evdiit;) < as, the crack may or may not be detected
depending on its length. [A(¢;) < aq, the crack is not detected so that it will continue
to grow reaching the lengti(71) = Apexp(AT}) at the occurrence of the seismic event
att = T;. If the crack is detected, it is repaired and brought to italhrandom state, so
that its length is4;, following repair andA exp(A’(T7 — t1)) atTi, where A and A’ are
independent copies ofy andA , respectively. Irrespective of the system damage state the
IS a cost; associated with the inspection performed at tiee ¢;. The inspection cost may
or may not be augmented depending on the crack length andacdiated repair/replacement
cost. If A(t1) > a9, the system needs to be replaced by a nominally identic&syso that
total cost attime = t1 isc; + cy. If A(t;) < ag, the system survives. Under the surviving
event, there are two possibilities. 4f(¢;) > a;, damage is detected and repaired, so that the
total cost at time = t; iS¢; + ¢, . If A(t1) < a;, damage is not detected, so that no action
is taken and the total cost at time= ¢4 is ;.

e Attime t = T1: An unscheduled inspection is done following the seismiaevecurring at
timet = 7. The failure or survival of the system depends of the cracgtieat timet = 7,
that is, prior to the seismic event, as well as the damagesddusthe seismic event occurring
att = Ty. The crack length attime= 77 is the random variabld (7} ) = Agexp(AT; ) or

b exp(A (T —t1)) with probabilitiesP(A(T}) < a1) andP(A(T} ) > a1), respectively.
The damage state of the system at time 7", that is, right after the seismic event, is the
discrete random variablB, taking valuesiy, ds, andds with probabilities1 — P(1>(T1+),
PO(TH) — PA(T]), and P (T]"), respectively, (Equations 4-24 and 4-27). The damage
statesd;, do, andds corresponds to no damage, moderate damage and extensiag&lam
respectively. Again, the inspection cost may or may not bgrented depending on the
crack length and the damage state of the systeml(Tf, ) > a or D; = d3, the system
needs to be replaced by a nominally identical system so thalt tost at time = T is
¢ +cp. It A(T] ) < ap and Dy # d3, the system survives. Under the surviving event, there
are four possibilities. 1fA(7;) > a; andD; = d;, only damage due to deterioration is
detected and repaired, so that the total cost at timeT is ¢; + ¢, . If A(T] ) < aq and
D; = dy, only damage due to the earthquake is detected and repsarélat the total cost
attimet = 11 iS ¢; + ¢, If A(T]) > a1 andD; = do, both damages are detected and
repaired, so that the total cost at time- T3 iS ¢; + ¢, + Cre. If A(T] ) < aq andDy = dy
damage is not detected, so that no action is taken and tHectsthat timet = T3 is the
inspection cost;. This approach assumes that the crack length is not affégtedseismic
event, but system damage due to a seismic event depends oradkdength at the time of
the event. This assumption is admittedly questionablesuvariably made for purposes of
developing a practical approach.

e Attime t =ty = 7: No repair/replacement is required at the last inspectioe tiThe only
cost considered at time= 7 is the inspection cos.
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Similar considerations can be used to complete the costsiadbr any number of inspection times
and seismic events. The model presented here can be usdduiatathe distribution of life-cycle
cost and the evolution of failure probability in time.

Estimates of the total cost distribution at timeand of the time evolution of system failure
probability can be obtained using Monte Carlo simulatiohe algorithm is based on the following
considerations. Letiy(w) andA(w) be samples of the initial crack lengtty and crack growth rate
A. Depending on the values dfy(w), A(w), the numbenr of inspections and the inspection times
(t1,...,tn), and the number of seismic events, the system will evolvegatine of the possible
distinct damage paths. Figure 4-32 shows these paths#$o® inspections andV(7) = 1 seismic
event. LefI’C'(w) denote the discounted total life-cycle cost collected tivesamples. Repeating
the above analysis for, independent samples, we obtaincost sample§'C(w), w = 1,...,ns.
Hence cost histograms and other cost statistics dependinger’'s objectives can be calculated
from the cost samples. Also, estimates for the evolutiolystiesn failure probability? (A(t) > a9)

in the time interval0, 7] can be calculated. Sinde(A(t) > as) is an increasing function of time
between consecutive inspection times, we only need theesaltithese probabilities at inspection
times, that is, the probabilitieB(A(tx) > a2), k = 1,...,n, for the optimization algorithm in the
following section.

Consider a system located in New York City designed for ditife 7 = 50 years. The system is
a linear oscillator with a natural frequency = 5 rad/sec addraping ratio = 5%. The limit states
on the maximum displacement responseare= 1, xo = 4 cm. Suppose that the maintenance
policy consists of 4 inspections taking place at the tiftes= 5, to = 20, t3 = 35, ¢4 = 50) years.
Detectable and critical crack lengths are= 2 anday, = 6, respectively, and the damage model in
Equation 4-25 has the parametésg; = 0,a02 = 1) and(A\; = 0.1, A2 = 0.3). The inspection,
maintenance and earthquake related repair and replaceosstare;; = 2, ¢, ,, = 10, ¢, . = 30,
andc; = 100, respectively. The discount rate is 5%. Figure 4-33 showdthtogram of the total
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FIGURE 4-33 Histogram of the total life-cycle costl’'C.

life-cycle costI’C' obtained using:s = 1000 samples. System failure probability [y ¢, ], that is,
the probability that the crack length exceedsn this time interval, can be estimated by

Py(t) = s LAUW) > a0) gy (4-28)

Ns
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where1(B) = 1 or 1(B) = 0 if the eventB or the complement of3 occurs, respectively.
Similar calculations can be used to estimate the systemréajprobability P¢(¢) at any time

in [0,7]. Figure 4-34 shows the time evolution of an estim&gt) of the failure probability
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FIGURE 4-34 Evolution of probability of failure in time.

Jff(t) = P(A(t) > ag) calculated for the same parameters as in Figure 4-33. Thmpildies

Py(t) have negative jumps at inspection times and are increasmgibns between consecutive
inspection times. Estimates of the system failure proligbithat is the probability that the
crack length exceeds,, at the inspection times,, ts, t3, andt, are P(A(t1) > az) = 0,
P(A(t2) > az) = 0.105, P(A(t3) > az) = 0.128 and P(A(t4) > a2) = 0.123, respectively.

4.3.4 Optimization problem

Suppose that the time intervll, 7] and the number of inspectionsin this interval are fixed.
Letc* > 0 andp., € (0,1) denote a critical cost and a target failure probabilitypezdively. The
probabilityg, (c; t1, . .. , t,) that the total life-cycle cost in exceeds a value> 0 under inspection
times(ty,...,t, = 7) can be obtained from the cost histograms developed in théopiesection,
for example, Figure 4-33.

Our main objective is the selection of optimal inspectiands, that is, inspection times that
minimize cost in some sense under the condition that sysédiability does not fall below an
acceptable level, for given number of inspectioansThis objective can be achieved by solving
a constraint optimization problem requiring to minimize tbbjective functiony,(c;t1,...,t,)
under the constraint that the system failure probabilitpa@s smaller thamp,, during the time
interval [0, 7], that is, the problem

minimize {q,(c*;t1,...,t,)}, with (4-29)

1seetn

to=0<ti<ta<...<t,=7, and

P(A(ty) > a2) < per, k=0,1,...,n.
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As previously stated, it is sufficient to impose the conditibat the system failure probability
is smaller thanp.. only at inspection times since this probability increasdth wime between
consecutive inspection times, see Figure 4-34.

The objective function,,(c*; ¢4, . .., t,) in Equation 4-29 can be replaced with other functions. For
example, we may minimize cost expectation, variance, oresaigher order moments of cost. The
assumption that the number of inspectians specified simplifies calculations significantly, but is
restrictive. To circumvent this restriction, the aboveaaithm needs to be applied for increasing
values ofn to identify the optimal number of inspections,; and the corresponding optimal

inspection timegt 7, ..., t""). The resulting optimal number of inspections and corredjyan
optimal inspection times minimizg, (c*; ¢4, ..., t,) under the constrairﬂ’(A(tht) > a3) < Pery
E=0,1,...,n,forn = ngy.

Figure 4-35 (a) shows the feasible region in the t2) space for the case in which two inspections
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FIGURE 4-35 Optimal inspection number and inspection times

are scheduled if0, 7) and one inspection is scheduled foe= 7. The feasible region is defined
by the constraints on the system failure probabiltyA(¢t) > ay) in Equation 4-29. The figure
also shows the optimal inspection timg§”,t"). Results are for no seismic activity, = 3,

c* =75, per = 0.10, 7 = 50, a1 = 5, ay = 300, (CL071 = 0,&072 = 1), ()\1 =01, = 0.3),

¢ = 5, ¢;,m = 40, ¢y = 500, and are based om;, = 10,000 samples. Figure 4-35 (b) shows
the dependence of the optimal valuesgpfc*;t4,...,t,) on the number of inspections for the
parameters in Figure 4-35 (a), except for the valuexofThere is no solution fon = 1 since
the constraint?(A(t1) > a2) < p.r cannot be satisfied. The optimal inspection strategy fer thi
example is two inspections performeo(t?{f’t = 13.55,t§pt = 27.54) and last inspection performed
att = = 50.
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SECTION 5
CONCLUSIONS AND FUTURE WORK

5.1 Conclusions

The main objectives of this study were (1) developing a nmadagy for assessing performance
of structural/nonstructural systems subjected to mutiphzards during their lifetimes and (2)
identifying a rational strategy from a collection of desaternatives for increasing the resilience of
these systems. System performance was measurejllbgt{me total losses, that is, rehabilitation
and repair/replacement costs and capacity and life losaaesed by hazard events, ang §ystem
fragility, that is, the probability that a system responseeeds a critical value subjected to a hazard
event of known intensity. The methodology was based on simatd analysis, system fragility
analysis and capacity/cost estimation. Estimates of §psederred to as life cycle losses, were
derived from hazard characteristics of the system site¢esyé$ragility information and financial
models.

Probabilistic lifetime hazard models were used to spe¢)fthe random arrival times of individual
hazard events, such as earthquakes and hurricanes, asteensgite during its lifetime, and:j
the random properties, for example, magnitude and soorsée distance for an earthquake, or,
mean wind velocity and predominant wind direction for anrlwane, of the individual hazard
events under considerations. Probabilistic event modeis wsed for characterizing the probability
law of the load processes acting on the system due to an dhudilvior combined hazard event.
Accordingly, a natural hazard event at a site, such as segraund acceleration or wind velocity,
was characterized by a random process with a probabilitydesived from measurements and/or
analytical models. Also, Monte Carlo algorithms were deped for generating samples of these
natural hazards. For a system in a multihazard environnhend¢currence of both individual and
coincidental hazard events were considered.

We have presented two methods for estimating system fagidiossing theory of stochastic
processes and Monte Carlo simulation. We have shown thgilifyanformation of a simple linear
system under stationary band-limited loads can be effigieatculated by the sampling theorem.
Also, we have shown that the current approach of plottingesydragility against a single hazard
intensity parameter can be inadequate for some systems.

The proposed models were implemented in computer progranthghe life-cycle risk analysis
methodology was illustrated through numerical examplehé first example MCEER West Coast
Demonstration Hospital was analyzed to identify an optinellabilitation strategy with respect
to total life-cycle losses using the concepts of seismitvigtmatrix and fragility surfaces. It
was shown that proposed retrofitting alternatives do nohgbahe mean value of the life-cycle
costs significantly, however, the probability of exceedirge costs was lower for the retrofitted
systems. The life-cycle loss estimation methodology favgpital system under seismic hazard was
implemented in Rehabilitation Decision Analysis Toolb&®DAT), a MATLAB based program for
calculating the seismic resilience of structural/nortital systems in a health care facility. Using
the RDAT it is possible toi] compare the effectiveness of different rehabilitatioteralatives
for structural and nonstructural systems using the estimat life cycle losses, and:J develop
rational rehabilitation alternatives for increasing thesmic resilience of these systems. The second
example discussed the case of a typical offshore platfordeue@arthquake and hurricane hazards.
This example demonstrated how different hazards can berdornat different reliability levels
and . The last example presented a method for selecting amalphaintenance policy for a
deteriorating system by minimizing the total life-cyclestsuch that system reliability at any given
time is greater than a specified level.
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5.2 Suggested future work

Following is a brief list of the suggested future studies:

1. The sampling theorem method presented in this study fomating statistics of the state of
a simple linear system can be extended to nonlinear systehes been shown here that the
sampling theorem provides a much more efficient method &ility analysis compared to
methods based on the classical Monte Carlo algorithm.

2. The proposed life-cycle risk analysis methodology hanbdemonstrated using a simple
system under the seismic and hurricane hazards. The métigydtan be extended to more
realistic systems under other types of natural and man-rhadards, such as, floods, wild
fires and terrorist attacks, with little modifications.

3. The financial model used in life-cycle loss estimationhmédblogy can incorporate insurance
policy conditions so that the results can be directly usedéiurance pricing.
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APPENDIX A
Specific Barrier Model

The seismic source model is the essential ingredient for the ground acceleration models in this
study. The model quantifies the radiated seismic energy from a source, that is, the acceleration

source spectrura(f), giving the seismic energy as a function of the frequeficZurrent seismic
source models include:

1. Single corner frequency model (Brune, 1970, 1971):

m
s(f) = @nf)' — (A-1)
1+ (f)
wheremy is the seismic moment anfl is the corner frequency given by
Ao\ 1/3
fo=4.910°3 (—J> (A-2)
mo
with Ao being the stress drop of the seismic event.
2. Two corner frequency model (Atkinson and Boore, 1995):
1—¢ €
s(f) = 2nf)*m { + ] (A-3)
()= @riyme | TG me ¥ T+ AP
where, formg > 4:
loge = 2.52 — 0.637mg
log f, = 2.41 — 0.533my
log f, = 1.43 — 0.188my
and whenng < 4:
e=1
log f, = 2.678 — 0.5mg
log f, = 2.678 — 0.5mg
3. Another Two corner frequency model (Haddon, 1996a):
) 1 1
s(f) = (27 f)"mo (A-4)

O G Ut G

where

log f, = 2.3 —0.5mg

log fb =34-0.5 mo
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FIGURE A-1 lllustration of the fault plane according to SBM.

4. Specific barrier model (Papageorgiou and Aki, 1983a,b; Papageorgiou, 1988): According to
the specific barrier model (SBM), a rectangular fault, with dimensioasd!, is assumed to
consist of uniformly distributed, equal-size circular regions separated by unbroken barriers
that can rupture and release energy. Strong ground motions result when a relatively large
collection of circular areas rupture consecutively in a small time interval. Subevents are
represented by circular cracks, the ruptures of which start randomly and independently at the
center and spread out radially with a constant rupture velocity. The healing phase is initiated
after the rupture front arrives at the barrier of the circular region. A wave front (healing
front) starts propagating inwards, towards the center. Rupture at a given point in the cracking
region stops when the healing front reaches to that point. According to SBM acceleration
source spectrum is,

. 2
M) 20, (£), (A-5)

1+(N—1)< FT

whereT is the source durationy is the number of circular subevents comprising the main
event, andf?m,, (f) is the source spectrum of the acceleration for an individual subevent,
which is defined as

s(f) = (2W)2J N

2
FPrivg,(f) = —ed2_ (A-6)
)

wherem,, is the seismic moment anfd is the corner frequency of the subevent.

A single site located very far from a fault is illustrated in Figure A-2. The Fourier amplitude
spectrum of the strong ground motion at the site is given by

la(f, )l = ¢ s(F)d(f,r)p(f)z(HIS), (A-7)

wheref is the frequency in Hertz; is the source-to-site distanceis a scaling factors( f) is the
acceleration source spectrudg, r) is the attenuation functiop f) is the high frequency cut-off
filter, z(f) is a function which defines local soil effects at the site Hifd is a function used to get
the desired output (acceleration, velocity or displacement site spectrum). Detailed definitigns for
s(f), d(f,r), p(f), z(f) andi(f) are provided in (Halldorssoet al., 2002).

The one-sided spectral density function of the strong ground motion process at the site is given by

(Wirschinget al., 1995)
1

- 27ty

g(w,r) |a(w,r)| 27 (A'8)
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FIGURE A-2 lllustration of a single site.

in whicht,, is the duration of motion given by SBM and(w, r)| is given by Equation A-7 for
w=2nf.
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APPENDIX B
Ground Motion Statistics

First four moments are calculated for the strong motion part of the free field ground acceleration

time histories from Western United States on Pacific Earthquake Engineering Research Center
(PEER) Strong Ground Motion Database (PEER, 2003). It is assumed that the strong ground
acceleration records are samples from stationary ergodic series with finite moments. Let

X1,..., X, denote the strong motion part of a ground acceleration record. The estimates of the

mean, variance, skewness and kurtosis are

o1
p=—) X, (B-1)
i=1
1 n
62 == (Xi— @), (B-2)
=1
o -
= | =D (X — )| /e?, (B-3)
L =1 i
o -
Y= =D (X -t /et (B-4)
=1 d
If the sequencey, ..., X,, is Gaussian, thens = 0 andvy, = 3. Notable differences from these
values would indicate that, ..., X,, is a non-Gaussian series.

The strong motion part of the ground acceleration records is obtained by Husid’s plot (Husid, 1969)
using the Arias intensity

e(t) = 2”—9

whereaq(t) is the ground acceleration time histoty,is the total duration of the accelerogram and
g is the acceleration due to gravity. The time interval of the strong part of the seismic ground
acceleration(t;, t2), is defined by the conditions

ty
/ a?(t)dt, 0 <t<ty, (B-5)
0

e(t1) = 0.05e(ty) (B-6)
6(t2) =0.95 €(tf),
following (Trifunac and Brady, 1971; Dobmst al., 1978).

Soil conditions are essential establishing site amplification functions. Current classifications of
soil conditions are discussed in this section. The PEER Strong Ground Motion Database uses
Unites States Geological Survey (USGS) soil classes to characterize the site (PEER, 2003). A
more recent and widely used classification is given by National Earthquake Hazard Reduction
Program (NEHRP) (FEMA 222A/223A, 1994; Martin and Dobry, 1994). The NEHRP and USGS
site classifications are based on the average shear wave sgaetthe upper 30 meters of a

soil profile beneath the site. These two site classifications were developed using strong ground
acceleration data recorded in California. Tables B-1 and B-2 show the USGS and NEHRP site
classifications, respectively. Franletlal. (Frankelet al., 1996) and Boore and Joyner (Boore and
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TABLE B-1 USGS classification.

Class v (m/s)

A v > 750
B 360 < v <750
C 180 < v <360
D v <180

TABLE B-2 NEHRP classification.

Class v (m/s) | Soil type
A v > 1500 | hard rock
B 760 < v < 1500 | rock
C 360 < v <760 | verydense soil
D 180 < v <360 | stiff soil
E v < 180 | soft soll
F - special soil requiring site
specific evaluation

Joyner, 1997) have calculated site amplification functiased on the average of shear wave speed
over depth. Halldorssoet al. (Halldorssoret al., 2002) defined alternative soil classes based on
the developments in (Franket al., 1996) and (Boore and Joyner, 1997). Table B-3 shows the

TABLE B-3 SBM classification.

Class| v (m/s) | Soil type

620 generic rock

520 very dense soil

310 generic soill

255 stiff soil

2900 | generic very hard roch
760 rock/hard rock

OO WN

site classification defined by Halldorssetral. (Halldorssoret al., 2002) and used in the specific
barrier model (SBM). This classification is used in this study to calculate the frequency dependent
site amplification functions. Table B-4 presents the relationship between the three classifications.

Strong ground acceleration records from PEER database (PEER, 2003) are divided into four groups
according to USGS site classification (Table B-1). Ten records were used in each class, with
the exception of class-D for which only four free field acceleration records were available in the
database. Tables B-5, B-6, B-7, and B-8 give estimates of mean, skewness and kurtosis coefficients
defined in Eqg. B-1 for USGS class-A, B, C and D soils, respectively. The means and skewness
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TABLE B-4 Site classifications.

SBM NEHRP USGS
1 C B
2 C B
3 D C
4 D C
5 A A
6 B-C boundary| A-B boundary

TABLE B-5 Statistics for records on USGS class-A soil.

~

Earthquake Date [ A3 A4
Anza (Horse Cany) 1980/02/25| -3.2E-04| -0.01 | 5.08
Anza (Horse Cany) 1980/02/25| -1.5E-04| -0.04 | 4.32
Cape Mendocino | 1992/04/25| 1.0E-03 | 2.53 | 17.23

Coyote Lake 1979/08/06| -1.0E-04| 0.25 | 5.02
Morgan Hill 1984/04/24| 1.1E-04 | -0.27 | 3.61
Hollister 1974/11/28| -1.2E-04| 0.49 | 4.86
Landers 1992/06/28| -9.5E-05| 0.14 | 3.65
Loma Prieta 1989/10/18| 1.1E-04 | -0.54 | 6.78
Loma Prieta 1989/10/18| 1.7E-04 | 0.64 | 6.06
Loma Prieta 1989/10/18| 5.0E-06 | -0.69 | 6.01

coefficients are nearly zero suggesting that the marginaliggesf the ground acceleration process

is an even function. Figure B-1 shows the dependengg of soil conditions. The average kurtosis
coefficients for classes A, B, C and D are 6.26, 5.67, 5.58 and 4.06, respectively. Hence, the ground
acceleration records cannot be modeled by Gaussian processes forwisich
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TABLE B-6 Statistics for records on USGS class-B soil.

Earthquake Date il A3 4
Anza (Horse Cany) 1980/02/25| 6.4E-05| 0.61 | 6.18
Cape Mendocino | 1992/04/25| -1.6E-04| -0.75 | 6.59
Cape Mendocino | 1992/04/25| 8.5E-05| 0.12 | 5.14
Cape Mendocino | 1992/04/25| -2.2E-05| 0.15 | 6.69
Coyote Lake 1979/08/06| 1.0E-04 | -0.49| 6.02
Loma Prieta 1989/10/18| -5.3E-04| 0.10 | 4.90
Loma Prieta 1989/10/18| 6.3E-04 | 0.07 | 5.10
Hollister 1986/01/26| 1.7E-04 | -0.12| 5.11
Landers 1992/06/28| 2.3E-05 | -0.13| 4.34
Landers 1992/06/28| 1.1E-04 | 0.31 | 6.62

TABLE B-7 Statistics for records on USGS class-C soil.

Earthquake Date il A3 A4
Borrego Mtn 1968/04/09| -5.0E-06| 0.24 | 3.97
Cape Mendocing 1992/04/25| 1.5E-03 | 0.10 | 7.96
Coalinga 1983/05/02| -3.6E-05| -0.25 | 5.09
Coalinga 1983/05/02| -5.0E-04| -0.24 | 3.69
Coyote Lake 1979/08/06| 1.8E-04 | -0.03 | 5.75
Coyote Lake 1979/08/06| -2.7E-05| -0.77 | 7.68
Coyote Lake 1979/08/06| 9.0E-06 | 0.06 | 7.94
Imperial Valley | 1979/10/15| 4.3E-05| 0.03 | 2.96
Imperial Valley | 1979/10/15| 8.6E-04 | 0.04 | 4.48
Imperial Valley | 1979/10/15| 5.2E-04 | 0.56 | 6.23

TABLE B-8 Statistics for records on USGS class-D soil.

Earthquake Date [ 3 | 4

Loma Prieta

1989/10/18

-1.3E-03

0.29

3.82

Loma Prieta

1989/10/18

-7.8E-05

0.03

3.56

Morgan Hill

1984/04/24

6.8E-04

-0.29

5.09

Morgan Hill

1984/04/24

-5.0E-06

-0.19

3.78
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FIGURE B-1 Change in the kurtosis coefficient with USGS site @lss.
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APPENDIX C
Spatial Variability Of Seismic Motions

There are four different causes of spatial variability of earthquake induced ground motions. The first
one is the loss of coherency, a frequency domain measure of spatial variation, due to scattering in
the heterogeneous medium as well as the due to the differential superpositioning of seismic waves
coming from an extended source, this is referred as the incoherence effect. The second one is called
wave passage effect, which is due to the difference in arrival times of seismic waves at separate
stations. Third effect is due to the geometric spreading of waves and the energy dissipation in the
ground medium, which is called the attenuation effect. Attenuation effect has a little influence
on the spatial variability (Der Kiureghian, 1996). The last one is the effect of spatially varying
soil profile. These effects are characterized by the coherency function, which is a complex valued
function defined by

955 (W) grr(w)
Wheregjj(w) and gxx(w) are the power spectral densities of the sjtesnd & respectively, and

g;jrx(w) is the cross power spectral density between the sites. The coheygriay), is commonly
written as

Yik(w) =

Vik(w) = [vjr(w)] exp [0, (w)] (C-2)
with .

where |v;;(w)| is referred as the lagged coherency, which removes the directional dependance
representing the wave passage effect apdw) is the phase spectrum in whidig;;(w)] and
R[g;i(w)] are the imaginary and the real parts of the cross spectral density fupgtion. Recent
empirical studies using data from SMART-I array in Taiwan have shown the effects of incoherence
and wave passage on the coherency. Most of the models assume that the random field is isotropic,
in addition being homogeneous. As a consequence, the lagged coherency becomes a function of
separation distancgand frequencw only and not the direction. Table C-1 shows several lagged
coherency models. Table C-2 shows models that take into account the directional dependence
(anisotropy) of the spatial variation of the seismic ground accelerations.

Harichandran and Vanmarcke's model (Harichandran and Vanmarcke, 1986) is used to define
spatial coherency function in this study. The decay of coherency along a particular direction

(the incoherence effect) is modeled py¢;;,w) part. Note thatp(&j,w) = p(&j, —w) and

p(&j,w) = p(&ji,w). Dependence gf(¢;;,w) on the separation distance only, and not on the actual
location, implies the homogeneity of the random field. In order to model the observed, unaligned,
motions (the apparent propagation, or the wave passage, effect) the phase compdrignis

added. According to this model alignment changes only the phases, and not the absolute values
of coherency, for any pair of accelerogram. This coherency function describes a homogeneous,
non-isotropic, space-time random field.
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TABLE C-1 Isotropic coherency models.

Reference

Coherency function

(Loh, 1985)

[7(§,w) | = exp (—a(w) [£]) (C-4)
wherea(w) is a function determined from data of Event 5.

(Loh and Yeh,
1988)

7(6,0) | = exp (—aﬂ> (€5)

2me

where parametet is estimated using data of Events 39 and 40.

(Loh and Lin,
1990)

|7(&,w) | = exp (—a&?) (C-6)
|7(&,w) | =exp ((—a —bw?)[£]) (C-7)
|7(&,w) | = exp (—a—bw) |£]%) (C-8)

in which parameters, b andc estimated using SMART-I array data.

(Haoet al., 1989)
and (Oliveira
etal., 1991)

|v(&, &, w) | = exp (=51l & | — Bl & )

x exp | — (a1 (W) V& + az(w)V/]&]) (%)1 (C-9)

in which & and¢; are the projected separation distances along and ng
to the direction of propagation of the motions respectivelyiw) =
2ra; /w + bw/(2m) + ¢;, fori = 1,2, and parameters;, a; andb; are

estimated using SMART-I array data.
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TABLE C-2 Anisotropic coherency models.

Reference

Coherency function

(Loh and Lin,
1990)

[7(&,w) | = exp[(~a1 — b1w?) [€ cos 0] ]
x exp [(—ag — byw?) |€sinf|] (C-10)

0 is the angle between the direction of the propagation of the waves
the station separation, parametersndb, fori = 1, 2 are estimated usin
SMART-I array data.

(Abrahamson
etal., 1990)

tanh ™[ | (&, w) |] = (2.54 — 0.012¢)

—0.878

[exp (—0.115 — 0.00084€) w + ———] +0.35 (C-11)

parameters estimated using data from LSST array and are vali
separation distances less than 100 m.

(Harichandran
and Vanmarcke,
1986)

v (& w) = p(&jyw) e, where (C-12)

Vg

d= 2
Ak

) (C-l3)

o~ e () - e (2. 10

b\ —1/2
B = —2/6;|(1 — A+ aA), f(w) =k (1 + (%) ) (C-15)

¢;; is the separation vector between sitemd;, V is the apparent velocity
vector whose direction coincides with the direction of the site from
source, and parametet$, a, k, fo, b are estimated using Event 20

and

l for

the
of

SMART-I array.
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APPENDIX D
Crossing Rate Of A Quadratic Form Of Gaussian Process

The meare-upcrossing rate of the displacement response
Z(t) = a(v+V(#))*, (D-1)

of the oscillator in Section 3.4.1 with the notation in Equation 3-92 can be obtained from ((Grigoriu,
1995), Appendix E, Equation E.25)

1
v(z)T = / du exp(—iuz / dv— 6(,0 u, v) , 2>0, (D-2)
277 v

wherep(u,v) = Elexp{i(uZ(t) + vZ(t))}] is the joint characteristic function dfZ(t), Z(t)}
given by

p(u,v) = B [B [expli(uz(t) + vZ()}V (2)] ]

o :exp{i(uZ(t)}E [exp{mz'(t)}\va)“

=F :exp{VQ(t)(iua 2v2 o?) + Y (t)(iu — 2v°c )2om + iuad?
—0.5v202V(2a@)2}]

o0
:/ exp [{2(iuoz 20° 0' a?) + &(iu 22120‘2-/0()20(27 + fuav?

—0.50%0% (200)2] fi (§)dg, (D-3)

in which fy (¢) = 1/(V2roy) exp(—£2/(20%)) is the density of the Gaussian random variable
V(t), andoy = [ gvv(w)dw ande?, = [ w?gyv(w)dw are the variances df (t) and and

V (t) = dV (t)/dt, with the spectral density functian v (w) of V(¢) given in Equation 2-19. From
Equations D-2 and D-3 the mearupcrossing rate of (¢) in Equation D-2 becomes

OZO'V

v(e)" =~y L / du exp(—iuz) / (& + 0) expliua(€ + 0)?) exp(~£2/(20%))de

212 oy
(D-4)
The double integral in Equation D-4 needs to be evaluated numerically to ofgtgih.

A simpler approach can be followed to obtain the mearpcrossing rate of (¢) noting that:
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1. the second moment propertiesA(t) are
pz = E[Z(t)] = ao? + at®
0% = E[(Z(t) — uz)? = 2020} + 4020 v?
czz2(1) = E((Z(t) — pz)(Z(t +7) — pz)]

= 2a27‘vv(7)2 + 4a2172rvv(7'), (D-5)

whereryy (1) = E[V@)V(t +7)] = [;° gvv(w) cos(wT)dw is the correlation function of
V),

2. Z(t) = 2aV(t)(v + V(t)), so thatZ(t)|V(t ) = v is a zero-mean Gaussian variable with
varianceE[Z2(t)|V (t) = v] = 4a’0? (v +v)?, andZ(t)|Z(t) = = is a zero-mean Gaussian
variable with variancé[Z2(t)|Z(t) = 2] = 4a0‘2~/2,

3. the joint density of Z(t), Z(t)} is

$2.8) = oz fulefeo) L o) (i) 00

where ) (m2)/2
f2mm) = Zepl=m+2/2 (1) Lnpa (V) ©D)

is the noncentral chi-square density with degree of freedom> 0 and non-centrality
parameterx > 0, in which I, is the modified Bessel function of the first kind of order

.
The mearx-upcrossing rate af (¢) can be obtained using the Rice formula

o)t = /O T ef (e )de, (D-8)

in which f(z, €) is given by Equation D-6, and becomes

z a0'2
Vo) =0y \/ T Jalel o) 126}, 09

whereo? = E[(Z(t) — E[Z(1)])?] = E4aV(1)Z(t)] = 4a’02 (o, + 0%) and fz(n,m, ) is

given by Equation D-7. We note thafz)* = 0 for z < 0 since the quasi static respongé) in
Equation 3-92 is always positive.
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APPENDIX E
M CEER Demonstration Hospital

This section provides some details on the seismic risk analysis of the MCEER Demonstration
Hospital presented in Section 4.1. Figure E-1 shows the organizations and institutions involved

System Properties
= Structural systemNHMC , UB, Cornell) Seismic Hazard
- Nonstructural systems - Activity matrix (USGS Cornell)
. Ceiling UB) - Ground motion model(B, Cornell)
. HVAC (UB, York Int'l. )
. Piping UNR, UB, Cornell)
. Partition wallsCUREE, UB, Cornell)
N
Damage States Capacity/Cost Estimates
- Structural systemHREMA) = Structural systemNHMC ,KPFF, USC, Taylor Dev.)
- Nonstructural systems = Nonstructural systems
. Ceiling UB) . Ceiling [Terra Firm)
. HVAC (ASHRAE) . HVAC (York Intl. )
. Piping UNR) . Piping UNR, Terra Firm , Degenkolh Clark, ISAT)
. Partition walls CUREE) . Partition walls CUREE, NHMC)

FIGURE E-1 Benchmark problem collaboration.

in this study. We would like to acknowledge A. Bansal (Degenkolb), F. Case (Clark), Dr. A.
Filiatrault (University at Buffalo), J. Lewis (Terra Firm), R.J. Love (Degenkolb), Dr. M. Maragakis

(University of Nevada, Reno), P. Marks (York International), J. Massey (ISAT), J. Mitchell (York
International), R. Omens (NHMC, CWU), R. Rozanski (NHMC, CWU), A. Taylor (KPFF), D.P.

Taylor (Taylor Devices) and Dr. D. von Winterfeldt (University of Southern California) for their

invaluable contributions and critical reviews.

Building repair/replacement costs

The repair costs in Table 4-6 are obtained using the following information. The number of plastic
hinges in an interior and an exterior moment resisting frame in the IFL facility are obtained by

a nonlinear push-over analysis, for a given drift level (Filiatrault, 2006). For drift equals 0.7%
Figure E-2 shows the number and location of plastic hinges. There are 2 column and 2 beam hinges
in the exterior moment resisting frame and 2 column and 8 beam hinges in the interior moment
resisting frame. The IFL facility has two interior and two exterior moment resisting frames resulting

in 28 hinges in total. For interstory drift equals 2.5% Figure E-3 shows the number and location of
plastic hinges. There are 6 column and 15 beam hinges in the exterior moment resisting frame and
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FIGURE E-2 Plastic hinge locations for 0.7% drift.

O @ @1 @ @ L an g O
@ 1@ T @ o oT® 1@ @
HO- 1@ 1@ @ [ o1 oT@ @

[ ] [ ] [ 2 ] L J ? [ ]

Exterior Frame Interior Frame

FIGURE E-3 Plastic hinge locations for 2.5% drift.

4 column and 17 beam hinges in the interior moment resisting frame, resulting in 84 hinges in total.

Considering material, labor and unforseen conditions and unexpected delays the total cost per
beam/column joint is assumed to be $10,000 and $18,000 for immediate occupancy and life
safety levels, respectively. Accordingly, the building repair costs are $280,000 and $1,512,000
for immediate occupancy and life safety levels, respectively.

The building replacement cost consists of structural system replacement ($53 million) and
nonstructural system replacement ($14 million) resulting in $67 million in total.

Building rehabilitation

The damping coefficients provided in Table 4-3 are for a single fluid viscous damper. The dampers
are inserted in the central bay (there are three bays) in each story (there are four stories) of the
exterior moment resisting frames (there are four moment resisting frames). Accordingly the total
number of dampers = (1 bay)x(4 storeys)x(2 frames) = 8.
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For the benchmark building the design earthquake forcesheet 976 UBC code are 483, 436,

296 and 158 kips, and the floor weights are 2110, 2530, 2530 and 2610, for floors 4, 3, 2 and
1, respectively (Yuan and Whittaker, 2002). Hence the floor accelerations are 483/2110=0.229¢,
436/2530=0.172g, 296/2530=0.117g, and 158/2610=0.060g floors 4, 3, 2 and 1, respectively. The
fundamental frequency is 7.222 rad/sec (Yuan and Whittaker, 2002). The maximum expected
velocities for the floors are given in Table E-1. Four damper sizes are used for all rehabilitation

TABLE E-1 Spectral velocities.

Floor | Spectral velocity (in/sec)
1 0.060*g/7.222 = 3.209
2 0.117*g/7.222 = 6.257
3 0.172*g/7.222 = 9.198
4 0.229*g/7.222 =12.247

alternatives, 980 KN, 1335 KN, 1960 KN, and 2500 KN. The siZzekqd for an individual case are
dependent on the damping coefficients given in Table 4-3 and spectral velocities given in Table E-
1. All costs include the dampers and the estimated brace extender and attachment clevises and
attachment pins required for the installation. All the contractor must do is weld/bolt the attachments
to the building and hoist the damper in place so the clevis pins can be inserted. Installation costs
have been estimated on this basis. Diagonal brace mounting is also assumed. Costing is as follows:

e 20% case: 2pc 980 KN, 4pc 1335 KN, 2pc 1960 KN dampers, braces, attachments are
$89,000. Install estimated at $10,000.

e 25% case: 2pc 1335 KN, 6pc 1960 KN dampers, braces, and attachments are $105,000.
Install estimated at $14,000.

e 30% case: 4pc 1960 KN, 4pc 2500 KN dampers, braces, and attachments are $144,000.
Install estimated at $18,000.
To include the usual contractor management and supervisor charges, install costs are doubled.
The costs given in Table 4-7 include the cost of dampers, braces, attachments, installation and usual
contractor management and supervisor charges. They do not include business interruption losses.

However, in general, during the retrofit the hospital remains in service during the installation,
working on one/two rooms at a time if a damper was located there.

HVAC system

Following items are noted for the HVAC system:

e Excitation is applied in the transverse direction of the HVAC system, this direction is assumed
to be weaker.

¢ Itis assumed that the chiller is filled with water, which is assumed to cause larger responses.
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e Replacement cost of an existing water cooled centrifugal chiller is about $400,000. The cost
may be $100,000 to $200,000 more depending on the complexity involved in the replacement.
Repair cost of an existing chiller is difficult to estimate without the diagnosis of the condition
of the chiller. An upper bound for repair cost of a moderately damaged equipment could be
$90,000. The repair for moderate damage could be around one day to diagnose and another
day to repair (assuming the required parts are in stock). For extensive damage repair could
take 2 weeks or more.

Partition walls

Gypsum drywall is widely accepted in residential, commercial, industrial and institutional
constructions (McMullin and Merrick, 2002). The walls researched in (McMullin and Merrick,
2002) were standard construction according to the 1997 Uniform Building Code (ICBO, 1997)
and were all 8 ft. by 16 ft. In ((McMullin and Merrick, 2002), page 33) it is noted that the
damage observed in cyclic tests was less severe than that seen for compatible drifts in shake table
experiments of a full scale house, which results in conservative estimates for seismic performance
of drywalls.

Piping system

Following items are noted for the piping system:

¢ An estimate is used for the material cost based on the assumed number of (additional) braces
used for rehabilitation. Disruption during rehabilitation is not included (no information
available).

e The limit states in Table 4-16 can have large uncertainties.

e The limit states can be misleading since there are no constraints in the lab experiment and
pipes are free to swing. In reality there are other piping systems or obstructions in very close
distances, which may cause reaching a damage states before the inter-storey drift reaches the
value obtained in the lab. However, it was noted that no damage related to the proximity of
the pipes to the walls or other obstacles in previous earthquakes were experienced in previous
earthquakes.

The piping system tested at University of Nevada at Reno (UNR) (Goodwin, 2004) [REF Robert
Corbin’s MS thesis] is used to estimate repair/replacement and rehabilitation costs for the existing
piping system in the IFL facility. Table E-2 summarizes the ranges of both the repair and
replacement costs in relationship to its accessibility for the UNR system. Whether it is easily
accessible or not, the cost to repair slight damages refers to the repairing of a single brace while the
cost of repairing moderate damages involves the repair of a single joint and the amount to fix any
extensive damage that might have occurred involves the repairing of a single connection. Table E-3
shows the installation costs of different retrofitting equipment used in the rehabilitation of the UNR
system. Downtime for both the piping system and hospital are not included since the piping systems
can remain fully operational during the installation of the braces.

Repair costs in Table 4-17 for the existing piping system are calculated by (1) averaging the values

in Table E-2, (2) using a 90% increase in the cost (for selective demolition and patching by other
trades to gain access to the piping), and (3) considering the total number of braces, joints and
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TABLE E-2 Piping system repair and replacement costs.

Repair/replacement cost ($)
Easily Downtime | Not easily | Downtime
Damage state accessible|  (hrs.) accessible|  (hrs.)
Slight damage $134.75 None $226.65 None
Moderate damage $120.00 3 $257.86 6
Extensive damage $146.20 3 $284.06 6

TABLE E-3 Piping retrofitting equipment costs.

Rehabilitation cost ($)

Material type Easily accessible, Not easily accessiblg
Longitudinal brace| $133.47 $219.42
Transverse brace $134.10 $220.05
Clevis support $136.67 $222.62

connections in the UNR systems and IFL facility. There aredrigers, 10 joints and 7 connections
in the UNR system. Corresponding values for the existing system can be obtained from Table 4-15.

Rehabilitation cost for the existing piping system in the IFL facility is calculated as follows. It is
assumed that either a longitudinal of a transverse brace, and a clevis support is used. From Table E-
3 an average value for a bracg{$33.47 + 219.42) /2 + (134.10 + 220.05)/2) /2 ~ $177 and for

a clevis support i$136.67 4 222.62) /2 ~ $180. Hence rehabilitation of a hanger rod costs $357.
There are 33+51+51+27=162 hanger roads in total, hence the total cost is 162*357=$57834. Use a
15% increase in the cost following F. Case’s first comment and another 75% increase following his
second comment. Hence the total rehabilitation cost becd#3d « 1.15 « 1.75 = 116,390 ~

$120, 000.

RDAT software

Figures E-4-E-9 show excerpts from the RDAT software.
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FIGURE E-4 RDAT: System information.
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FIGURE E-5 RDAT: Seismic hazard information.
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FIGURE E-6 RDAT: Fragility information.
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FIGURE E-7 RDAT: Recovery and financial information.
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FIGURE E-8 RDAT: Simulation results.
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