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The Multidisciplinary Center for Earthquake Engineering Research (MCEER) is a national center of excellence in
advanced technology applications that is dedicated to the reduction of earthquake losses nationwide.  Headquartered at
the University at Buffalo, State University of New York, the Center was originally established by the National Science
Foundation (NSF) in 1986, as the National Center for Earthquake Engineering Research (NCEER).

Comprising a consortium of researchers from numerous disciplines and institutions throughout the United States, the
Center’s mission is to reduce earthquake losses through research and the application of advanced technologies that im-
prove engineering, pre-earthquake planning and post-earthquake recovery strategies.  Toward this end, the Center coordi-
nates a nationwide program of multidisciplinary team research, education and outreach activities.

Funded principally by NSF, the State of New York and the Federal Highway Administration (FHWA), the Center derives
additional support from the Federal Emergency Management Agency (FEMA), other state governments, academic institu-
tions, foreign governments and private industry.
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Foreword

by Michel Bruneau, Director
Multidisciplinary Center for Earthquake Engineering Research

iii

As MCEER enters its 18th year as a national earthquake engineering center, it finds itself at a strategic 
juncture with a promising future. Strong from the leadership of its past directors, and in particular of 
George C. Lee, MCEER has pioneered multidisciplinary earthquake engineering research and a culture 
of coordinated large-scale integrated research projects. These, in turn, have led to many advances in 
knowledge and accomplishments that have had a tangible impact on practice.   

This sixth volume of Research Progress and Accomplishments highlights many of these advances, 
starting with an overview of the multidisciplinary center approach in earthquake engineering that 
MCEER has pioneered. The 14 papers that follow provide selected detailed examples of how MCEER 
research is fulfilling its vision to achieve earthquake resilient communities through its activities.

The papers are presented in groups according to major areas of activity. First are the “Overarching 
Center-wide Cross Program Research Activities,” whose outcomes provide support to and further 
integrate the other three major research areas. These studies include the development of earthquake 
simulation tools (Papageorgiou); development of an Internet-based geographic information system 
management process (O’Rourke); and an analysis of economic resilience to earthquakes (Rose). 

The “Seismic Evaluation and Retrofit of Lifeline Systems” research focuses on the development of 
analytical, experimental and empirical procedures to evaluate and enhance the seismic resilience of 
lifeline systems. These studies include the development of improved models of the post-earthquake 
restoration processes for electric power and water supply systems (Davidson); the development of 
advanced systems analysis tools to evaluate the joint performance of water supply and electric power 
networks before and after an earthquake (Shinozuka et al.); and a state-of-the-art disaster loss modeling 
procedure, that emphasizes understanding how mitigating lifeline infrastructure systems can improve 
the disaster resilience of a community (Chang). 

The “Seismic Retrofit of Acute Care Facilities” research aims to quantify the influence of various 
seismic response modification technologies to protect structural and nonstructural systems and com-
ponents in acute care facilities from the effects of earthquakes. The results will be used to provide 
meaningful input to integrated decision support tools. Studies include development of new materials 
and technologies for the seismic retrofit of a wide variety of structures and nonstructural components 
(Filiatrault et al.); development of an integrated decision-assisting model to help executives and engi-
neers make informed choices about alternative approaches to improving seismic safety (Alesch and 
Petak); and formulation and application of an evolution theory design approach to aseismic design 
and retrofit and organizational decision support (Dargush).

The “Emergency Response and Recovery” research deals primarily with developing post-event re-
sponse and recovery strategies to enhance resilience through improving the rapidity with which impacts 
are identified, resources are mobilized and critical systems are restored when earthquakes strike, as 
well as through improving the effectiveness of community recovery strategies that are used following 
earthquake disasters. Studies include the investigation of the relationship between technological and 
natural disasters (Tierney); and the development of tools and techniques for post-earthquake urban 
damage detection based on remote sensing images (Eguchi).  
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Education and outreach activities focus on providing an interface between ongoing research activi-
ties and end users. In this regard, a series of web-based education modules on earthquake engineering 
have been developed and are available on the Internet (Spencer).

Research in the “Seismic Vulnerability of the Highway System” concentrates on developing formal 
loss estimation technologies and methodologies; analysis, design, detailing and retrofitting technologies 
for special bridges; response modification technologies; and soil and foundation behavior and ground 
motion studies for large bridges. Studies include the development of an analytical methodology to 
evaluate the effectiveness of vibro-stone column and dynamic compaction techniques (Thevanayagam); 
and the development of decision support software for improving traffic flow after major disasters, 
which has recently been expanded to include Tri-Center collaboration (Werner).

The papers included in this volume also showcase the type of multidisciplinary multi-institution 
innovative research for which MCEER is recognized in the engineering community.  This tradition of 
being able to spearhead and/or embrace innovative ideas and nurture them from initial fundamental 
research to implementation through the efforts of high caliber affiliated researchers and strategic 
partners, provides the platform from which MCEER is now working to build the Center’s future suc-
cesses beyond the term of its current 10 year funding cycle as part of the NSF Engineering Education 
and Centers division.   MCEER’s outlook on the future is positive.  The Center is looking forward to 
continuing to serve the NEHRP mission for many years to come, as well as to tackle new challenges 
by expanding its research activities, through teamwork efforts of MCEER’s researchers, partners and 
management. 

If you would like more information on any of the studies presented herein, or on other MCEER 
research or educational activities, you are encouraged to contact us by telephone at (716) 645-3391, 
facsimile at (716) 645-3399, or email at mceer@mceermail.buffalo.edu. This report is available in both 
printed and electronic form (on our web site in PDF format at http://mceer.buffalo.edu/publications/
default.asp, under Special Publications).
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In 1985, the National Science Foundation (NSF) realized there was a 
need to facilitate coordination and cooperation among the various 

research efforts in earthquake engineering across the United States. As a 
result, NSF initiated a national competition to establish this “Center Ap-
proach,” which included university-based earthquake engineering research, 
as well as education and outreach activities. This was a major milestone 
in the development of earthquake engineering research in the U.S. A 
new knowledge base in earthquake engineering, contributed by teams 
of researchers with different expertise, has since been advanced which 
has had a positive impact on educating the present and future earthquake 
engineering workforce.

The first center to be established under this competition was the National 
Center for Earthquake Engineering Research (NCEER), which has now 
become MCEER. For ten years, NCEER was the only earthquake engineer-
ing research center in the United States supported by NSF. In addition, it 
received significant financial support from the State of New York and the 
administration of the University at Buffalo. This sustained funding for a de-
cade allowed NCEER to develop multidisciplinary team efforts with expert 
participants recruited from many institutions (Figure 1). Simultaneously, 
NCEER established many cooperative research efforts with institutions 

Progress and Accomplishments of the Center 
Approach in Earthquake Engineering Research

by George C. Lee, Director Emeritus
Multidisciplinary Center for Earthquake Engineering Research
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National Science Foundation, 
Earthquake Engineering 
Research Centers Program

State of New York 

University at Buffalo, State 
University of New York

Federal Highway Administration

Federal Emergency Management 
Agency

Vision

The ultimate vision of the Multidisciplinary Center for Earthquake 
Engineering Research (MCEER) is to help establish earthquake resilient 
communities.

Mission

The overall goal of MCEER is to enhance the seismic resilience of 
communities through improved engineering and management tools 
for critical infrastructure systems (water supply, electric power, and 
hospitals) and emergency management functions. Seismic resilience 
(technical, organizational, social, and economic) is characterized by 
reduced probability of system failure, reduced consequences due to 
failure, and reduced time to system restoration. 
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worldwide to share information, 
experience and facilities in earth-
quake engineering research and 
education, which are still in place 
today (Figure 2).

As a result of NCEER’s success 
during its first ten years and the 
recommendation of the earthquake 
engineering research community, 
NSF expanded its “Center Ap-
proach” by carrying out a second 
round of national competitions for 
Earthquake Engineering Research 
Centers (EERCs) in 1996. Two new 
centers received funding – the 
Mid-American Earthquake Center 
(MAE) and the Pacific Earthquake 
Engineering Research Center 
(PEER). In 1997, NCEER became 
the Multidisciplinary Center for 
Earthquake Engineering Research 
(MCEER).

Three Phases of 
MCEER Development

One can view the evolution of 
NCEER/MCEER from a system’s 
perspective, in which the Center’s 
fundamental mission involves re-
search, education and outreach.

Phase 1

The initial period of NCEER 
development concentrated on 
‘components research’ in tar-
geted engineering systems. Em-
phasis was placed on developing 
a fundamental knowledge base 
for evaluating and ensuring the 
seismic performance of selected 
building and lifeline systems. 

Among the many accomplish-
ments and developments, two 

Investigator Disciplines
Decision Science

Seismology

Public Policy

Systems Engineering

Economics
Electrical Engineering
Engineering
Geotechnical Engineering
Information Technology

Risk and Reliability Engineering
Sociology
Structural Engineering

Mechanical Engineering

University of
British Columbia

University of
Nevada, Reno

University of Southern
California

University of California, Irvine

University of
California, Los Angeles

California State University,
Los Angeles

University of
Colorado, Boulder

University of
Wisconsin - Green Bay

Pennsylvania State University

University at
Buffalo

Cornell University
City University of New York

New Jersey Institute
of Technology

Florida A&M University

University of Illinois at
Urbana - Champaign

ImageCat, Inc.
Rensselaer Polytechnic
Institute

 Figure 1. Institutions and Investigator Disciplines Currently Participating in MCEER Research Activities
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in particular may be noted. First, 
the Center pioneered and estab-
lished the culture and practice of 
multiple institution collaboration 
by engaging the best minds and 
cooperating on the use of the 
best facilities. Second, the Center 
enhanced the rapid development 
of the emerging field of structural 
control.

Phase 2

The second phase of expansion 
emphasized the development of 
a knowledge base and efficient 
mechanisms for sharing and 
transmitting this information to 
both the research community and 
earthquake vulnerable communi-
ties. MCEER has emphasized the 
development of retrofitting strat-
egies for existing structures (and 
the development of loss estimation 

methods) and the simultaneous 
consideration of mitigation mea-
sures with response and recovery 
strategies. This shift in emphasis 
to aid in the establishment of 
earthquake resilient communities 
enabled the Center to seriously 
explore transdisciplinary coop-
eration between the fields of en-
gineering and social science. This 
is evidenced by the partnership 
between multidisciplinary groups 
at MCEER and Los Angeles Depart-
ment of Water and Power (LAD-
WP) on water and electric power 
systems, the partnership with the 
Federal Highway Administration 
(FHWA) and Caltrans on decision-
support software for improving 
traffic flow after major disasters, 
and the partnership with Califor-
nia and New York healthcare facili-
ties to development cost-effective 
retrofit strategies and emergency 
operations support software. 

Japan

Taiwan

China

England

Italy

Mexico

Venezuela

Hungary

Armenia

Australia

New Zealand

India

Spain

Costa Rica

Canada

Greece

Egypt

UNITED STATES

Ecuador
Indonesia

Iran

Philippines

Romania

Turkey

Guam

MCEERMCEER

Uzbekistan

Russia
Iceland

South
Korea

Malaysia

 Figure 2.  Countries with Joint Activities and Formal Agreements with NCEER/MCEER
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Phase 3

The third (current) phase fo-
cuses on achieving community 
resilience (Figure 3) in partnership 
with a variety of other organiza-
tions. It can be characterized by 
three additional distinctions. The 
first is an exploration of the ap-
propriate quantitative measures for 
estimating earthquake resiliency in 
a system or a community. This ef-
fort is motivated by the need for 
self-assessment of our progress 
toward realizing the Center’s vi-
sion and mission. It is hoped that 
the development of such metrics 
will provide a gauge for progress 
at the national level (effectiveness 
of National Earthquake Hazards 
Reduction Program (NEHRP)). 

The second is the expansion of 
the Center’s collaborative efforts 
with other EERCs in the United 
States and abroad. This is reflected 
in the major role that MCEER plays 
in Tri-Center research activities on 
transportation network studies, its 
role in aiding the development of 
and collaborating with the Asian-

Pacific Network of Centers of 
Earthquake Engineering Research 
(ANCER), and its full support and 
participation in the George E. 
Brown Jr. Network for Earthquake 
Engineering Simulation (NEES) en-
deavor.  

The third is to develop and docu-
ment many important research 
results into the forms of design, 
retrofit and operating guidelines, 
by engaging practicing profes-
sionals working synergistically 
together.  Over the years, the 
Center approach has facilitated 
the rapid advancement of knowl-
edge in selected thrust areas.  As 
a Center, it has the important mis-
sion to shorten the time required 
to implement new knowledge 
into improved engineering and 
management tools.

Earthquake 
Engineering 
Perspective

From the viewpoint of earth-
quake engineering, one may 
paraphrase the three phases of 
NCEER/MCEER development 
into research themes – overarch-
ing areas in which progress was 
made only because of the Center 
infrastructure.
•  New technology-based earth-

quake engineering: Based on 
state-of-the-art experimental fa-
cilities and interfaces with many 
technology-based disciplines 
(e.g., aerospace, mechanical, 
control systems, computer en-
gineering, etc.), development 
and application of advanced 
technologies in earthquake 
hazard mitigation and disaster 
response are rapidly becoming 
major research thrust areas in 

Earthquake Resilient Communities
Through Applications of Advanced Technologies

Cost-
Effective
Retrofit

Strategies

Infrastructures that Must be Available /
Operational following an Earthquake

Contributions from
MAE, PEER,
Other Partner
Organizations

MORE
EARTHQUAKE-

RESISTANT
URBAN

INFRASTRUCTURE
SYSTEM

MCEER
Contributions

 Figure 3.  Contribution of MCEER to Achieve Earthquake Resilient Communities 
through its Integrated Systems Approach
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earthquake engineering around 
the world.  MCEER can claim 
a leadership role in advancing 
several important research 
fronts (e.g., earthquake re-
sponse control technologies 
and remote sensing technolo-
gies) in this regard.

•  Nonstructural systems earth-
quake engineering: An empha-
sis on systems (of components) 
performance, fragility-based 
engineering investigations and 
functionality of critical sys-
tems has helped MCEER pave 
the way toward developing 
new knowledge to ensure the 
post-earthquake operability of 
electric power systems, water 
supply systems, highway net-
works and healthcare facilities.  
This advancement in systems-in-
tegrated consideration of struc-
tural and essential nonstructural 
components in the seismic per-
formance and functionality of 
critical facilities is a significant 
milestone in earthquake engi-
neering research.

•  Multidisciplinary earthquake 
engineering: Earthquake hazard 
mitigation and response activi-
ties are truly multidisciplinary 
activities and are the responsi-
bility of a collection of different 
organizations consisting of a va-
riety of professional expertise. 
The Center approach of MCEER 
successfully integrated essential 
knowledge areas (see Figure 1), 
resulting in the development of 
useful tools for the professional 
community that otherwise 
would have been difficult to 
achieve.  Examples of MCEER 
contributions include earth-
quake damage assessment and 
loss estimation methodologies, 
hazard mitigation and disaster 

response decision-support tech-
nologies, and various seismic 
design and retrofit engineering 
guidelines.

•  Development and implementa-
tion of codes and standards: 
The Center research team has 
collectively made many key 
contributions to the country’s 
most advanced building codes 
and seismic guidelines over the 
years. Examples include next 
generation performance-based 
seismic design procedures 
(ATC-58), seismic design and 
retrofit guidelines for bridges 
and highway systems (NCHRP 
12-49 and FHWA-sponsored 
retrofit manuals), provisions 
for passive energy dissipation 
systems (2000/2003 NEHRP 
provisions and FEMA 273/274), 
and seismic design code for 
new construction in New York 
City.

The above highlights are impor-
tant examples of MCEER’s achieve-
ments as a research center.  They 
are the beginning, rather than the 
end of new horizons in earthquake 
engineering research.  MCEER is 
well-positioned today to con-
tinue its Center approach, with 
well-established cornerstones in 
experimental and analytical-based 
investigations, education, techni-
cal publications, industry out-
reach, and in obtaining first hand 
information on lessons learned 
from recent major earthquakes 
through its national and interna-
tional partnerships and collabora-
tive efforts.

Looking Ahead
While MCEER can rightfully 

claim many significant accomplish-
ments and contributions in the 
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field of earthquake engineering, its 
success as a Center must include 
the realization of its far-reaching 
vision of integrating research, 
education and outreach into an 
accessible and operational plat-
form for continued development 
toward establishing earthquake 
resilient communities. 

While great strides have been 
made in building team efforts that 
combine experts from various 
disciplines in engineering and the 
social sciences, the Center is ready 
to expand its leadership role to 
emphasize the research-education 
interface. This added focus can be 
fostered by the development of 
innovative multidisciplinary educa-
tional programs that will prepare 
future generations of earthquake 
engineering professionals and 
enrich the toolset available to en-
gineers currently in practice. 

To add this emphasis to the 
continuing focus on research will 
require the sustained commitment 
of the participatory academic in-
stitutions. In the long run, these 
educational institutions will be 
the ones to continue MCEER’s mis-
sion through the training of new 
professionals who will, in turn, 
continue to meet the challenge of 
establishing earthquake resilient 
communities. 

The final evaluation of MCEER 
must ultimately hinge on how 
successful it is in developing and 
implementing this research-edu-
cation interface, for only by chan-
neling the invaluable information 
gained through research into edu-
cation and outreach programs can 
progress be made toward the real-
ization of truly earthquake resilient 
communities in the future.
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Analysis and Simulation of Earthquake Strong 
Ground Motion for Earthquake Engineering 
Applications

by Apostolos S. Papageorgiou 

 Research Objectives

The objectives of this task are to conduct research on seismic hazards, 
and to provide relevant input on the expected levels of these hazards to 
other tasks. Other tasks requiring this input include those dealing with 
inventory, fragility curves, rehabilitation strategies and demonstration proj-
ects. The corresponding input is provided in various formats depending 
on the intended use: as peak ground motion parameters and/or response 
spectral values for a given magnitude, epicentral distance and site condi-
tions; or as time histories for scenario earthquakes that are selected based 
on the disaggregated seismic hazard mapped by the U.S. Geological Survey 
and used in the NEHRP Recommended Provisions for the Development of 
Seismic Regulations for New Buildings (BSSC, 1998).
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National Science Foundation, 

Earthquake Engineering 
Research Centers Program
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Apostolos S. Papageorgiou, 

Professor, Gang Dong, 
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George Mavroeidis, 
Kristel-Carolina Meza-
Fajardo (Fulbright 
Scholar) and Fangyin 
Zhang, Graduate 
Students, Department 
of Civil, Structural and 
Environmental Engineering, 
University at Buffalo

We have developed the capability to synthesize/simulate earthquake 
strong motion over the entire frequency range, and for any source-

receiver distance of engineering interest. The same models that are used to 
simulate strong ground motion can also be used to predict various measures 
of ground motion  (e.g., amax , vmax , dmax , SA, PSV,  etc.) that are important 
for earthquake engineering design. The synthesis/simulation and prediction 
techniques of strong ground motion that we developed properly account 
for site effects and are valid for sites both near an extended fault/source 
as well as at far-field.

Originally, our goal was to focus our prediction efforts on Eastern North 
America (ENA). However, responding to the growing needs of MCEER 
researchers, we expanded the scope of our work to include the entire 
continental United States. Specifically, we calibrated our models to provide 
earthquake ground motion modeling and prediction capabilities for three 
types of tectonic regimes that characterize the continental United States:  
active tectonic regime (e.g., California), extensional tectonic regime (e.g., 
Nevada), and low seismicity tectonic regime (ENA).

The ‘tools’ that we developed are very practical (so that they can be used 
with ease by earthquake engineers), yet they are grounded on solid physical 
models that properly account for all the important aspects of seismic wave 
generation at the source, as well as propagation path and site effects.
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The user community for this research is both academic researchers 
and practicing engineers who may use the seismic input generated 
by the synthesis techniques that are developed under this task for a 
variety of applications. These include ground motions for scenario 
earthquakes, for developing fragility curves and in specifying ground 
motion input for critical facilities (such as hospitals) located in the 
eastern U.S.

���������
���������

���������
���������

2000-2001:
Papageorgiou et al., 
http://mceer.buffalo.edu/
publications/resaccom/0001/
rpa_pdfs/01papag.pdf

1999-2000:
Papageorgiou,
http://mceer.buffalo.edu/
publications/resaccom/9900/
default.asp#Contents

In parallel to the above efforts, 
we have performed basic research 
that focused in the areas of earth-
quake source radiation and local 
site effects. Specifically, we have 
developed mathematical models 
that can be used, for instance, 
to mathematically represent the 
sub-events that compose large 
earthquake events, and we have 
investigated and compared vari-
ous methods (e.g., “coda wave” 
methods, the “standard spectral 
ratio” method, the “H/V ratio” 
method) that have been proposed 
to quantify local site effects.

Strong Motion 
Synthesis Techniques

Our task is the synthesis of 
strong ground motion input over 
the entire frequency range of engi-
neering interest. There are two ap-
proaches for modeling earthquake 
strong motion:

(1) The Stochastic (Engineer-
ing) Approach, according to 
which, earthquake motion (accel-
eration) is modeled as Gaussian 
noise with a spectrum that is either 
empirical, or based on a physical 
model (such as the “Specific Bar-
rier Model”) of the earthquake 
source. This approach is expedient 

and therefore cost-effective, and 
has been extensively used in the 
past by engineers (using empirical 
spectra) and recently by seismolo-
gists (using spectra derived from 
physical models of the source). 
The intent of this approach to 
strong motion simulation is to 
capture the essential characteris-
tics of high-frequency motion at an 
average site from an average earth-
quake of specified size. Phrasing 
this differently, the accelerograms 
artificially generated using the En-
gineering Approach do not repre-
sent any specific earthquake, but 
embody certain average properties 
of past earthquakes of a given mag-
nitude.

(2) The Kinematic Model-
ing Approach was developed by 
seismologists. In this approach, 
the rupture process is modeled 
by postulating a slip function on 
a fault plane and then using the 
Elastodynamic Representation 
Theorem to compute the motion 
(e.g., Aki and Richards, 1980). 
There are several variants of this 
approach depending on whether 
the slip function (i.e., the func-
tion that describes the evolution 
of slip on the fault plane) and/or 
the Green functions are synthetic 
or empirical. The Kinematic 
Modeling Approach involves the 
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prediction of motions from a fault 
that has specific dimensions and 
orientation in a specified geologic 
setting. As such, this approach 
more accurately reflects the vari-
ous wave propagation phenomena 
and is useful for site-specific simu-
lations.

Stochastic 
(Engineering) 
Approach

Recognizing that the Stochastic 
Approach for synthesizing earth-
quake strong motion time histories 
is the most expedient method, 
ground motion synthesis efforts 
were initiated following this ap-
proach. We developed computer 
programs that may be used to: 
1. Estimate the mean/expected 

values of peak ground motion 
parameters (i.e., peak accelera-
tion, peak velocity and peak 
displacement), and spectral 
response amplitudes, based 
on Random Vibration Theory 
(e.g., Rice, 1944, 1945; Cart-
wright and Longuet-Higgins, 
1956; Shinozuka and Yang, 
1971; Soong and Grigoriu, 
1993);

2.  Simulate ground motions using 
the Stochastic (Engineering) Ap-
proach briefly described above 
(e.g., Shinozuka and Jan, 1972; 
Shinozuka and Deodatis, 1991; 
Boore, 1983; Grigoriu, 1995);

3. Simulate ground motion time 
histories that are compat-
ible with prescribed response 
spectra using the Spectral Rep-
resentation Method (Shinozuka 
and Deodatis, 1991; Deodatis, 
1996).

Various earthquake source mod-
els that have been proposed in the 

published literature [such as the 
Specific Barrier Model (Papageor-
giou and Aki, 1983a,b; 1985; 1988) 
and the w2-model (Brune, 1970; 
Frankel et al., 1996)] have been 
implemented (and are provided as 
options) in the above mentioned 
computer codes. Site effects are 
taken into account in the simulated 
ground motions by using the site 
classifications of the 1997 NEHRP 
Provisions (BSSC, 1998).

Of all the source models, we 
favor the Specific Barrier Model 
because it provides the most com-
plete, yet parsimonious, self-con-
sistent description of the faulting 
processes that are responsible for 
the generation of the high frequen-
cies, and at the same time provides 
a clear and unambiguous way of 
how to distribute the seismic mo-
ment on the fault plane. The latter 
requirement is necessary for syn-
thesizing near-fault (i.e., in the vi-
cinity of an extended source/fault) 
ground motions.

We calibrated the Specific Bar-
rier Model using three different 
extensive databases of recorded 
earthquake strong motions re-
flecting the characteristics of 
three types of tectonic regimes 
that characterize the continental 
United States: (1) active tectonic 
regime (e.g., California), (2) ex-
tensional tectonic regime (e.g., 
Nevada), and (3) low seismicity 
tectonic regime (ENA). Thus, the 
“scaling law” of the source spectra 
(i.e., how the spectral content of 
the seismic waves radiated by the 
source varies with earthquake mag-
nitude) was established for each 
one of the above tectonic regimes. 
Such a “scaling law” is necessary 
for the prediction/simulation of 
ground motion at any site of any 
one of the above tectonic regimes. 

����������������
��������
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��������

The practical tools and models 
used to simulate strong ground 
motion and predict various 
measures of ground motion 
developed in this task are used 
by researchers in the other 
thrust areas to develop scenario 
earthquakes, fragility curves, 
and ground motion input.
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(a) Inter-plate (b) Extensional

(c) Intra-plate

Halldorsson, 2004, PhD Thesis in preparation

 Figure 1.  Magnitude-Distance Characteristics of the Strong Motion Datasets 

Figure 1 displays the ‘Magnitude-
Distance’ space of the above 
datasets, while Figures 2, 3 and 4 
summarize the results of the fitting 
of the Specific Barrier Model to the 
datasets of each one of the tectonic 
regions. Specifically, Figures 2 and 
3 show the source spectra of the 
Specific Barrier Model fitted to the 
data of each one of the tectonic 
regions assuming “self-similarity” 
(Figure 2a) and disregarding self-
similarity (Figure 3a). [According 

to the assumption of self-similar-
ity, all earthquake events may be 
specified by a single parameter, 
say seismic moment M0, and that 
small events are similar to large 
ones. Self-similarity implies “geo-
metric similarity,” i.e., length L, 
width W and slip ∆u0  all scale as 
~M0

1/3 , and “physical similarity,” 
i.e., all nondimensional products 
of source parameters are the same, 
while the rupture velocity is con-
stant and all parameters with the 
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Halldorsson, 2004, PhD Thesis in preparation

 Figure 2.  (a) Self-similar far-field S-wave source spectra of the Specific Barrier Model as inferred from the regression to the data 
for each of the tectonic regimes. The inter-event residuals for (b) the inter-plate, (c) extensional and (d) intra-plate regimes are also 
shown. The inter-event trends apparent in the plots for the inter-plate and extensional regimes indicate a deviation from self-similar 
source scaling.

(a)

(b)

(c)

(d)

dimension of time scale as ~M0
1/3 

(Aki 1967).] Figures 2b,c,d and 
3b,c,d display the corresponding 
inter-event residuals. Clearly, the 
data reveal that the assumption 
of self-similarity does not hold 
in the strict sense for the active 
and extensional tectonic regimes 
(notice the linear variation of the 
inter-event residuals with Mw). 
Finally, Figure 4 displays the be-
havior of the residuals for each 

one of the tectonic regimes. The 
purpose of plots such as Figure 4 
is to reveal any significant biases 
in the fitting, or any trends with 
earthquake magnitude and/or 
source-station distance. The be-
havior of the residuals shown in 
Figure 4 confirms that the fitting 
of the Specific Barrier Model to the 
data is satisfactory.  

As we pointed out above, the 
Specific Barrier Model makes it 
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Halldorsson, 2004, PhD Thesis in preparation

 Figure 3. This figure shows the same information as Figure 2, except that in this case, the “non-self-similar” far-field S-wave source 
spectra of the Specific Barrier Model are shown for the inter-plate and extensional regimes. The corresponding inter-event residuals 
are displayed in (b), (c), and (d). It is evident that for all tectonic regions, the inter-event residuals do not exhibit any significant 
trends.

(a)

(b)

(c)

(d)

possible to simulate, in a consistent 
and physically plausible manner, 
near-fault ground motions. This 
feature of the model is especially 
significant for relatively densely 
populated urban areas located in 
the midst of tectonically active 
regions such as the Los Angeles 
(LA) Basin. For instance, it has 
been estimated that, for a profile 
of sites crossing the LA Basin, the 
10%-in-50 yr exceedance level 
(which is typically used in design) 
is generally dominated by MW 
6.75 events within ~20 km of 

the site (Field et al., 2000). The 
fault-normal component (i.e., the 
component normal to the strike 
of the fault; “strike” is the direc-
tion defined by the intersection 
of the fault plane with the free 
surface of the earth) of ground 
velocity recorded at a station in 
the vicinity of a fault and located 
in the forward (relative to the 
propagating rupture front) direc-
tion is characterized by a pulse of 
intermediate to long period. Such 
near-fault velocity pulses have in-
tense amplitude (A ~ 100 cm/sec) 
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Halldorsson, 2004, PhD Thesis in preparation

 Figure 4.  Summary of the behavior of residuals for (a) the inter-
plate, (b) the extensional, and (c) the intra-plate tectonic regions 
based on the “non-self-similar” source scaling. The figures display 
as a function of oscillator period the (i) mean residual bias (top), 
and the slope of a straight line fitted through the residuals plotted 
vs. (ii) log-distance (middle) or vs. (iii) magnitude (bottom). In all 
cases, the residuals are near zero and exhibit no significant trends.

(a)

(b)

(c)

and are the result of directivity (for 
appropriate source mechanisms, 
such pulses may be the result of 
the combined effects of directivity 
and permanent translation; for a 
complete and detailed discussion 
see Mavroeidis and Papageorgiou, 
2003). Figure 5 displays near-fault 
strong ground motion records 
with ‘distinct’ velocity pulses.

We have proposed a simple, 
yet effective, analytical model to 
mathematically represent such 
near-fault directivity pulses. The 
model adequately describes the 
impulsive character of near-fault 
ground motions both qualitatively 
and quantitatively. In addition, it 
can be used to analytically repro-
duce empirical observations that 
are based on available near-source 
records. The input parameters of 
the model have an unambiguous 
physical meaning. The proposed 
analytical model has been calibrat-
ed using a large number of actual 
near-field ground motion records. 
It successfully simulates the entire 
set of available near-fault displace-
ment, velocity and, in many cases, 
acceleration time histories, as well 
as the corresponding deformation, 
velocity and acceleration response 
spectra. Figure 6 shows a sample 
of synthetic waveforms (red trace) 
fitted to actual near-fault records 
(gray trace) along with the cor-
responding 5% damped elastic 
response spectra.

The same mathematical model 
has been exploited for the in-
vestigation of the elastic and 
inelastic response of the single-
degree-of-freedom (SDOF) system 
to near-fault seismic excitations 
(Mavroeidis et al., 2004). A para-
metric analysis of the dynamic 
response of the SDOF system as a 
function of the input parameters of 
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the mathematical model was per-
formed to gain insight regarding 
the near-fault ground motion char-
acteristics that significantly affect 
the elastic and inelastic structural 
performance.

A parameter of the mathemati-
cal representation of near-fault 
motions, referred to as “pulse 
duration” (TP), emerges as a key 
parameter of the problem under 
investigation. Specifically, TP is 
employed to normalize the elastic 
and inelastic response spectra of 
actual near-fault strong ground mo-
tion records. Such normalization 
makes feasible the specification 
of design spectra and reduction 
factors appropriate for near-fault 
ground motions. The “pulse dura-
tion” (TP) is related to an important 
parameter of the rupture process 
referred to as “rise time” (τ) that 
is controlled by the dimension of 
the sub-events (“barrier interval” 
2ρ0) that compose the main-shock. 

(a) Velocity (b) Acceleration Time Histories

 Figure 5.  Near-Fault Strong Ground Motion Records with ‘Distinct’ Velocity Pulses (see Table 1 in Mavroeidis 
and Papageorgiou, 2003)

From the variation of TP vs “mo-
ment magnitude” (Mw) (Figure 
7a) and the scaling of the sub-event 
size (2ρ0) with Mw (Figure 7b), we 
inferred that t ∼ (1/2)TP. [The “rise 
time” (τ) is the time that it takes for 
a representative point of the fault 
plane to complete its slip.] 

Parameters TP and A can be 
utilized to effectively normalize 
the elastic and inelastic response 
spectra of SDOF systems subjected 
to actual near-fault records. Such 
normalization makes feasible the 
specification of normalized de-
sign spectra for near-fault ground 
motion excitations of different 
earthquake magnitude ranges. 
The Veletsos-Newmark-Hall equa-
tions for reduction factors can be 
used for near-fault ground mo-
tions provided that normalized 
response spectra are used along 
with appropriately selected values 
of (Tn/TP)a, (Tn/TP)b, and (Tn/TP)c.  
Average elastic spectra for near 
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Mavroeidis et al., 2004

 Figure 6.  Sample of synthetic waveforms (red trace) fitted to actual near-fault records (gray trace). Ground motion time 
histories (displacement, velocity and acceleration series), as well as the corresponding 5% damped elastic response 
spectra, are illustrated.

1987 Whittier Narrows, CA, USA Earthquake (M   = 6.0) - Station DOW - FN Compw

w1980 Mexicali Valley, Mexico Earthquake (M   = 6.4) - Station VCT - FN Comp

w1979 Imperial Valley, CA, USA Earthquake (M   = 6.5) - Station E05 - FN Comp

fault ground motions (along with 
appropriate reduction factors for 
various values of ductility) have 
been proposed by Mavroeidis et 
al. (2004).

Analytical modeling makes it 
feasible to make educated conjec-
tures about the character of near-
fault pulses for tectonic regions 

(such as Eastern North America) 
for which such recordings are very 
few or completely lacking. For ex-
ample, for Eastern North America 
(ENA), various investigators (e.g., 
Halldorsson and Papageorgiou, 
2004) have concluded that the 
value of the stress parameter (local 
stress drop) that controls the high 
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er duration) when compared to 
the corresponding pulses of inter-
plate events of comparable mag-
nitude. Halldorsson et al. (2003) 
explored the above hypothesis 
by investigating the very limited 
relevant strong motion database, 
and concluded that the above con-
jecture appears to be valid. This 
result, however, is very tentative 
and requires more data to be firmly 
established or refuted.

Kinematic Modeling 
Approach

In the 1990’s [when MCEER was 
known as the National Center for 
Earthquake Engineering Research 
Center (NCEER)] we had devel-
oped a computer code implement-
ing a method, referred to as the 
“Discrete Wave-number Method,” 
originally proposed and developed 
by Bouchon and Aki (1977) and 
Bouchon (1979). The method is a 
very efficient computational tech-
nique that can be used to compute 
the wave-field [i.e., displacements 
and differential motions (i.e., 
strains)] generated by a seismic 
source (such as a shear fault) in 
layered homogeneous isotropic 
elastic half-space (for a discussion 
of the method see Spudich and 
Archuleta, 1987; Bouchon, 2003). 
We have used the code to com-
pute the wave field generated by 
the 1994 Northridge earthquake 
(Zhang and Papageorgiou, 1995, 
1996; Papageorgiou, 1997). [Fig-
ure 8, which displays snapshots of 
the horizontal component of dis-
placement of the 1994 Northridge, 
California earthquake (taken from 
Papageorgiou 1997; originally 
presented by Zhang and Papageor-
giou, 1995), was generated using 
our computer code.] Recently, 

frequency amplitudes of source 
spectra of intra-plate sources is 
higher when compared to that of 
inter-plate sources. Furthermore, it 
has been conjectured that the rise-
time of intra-plate sources may be 
shorter when compared to that of 
inter-plate events of comparable 
size. In view of these observations, 
one would expect the near-fault ve-
locity pulses to be “sharper” (i.e., 
to have larger amplitude and short-
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 Figure 7.  (a) Variation of pulse period (TP) with moment magnitude 
(Mw): empirical relationships obtained by least squares fit with and 
without the assumption of self-similarity based on forward directivity 
pulses only. (b) Variation of the barrier interval (2r0) with moment 
magnitude (Mw) for major earthquakes in California.
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Papageorgiou, 1997

 Figure 8.  Snapshots of the Horizontal Component of Displacement of the 1994 Northridge, California 
Earthquake using the Rupture Model of Wald et al. (1996)
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Bouchon (1997) extended the 
“Discrete Wave-number Method” 
to compute the evolution of stress 
on the causative fault plane of an 
earthquake. 

In order to investigate the rela-
tion of the near-fault velocity pulse 
waveform to the slip and stress spa-
tio-temporal history over the fault 
plane, we proposed to investigate 

Mavroeidis, 2004

 Figure 9.  Recorded (black trace) and synthetic (gray trace) near-fault ground motion time histories and S-wave isochrones for se-
lected stations that recorded the 1989 Loma Prieta earthquake. Tomographic images of the static slip offset, static stress drop, and 
strength excess  along the strike and dip directions are also illustrated.
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events that produced near-fault 
strong motion recordings and for 
which reliable tomographic images 
of the evolution of slip have been 
inferred by inversion. In order to 
accomplish the above-stated goal, 
we implemented (Mavroeidis, 
2004) Bouchon’s (1997) method 
for the computation of the spa-
tio-temporal evolution of various 
measures of stress change (e.g., 
strength excess, dynamic stress 
drop, static stress drop) over the 
fault plane, and we related the 
slip distribution and the above 
measures of stress change to the 
near-fault velocity pulses using the 
concept of “isochrone” curves. 
Figure 9, taken from Mavroeidis 
(2004), displays tomographic 
images of the static slip offset, 
static stress drop, and strength 
excess over the fault plane along 
with recorded (black trace) and 
synthetic (gray trace) near-fault 
ground motion time histories and 
S-wave isochrones for selected sta-
tions that recorded the 1989 Loma 
Prieta earthquake. Images such as 
Figure 9 reveal the factors that con-
tribute to (and therefore control) 
the generation of near-fault intense 
pulses.

Mathematical Models 
of Sub-events

In a series of papers (Dong and 
Papageorgiou, 2002a,b; 2003; 
2004), we have developed closed-
form mathematical expressions 
regarding the seismic radiation of 
a general family of crack models. 
Such models can be used to rep-
resent sub-events of a main earth-
quake event in source models such 

 Dong and Papageorgiou, 2002b

 Figure 10. (a) Three-dimensional perspective of an 
asymmetrical circular crack model. The gray area 
near the periphery of the crack represents a zone 
over which the rupture front decelerates until it stops 
completely at the edge of the crack. (b) The accelera-
tion pulses radiated when the rupture front enters into 
the ‘deceleration zone.’

Receiver

(a)

(b)

as the “Specific 
Barrier Model.” 
Such math-
ematical models 
are very useful 
because, among 
other things, 
they provide a 
quantitative re-
lation between 
important source 
p a r a m e t e r s 
[such as “stress 
drop” ∆σ, rup-
ture front geom-
etry (curvature) 
and kinematics 
(rupture veloc-
ity variations)] 
and the radiated 
seismic field. For 
example, such 
models quantify 
the directivity ef-
fects of rupture 
front kinemat-
ics on the radi-
ated acceleration 
pulses at near-
field, and thus 
complement 
the model that 
we proposed 
(and summa-
rized above) for 
the near-fault 
velocity pulses. 
Figure 10 shows 
the acceleration 
pulses (Figure 
10b) radiated 
by an asymmetrical circular crack 
model (Figure 10a) when the rup-
ture propagation is decelerated 
and eventually arrested at the pe-
riphery of the crack. 
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Site Effects
The unprecedented recorded 

database generated by the 1999 
Chi-Chi, Taiwan, earthquake and 
its aftershocks provides a unique 
opportunity to investigate site 
effects on earthquake ground mo-
tion. We analyzed strong motion 
data [recorded by the seismic 
network of Taiwan Strong Motion 
Instrumentation Program (TSMIP) 
during the main event and 33 af-
tershocks of 1999 Chi-Chi, Taiwan, 
earthquake (ML 7.6)] (Figure 11) 
and short period data [recorded 
by the network of Central Weather 

Bureau Seismic Network equipped 
with 3-component Teledyne-Geo-
tech S-13 seismometers; this data 
set consists of 5,499 records gen-
erated by 108 events (2.90 < ML < 
4.97)] (Zhang and Papageorgiou, 
2004a). The strong motion data 
were grouped according to peak 
ground acceleration (PGA). Site 
amplification was inferred using 
three techniques: (1) General-
ized Inversion of S-waves; (2) H/V 
method (i.e., the ratio of the spec-
tral amplitudes of the horizontal 
and vertical components of mo-
tion); (3) Coda-wave inversion. 
Coda waves from both short pe-
riod and strong motion data were 
used. As reference sites for the 
generalized inversion, we selected 
stations that have been classified as 
belonging to site class B. The site 
amplification estimates obtained 
using the abovementioned three 
different techniques are reason-
ably close to each other for weak 
motions (< 0.1 g). The presence 
of nonlinearity, due to the inten-
sity of ground motion, was clearly 
identified at several stations that 
recorded both strong (> 0.2 g) as 
well as weak (< 0.1 g) motions 
(Figure 12). Finally, we correlated 
site amplification with geologic 
formation (i.e., classification based 
on geologic age), and NEHRP clas-
sification, and we concluded that 
the latter classification provides 
the smaller scatter.

Using the short period data, we 
also investigated the attenuation 
characteristics of Taiwan (Zhang 
and Papageorgiou, 2004b). Spe-
cifically, using the “coda decay 
curve,” we estimated the coda at-
tenuation Qc, and while using the 
“Coda Normalization Method” 
we estimated the S-wave attenua-
tion QS. Furthermore, we used the 

Zhang 2004, PhD Thesis in preparation

 Figure 11.  Distribution of the stations of the seismic network of 
Taiwan Strong Motion Instrumentation Program (TSMIP) that 
recorded the 1999 Chi-Chi earthquake and its most significant af-
tershocks (indicated by stars) on a geological map of the island 
of Taiwan.
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 Zhang 2004, PhD Thesis in preparation; 
modified from Figure 3.10 of Sato and Fehler, 1998

 Figure 13. Comparison of the scattering coefficient g0 (indicated by the 
red continuous and dashed lines), as inferred at two stations, CML and 
SML in Taiwan, with that of other tectonically active regions. 

“Multiple Lapse Time Window” 
(MLTW) method to resolve the to-
tal attenuation Qt into scattering Qs 
and intrinsic Qi attenuation, as well 
as the scattering coefficient g0 (for 
a description of the above methods 
of data analysis, we refer the reader 
to Sato and Fehler, 1998). Based 
on the results of our analysis, we 
observed that the coda attenuation 
Qc is close to the intrinsic attenu-
ation Qi, which agrees with the 
results of previous investigations. 
The total attenuation Qt, is close 
to that obtained from the Coda 
Normalization Method. The scat-
tering coefficient is estimated to 
be ~ 4-8 ·10-3 km-1, consistent with 
(yet closer to the lower side of) es-
timates of this parameter for other 
tectonically active regions (Figure 
13). Attenuation and scattering 
characteristics (and correspond-

ing parameters) of a region are 
necessary input in the simulation 
of realistic Green’s functions of 

Zhang 2004, PhD Thesis in preparation

 Figure 12.  Comparison at two stations (classified as NEHRP class D) of the site amplification factor from weak (< 0.1 g) 
and strong motions (> 0.2 g). Notice that the amplification factors of the weak motions are roughly a factor of ~2 larger 
than the amplification factors of the strong motions, suggesting the presence of nonlinear effects.
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 Meza-Fajardo 2004, MSc Thesis in preparation

 Figure 14.  The response of a structure (modeled as a cylindrical shaft and supported on an elastic, homogeneous and isotropic half-
space) to near fault pulses. The right panel (a) displays the absolute and relative (to the foundation) twist of the top of the structure 
along with the twist of the structure at the foundation level. At the left panel (b), the relative (to the foundation) twist of the top of the 
structure is displayed again, along with the free-field near-fault pulse that represents the excitation.

t

Relative Twist

(a) (b)
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t

the lithosphere, which, in turn, 
are necessary for the synthesis of 
earthquake ground motion.

Conclusions and 
Future Research

We have developed simple, yet 
effective, models for analyzing and 
simulating strong ground motion 
for earthquake engineering ap-
plications. Using the “Stochastic 
(Engineering) Approach,” the 
simulated time series may account 
for near-fault effects, if necessary. 
However, the simulation tech-
niques that we have developed so 
far do not account for the long pe-
riod surface waves (usually  T ~ 3 
sec and longer) that are generated 
in a sedimentary basin, (i) from 
the conversion of body waves at 
the edges of the basin, if the seis-
mic source is located outside the 
basin (e.g., 1952 Kern County; 
1971 San Fernando; 1990 Upland; 
1992 Landers; 1994 Northridge; 
1999 Hector Mine), or (ii) from 
channeling of seismic energy in 
the waveguide of the sediments 
in the form of surface waves, if 
the source is located in the basin 

(e.g., 1979 Imperial Valley earth-
quake). Such waves affect the 
long-period structures, such as 
long-span bridges, and high-rise 
buildings. From the above list of 
earthquakes, it is evident that ba-
sin-edge-generated surface waves 
are an important consideration for 
long-period structures located in 
the LA Basin.

We would like to expand the 
capability of our simulation 
techniques and incorporate such 
waves in the synthetic motions 
for sites where the conditions are 
conducive for such waves. The 
technique that we propose to use 
is based on the physics of surface 
wave propagation and incorpo-
rates the dispersion character-
istics of the sedimentary deposit 
(i.e., group and phase velocities). 
Incorporation of such waves, with 
the appropriate arrival time, in the 
synthetic motions will render the 
simulated time-series non-station-
ary with respect to their frequen-
cy content. In the past, earthquake 
engineers proposed simulation 
techniques of non-stationary pro-
cesses (e.g., Grigoriu et al., 1988). 
We would like to explore how our 
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Engineering Seismology 
Laboratory:
http://civil.eng.buffalo.edu/
engseislab/

USGS National Seismic 
Hazards Project of the 
Earthquake Hazards 
Program:
http://geohazards.cr.usgs.gov/
eq/
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Zhang and Papageorgiou, 1996; 
Gomberg, 1997; Mavroeidis, 
2004), we are currently investigat-
ing the torsional response of struc-
tures to such motions (Figure 14; 
Meza-Fajardo and Papageorgiou, 
2004). Similarly, recognizing that 
the basin-generated surface waves 
may be detrimental for long period 
structures, we have developed an 
analytical model of a suspension 
bridge tower-pier system and 
are currently investigating its re-
sponse to such waves (Dong and 
Papageorgiou, 2004; manuscript in 
preparation).
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Geographical information systems (GIS) are well suited for database 
collection and management related to geographically dispersed 

networks.  Access to and management of GIS through the Internet allows 
for effective, multi-user development and applications of databases for 
lifeline and hospital systems; a platform for the dynamic assembly of data 
and rapid response during post-earthquake reconnaissance and emergency 
operations: and a broadly used medium for education at the university, 
K-12, and local community levels.

GIS technology for earthquake engineering is well established, with 
research focused on assessing the seismic damage of underground infra-
structure (O’Rourke et al., 2004; Shinozuka et al., 2003a; Toprak et al., 
1999), liquefaction modeling (Bardet and Hu, 2003; Bardet et al., 1999) 
reconnaissance and recovery  (Eguchi et al., 2003); evaluating electrical 
power systems (Shinozuka et al., 2003b), water supply networks (O’Rourke 
et al., 2001), and earthquake warning systems (Jia et al., 2003).  Conversely, 
other GIS practitioners have made extensive use of Internet Map Server 
(IMS) technology (Peng, 1997; Jones, 2000; Singh, 1999; Lembo, 1999).  
Studies show an exponential growth rate in the use of Internet GIS be-
tween 1996–2000 (Peterson, 2003; Peterson, 1999), with integration of 

Advanced Web-based GIS Management Technology
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 Research Objectives

The objective of this research is to develop an Internet-based geographic 
information system (GIS) management process for earthquake engineering. 
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and geographical information system (GIS) technologies to create web-ac-
cessible databases and data management procedures for geographically 
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tion, and regional complexes of acute care facilities. Applications of the 
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web based services (Evans, 1999), 
and online cartographic produc-
tion (Peterson, 1997).

This paper describes MCEER 
activities to combine GIS and IMS 
technology for earthquake engi-
neering.  The strategy adopted by 
MCEER is to internalize map server 
technology with the user’s desk or 
laptop GIS so that access, queries, 
and database management can be 
performed directly over the Inter-
net for maximum operational effi-
ciency.  The technology approach 
being developed by MCEER is de-
scribed, as are its applications to 
hospitals, lifelines, post-earthquake 
reconnaissance and emergency re-
sponse, and education.

Hospital and 
Geotechnical 
Databases

A detailed survey was con-
ducted of 186 hospital facilities in 
northern and southern California, 
covering 1,072 buildings, which 
represent 43% of the total number 
of acute care facilities in the state 
(Lew et. al, 2004).  The survey was 
a collaborative effort undertaken 
by MCEER researchers at Cornell 
University and RPI, MACTEC En-

gineering and Consulting, Inc., 
Los Angeles, and the California 
Office of Statewide Planning and 
Development (OSHPD).  Informa-
tion was collected and summarized 
regarding facility name; location; 
buildings per site; number of 
licensed and general acute care 
(GAC) beds; structural perfor-
mance category (SPC) ratings; 
liquefaction, landslide, tsunami/
seiche, surface faulting, seismi-
cally induced flooding potential, 
and seismic motion hazards; and 
building characteristics.  The infor-
mation was used for a statistical 
assessment of the hospital sites 
and systematic evaluation of the 
main geotechnical factors that 
will affect hospital performance 
in future earthquakes.  The study 
shows that approximately 20% of 
the hospital sites investigated are 
vulnerable to soil liquefaction. 
Liquefaction potential, in terms 
of vertical ground movement and 
lateral spread, are summarized for 
32 different sites.  

MCEER researchers have taken 
advantage of the unique oppor-
tunities for data mining with the 
OSHPD hospital site information 
by creating a web-based center 
for subsurface data and borehole 
information in GIS format. Bore-

Primary users of the research will include researchers who need 
to obtain earthquake engineering related data for acute care facilities 
in California. The information can be queried through the Internet 
Map Server, or copied and downloaded to a local computer for more 
in-depth analysis. The technology used allows for rapid implementa-
tion that will be helpful in assisting post-disaster damage detection 
and restoration through making up-to-date information immediately 
understandable and accessible through the Internet. This research 
will also provide educational tools to be used at the graduate, under-
graduate, K-12, and local community levels.
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hole and subsurface information 
are being collected and digitized 
from the hospital site engineering 
geologic reports.  This information 
is then linked to GIS maps of hos-
pital sites and boring locations in 
two steps.  First, the borehole data 
are scanned and made accessible 
through the web by hyperlink to 
borehole log images.  Links can 
also be created to the geotechni-
cal reports in pdf format.  This 
first step allows for relatively 
rapid creation of the website and 
dissemination of information at a 
rudimentary level.  The second 
step involves transferring the bore-
hole data into relational database 
software.  The relational database 
will connect with the web-based 
GIS so users can click on borehole 
and query data and use them for 
analysis purposes.  

In developing an architecture 
and process for web-based GIS data 
management, MCEER research-
ers have been in contact with 
investigators at the University of 
Southern California (USC), South-
ern California Earthquake Center 
(SCEC), California Geologic Survey 
(CGS), US Geologic Survey (USGS), 
Pacific Earthquake Engineering 
Research Center (PEER) and COS-
MOS.  There are many existing 
databases and GIS platforms used 
by these organizations, and several 
activities are underway with input 
from a large user community.  
These activities involve the PEER/
COSMOS Project on Archiving and 
Web Dissemination of Geotechni-
cal Data (http://geoinfo.usc.edu/
gvdc) and the Geotechnical Infor-
mation ITR Project at USC (http:
//geoinfo.usc.edu/itr).  

To promote open access and 
continuing integration of data 
sets from multiple users, the 

central hub concept described 
by Stepp et al. (2001) has been 
expanded to multiple sites. In the 
MCEER approach, web servers 
at various user/developer sites 
contain data, metadata, and/or in-
dices that permit access through 
various linked databases from 
various contributors.  Whereas ac-
cess to the web server, or hub, is 
achieved conventionally through 
an intermediate portal with a map 
server, the MCEER approach uses 
software that combines the map 
server with the desktop (or laptop) 
GIS for direct contact and query of 
geotechnical information.

Web-based GIS 
Management

The ideal characteristics of a 
geographical central repository are 
the ability to store large amounts 
of data and support multiple 
graphics per site.  The GIS must 
support spatial query functionality 
such that the data are accessible 
and easily manipulated by users.  
The data repository must be easy 
to maintain and update.  Finally, 
access to the GIS website should 
require as little additional software 
as possible, preferably only an In-
ternet browser.

While there are numerous ways 
to publish geographic information 
on the Internet (Peng and Ming, 
2003), commercially available GIS 
software primarily focuses on two 
distinct methods.  The first option 
we refer to as External Map Server 
Technology (EMST).  As shown in 
Figure 1, this conventional IMS 
approach requires a separate map 
server that is only loosely connect-
ed with the GIS.  In addition, only 
those services developed within 
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The development of an 
Internet-based GIS database for 
acute care facilities and other 
geographically disperse data 
can be integrated into research 
being carried out in all three 
thrust areas.
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the map server are available to 
Internet developers.  Users are 
not actually working with the na-
tive GIS software, but rather with 
a middleware product whose level 
of connectivity with the desktop 
GIS varies. 

Recent architectural develop-
ments use the desktop GIS as an 
engine to create IMS applications. 
Similar to Figure 1, the desktop 
GIS software merely produces 
a file the map server can then 
read.  Therefore, the application 
still requires the purchase of 
separate middleware, and all GIS 
functions must be written for the 
map server.  Only those functions 
exposed within the map server 
would be available to the IMS de-
veloper.  While particular queries 

or functions can be utilized in the 
desktop GIS, they are not available 
in the IMS application.  The func-
tions must be re-written using the 
separate map server product for 
these queries to be available to 
Internet-based users.

An alternative strategy we refer 
to as Internal Map Server Technol-
ogy (IMST), has been adopted by 
MCEER researchers that uses a 
low-cost desktop GIS software 
product, Manifold GIS, with an 
embedded map server. Manifold 
is a fully functional GIS (Lembo, 
2004), and implements the emerg-
ing IMS technology illustrated in 
Figure 2.   Using IMST, much of 
the functionality within the desk-
top GIS is immediately available 
for use on the Internet.  Also, al-

 Figure 1.  Conventional External Map Server Technology (EMST) approach uses a GIS loosely connected to a separate map server 
technology.  In some instances, the GIS is not connected to the map server at all. 

Figure 1

Web
Server

Function Set C

Function Set B

Function Set A

Map Server: 
separate application
from  desktop  GIS

Desktop GIS 
Software

and
Functions

Traditional Technology

 Figure 2.   Emerging Internal Map Server Technology (IMST) showing the integration of the map server 
component within the desktop GIS software.  This approach enables the same toolset within the desktop 
GIS to be available for the Internet developer. 
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lowing the desktop GIS to be the 
actual map server exposes all data, 
queries, and cartographic display 
parameters to Internet users.   

Table 1 lists the benefits of 
IMST.  The attributes of the IMST 
approach are consistent with the 
ideal characteristics of a geographi-
cal central repository in its ability 
to store large data sets, support 
multiple graphics, allow for easy 
access and manipulation of data, 
and work with minimal additional 
software.

MCEER Web-based 
GIS Technology

This project began with the col-
lection and conversion of hardcopy 
geotechnical data for acute care 
facilities into digital format.  The 

digital data was then structured in 
a GIS format.  Other, ancillary da-
tabases were integrated within the 
project to augment the geotechni-
cal data.  Some of the data sources 
integrated within the spatial data-
base included political boundaries, 
major and minor roads, and water 
features from the California Spatial 
Information Library (http://gis.ca.
gov/).   Liquefaction and landslide 
hazard data were obtained from 
the California Geological Survey 
(http://gmw.consrv.ca.gov/shmp/).  
Over 190 GB of digital orthophoto 
imagery from the USGS is linked to 
the site through a remote server 
that stores the imagery in an Im-
age Web Server.  Also, borehole 
data from researchers at USC is 
currently under review to deter-
mine its possible use within the 
system.  

Benefit Description

Ease of Use Microsoft Windows-based system, with an easy to use graphical user 
interface.

Cost Comparatively low cost that includes both GIS and map server technology.

Ease of Administration No separate middleware product; no additional software needed to publish 
the GIS application on the Internet, with the exception of an Internet web 
server.  

Expanded Spatial SQL Operators Software utilizes structured query language (SQL) in addition to spatial 
operators built within SQL to perform sophisticated GIS tasks.  When 
Spatial queries with SQL are written in the desktop system, they are 
immediately available on the Internet.  

Web Server Built into GIS Software IMS is built directly within the desktop GIS software. All data, cartographic 
rendering, and queries are immediately available for Internet use, without 
the need for separate map server software, or reprogramming queries, data, 
or cartographic rendering within a separate product.

Pack and Ship Philosophy Each GIS project file is a self-contained unit, allowing the entire desktop 
application to be copied and placed on another machine.  This is especially 
important for users who want access to the desktop GIS software to enable 
more flexible and faster use of the data.     

 Table 1.  Benefits of IMST for Web-based GIS
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The site provides basic naviga-
tion functions such as zoom and 
pan, and includes facilities for ob-
taining database information by 
clicking on an object (Figure 3).  
Once a facility is selected, users 

can display a scanned drawing of 
the facility (Figure 4).

Other capabilities include query-
ing geographic objects based on 
user defined criteria for facility 
characteristics such as liquefac-

 Figure 3.  Using the Identify button, a user can select a facility location and obtain informa-
tion on the particular facility. 

 Figure 4.  Selecting a facility site brings up a scanned drawing of the facility.
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tion, landslide, or tsunami po-
tential, lateral spread, or settling 
totals, distance and direction to 
the nearest fault, the nearest fault 
name for a facility, and the number 
of beds within the facility.  

Customized pull-down tools 
allow a user to select and zoom 
to a specific county, hospital facil-
ity (Figure 5), or select facilities 
within a certain distance from a 
liquefaction zone.   Once data is 
selected in a table, it may be eas-
ily copied into a spreadsheet for 
further analysis. 

Post Earthquake 
Reconnaissance and 
Emergency Response

GIS and IMS technology may as-
sist post-disaster damage detection 
and restoration because it makes 
geographic data immediately 
understandable and accessible 
through the Internet.   These 
technologies were used in the 

aftermath of the 2003 Bam, Iran 
earthquake (Adams et al., 2004).  
An interesting feature of the Bam 
activity was the use of portable 
notebooks, satellite imagery, and 
GPS technology directing respond-
ers to the hardest hit areas, using 
a preliminary regional damage 
assessment (Adams et al., 2003). 
More detailed damage informa-
tion, including the locations of 
collapsed buildings, were identi-
fied using high-resolution satellite 
coverage.   

The researchers indicated that 
back in the office, the datasets 
from the field were transferred to a 
GIS environment for further analy-
sis.  However, with the emerging 
technologies discussed in this 
work, much of the GIS and IMS 
activities can be provided directly 
on site as shown in Figure 6.  

The approach shown in Figure 
6 illustrates the integrated imple-
mentation of a low-cost pack and 
ship philosophy, combined GIS 
and web server technology, and 

 Figure 5.  Users can select individual facility names and zoom to the facility. 
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portable architecture.  Because 
the GIS itself acts as its own IMS, 
all the data and queries related to 
the specific site are available to 
1) users via the Internet through 
browser technology, 2) desk or 
laptop GIS software users through 
Internet connections or 3) direct 
copy of the primary map database 
to a desktop GIS user.  Addition-
ally, Open GIS Consortium (OGC) 
compliant databases storing very 
large spatial databases (gigabytes) 
of imagery, GIS basemaps, and 
geocoding databases can be ac-
cessed through a wide area net-
work. 

In this scenario, the base geospa-
tial data layers such as critical in-
frastructure, political boundaries, 
acute care facilities, and environ-
mental datasets are stored within 
a single map database.  Internet 
users have access to the data and 
queries using Internet browsers 
via the IMS.  The IMS application 
described in this paper contains 

approximately 200 mb of geo-
graphic data, compressed down 
to 56 mb.  Therefore, the data-
base and queries are easily shared 
among desktop researchers using 
CD-ROMs, USB portable drives, or 
even email attachments.  However, 
the application also links to USGS 
digital orthophotographs for the 
entire state of California.  

The database of digital ortho-
photographs contains 198 GB of 
imagery, stored on a remote server 
using a fast image processing tech-
nology.  Therefore, MCEER is not 
burdened with the task of main-
taining or storing the enormous 
amounts of digital imagery, but 
rather utilizes a virtual link to the 
database stored elsewhere.  Figure 
7 illustrates the integration of the 
digital orthophotographs with the 
acute care facilities and other geo-
graphic databases.

Using the emerging technolo-
gies also provides for rapid imple-
mentation.  For example, the 

 Figure 6.  GIS/IMS architecture to deploy geospatial data on-site for emergency response through 
Internet technology, and classical desktop GIS access. 
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architecture described in Figure 6 
was implemented using a laptop 
computer as the primary server.  
The loading of data, development 
of the IMS site, creation of example 
queries, and connection to third 
party OGC compliant databases 
was completed in less than one 
hour using a laptop computer as 
both the desktop and Internet map 
server.  This kind of rapid devel-
opment demonstrates a unique 
opportunity to assemble data for 
use by first responders within a 
very short period of time, using 
relatively inexpensive computer 
architecture. Thus, emergency 
responders would have the abil-
ity to access building plans and 
outside visuals of damaged build-
ings via laptop on their way to the 

site of a disaster. Rapid access to 
this type of information can help 
rescue efforts and promote safety 
of personnel.

Educational Uses
MCEER researchers at Cornell 

University have received a Faculty 
Innovation in Teaching Award 
(FIT) to develop an IMS based 
spatial display and exploration 
system (SPADES) to supplement 
course material (http://www.in
novation.cornell.edu/ ), and a 
grant from the National Aeronau-
tical and Space Administration 
(NASA) to develop courseware in 
geospatial information technology 
for Internet delivery (http://geowo
rkforce.olemiss.edu). The SPADES 

 Figure 7.  Integration of geospatial data collected for MCEER research, dynamically linked to a large 
image web server, hosting over 198 GB of digital orthoimagery. 
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system provides a repository of GIS 
data for students to work with, and 
facilitates geo-processing of data 
right in the students’ dormitory 
or the campus library.  GIS data 
files for laboratory exercises are 
stored on a university server, and 
ESRI-based IMS applications were 
developed to allow students access 
to the data and applications.  Not 
only do the IMS exercises allow 
students to perform geo-process-
ing over the Internet, but other 
students, with less experience 
using GIS, could become familiar 
with the technology from the com-
fort of their own dorm room.  Ad-

ditionally, data for demonstrations 
in lectures are available on the IMS 
site for use by the students to re-
inforce the concepts presented in 
the lecture.  Future activities will 
focus on expanding the IMS ap-
plication to include geotechnical 
information and analysis.

The IMS technology is also used 
to support classroom exercises at 
an elementary school in Ithaca, 
New York.  The technology makes 
use of Manifold’s IMST, allowing 
fifth-grade students to access 
geographic data related to state 
capitals from their classroom or 
homes.

 Figure 8.  Example of student IMS exercise that enables students with an Internet connection to per-
form laboratory-based exercises from their dormitory.  This example shows the integration of digital 
orthophotography, a Landsat satellite image, and a vector land cover map into a single IMS applica-
tion.  In this example, a student has selected a specific land cover polygon, created a buffer around 
the area, and selected all features falling within the buffer. 
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Future Directions
Satellite imaging, remote sens-

ing, and high-resolution aerial 
photography provide new capa-
bilities to capture and update in-
ventory information on the natural 
and built environment prior to an 
earthquake, and to provide near 
real-time damage assessments 
after an event (O’Rourke, 2003).  
Internet based mapping solutions 
provide an excellent repository for 
storing and accessing these data 
during and after an extreme event.  
The integration of very large spa-
tial databases and image web 
servers illustrates the possibilities 
of leveraging emerging technolo-
gies.  The emerging technologies 
used in this research allowed for 
the rapid creation of an advanced 
Internet-based GIS discovery and 
database management tool for 
acute care facilities, and provided 

a great deal of flexibility within 
the IMST architecture, creating 
the possibility to expand on this 
work by leveraging other emerging 
technologies such as broadband 
wireless communications, or per-
sonal digital assistants (PDA) for 
location-based services. 

These emerging technologies 
provide an opportunity to expand 
this research to include other life-
line systems, integration of state-
wide geocoding engines to locate 
any address within the State rather 
than just hospital locations, enable 
connectivity with other large In-
ternet based storehouses of geo-
graphic information, and provide 
a live link with other databases 
accessible on the Internet, thus 
providing a more dynamic visual-
ization of the geographic data.  Ad-
ditionally, MCEER related research 
is helping to develop many of the 
emerging technologies within 

 Figure 9.  Example of IMS technology for use by elementary school age children as an exploratory 
system of state demographic and political data. 
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commercial GIS software.  MCEER 
researchers at Cornell University 
are currently beta-testing new 
features associated with the IMST 
approach in collaboration with 
Manifold Systems.  The results of 
the beta testing have introduced 
new software functionality to sup-
port MCEER research.

These activities will provide an 
interesting test-bed to determine 
the appropriateness of a rapidly es-
tablished IMS site for use in emer-
gency response activities.

Concluding  Remarks
MCEER has assembled a unique 

database for California hospital 
sites that includes political bound-
aries, major and minor roads, water 
features, liquefaction and landslide 
hazard data, and digital orthophoto 
imagery. The opportunities for 
data mining with this database are 
being exploited through the cre-
ation of an Internet-based center 
for subsurface data and borehole 
information in GIS format.  MCEER 
has focused on an IMST approach 
that integrates map server capabili-
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ties with desk or laptop GIS for di-
rect access, queries, and database 
management through the Internet.  
This approach embodies substan-
tial benefits over relative conven-
tional IMS applications in the form 
of ease of use, lower cost, more 
effective administration, access 
to expanded spatial SQL opera-
tors, a web server built into the 
GIS software and adherence to a 
pack and ship philosophy.  In the 
MCEER approach, web servers at 
various user/developer sites con-
tain data, metadata, and/or indices 
that permit access through various 
linked databases from many con-
tributors. The technology under 
development at MCEER currently 
integrates databases from the 
USGS, the California Spatial Infor-
mation Library and the California 
Geological Survey in GIS format.  
The applications of the technology 
include characterization and deci-
sion support systems for lifeline 
networks, regional complexes of 
hospitals, emergency response and 
recovery, and educational tools at 
the graduate, undergraduate, K-12, 
and local community levels.
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 Research Objectives

This research provides an in-depth analysis of economic resilience to 
earthquakes.  It fine-tunes the definition to distinguish inherent and adaptive 
considerations, and it distinguishes the various levels at which resilience 
is operative.  It explicitly links resilience to the behavior of individuals, 
markets, and the regional macroeconomy, including disequilibrium aspects 
of each.  Finally, it examines the complementarities and tradeoffs between 
resilience and mitigation.  The research is intended to reduce losses from 
earthquakes by helping to capitalize on and enhance the resilience of busi-
ness and market operations.

The past decade has witnessed a number of devastating earthquakes 
in the U.S. and throughout the world.  As large as the economic 

losses from them have been, the outcomes could have been worse had 
steps not been taken before, during, and after the events.  Increasingly 
the emphasis has shifted to mitigation, or preventative actions taken be-
fore an earthquake to reduce loss (see, e.g., Mileti, 1999).  Mitigation can 
reduce the probability and magnitude of the stimulus.  It can also reduce 
our vulnerability.  However, even in the absence of mitigation, we have 
the ability to cushion or reduce loss through resilience.  

Economic resilience, as defined in this paper, refers to the inherent 
and adaptive responses to hazards that enable individuals and communi-
ties to avoid some potential losses.  It can take place at the level of the 
firm, household, market, or macroeconomy.  In contrast to the pre-event 
character of mitigation, economic resilience emphasizes ingenuity and 
resourcefulness applied during and after the event.  Also, while mitigation 
often emphasizes new technology (e.g., seismic warning) or institutions 
(e.g., insurance markets), resilience has greater behavioral emphasis.1  It 
focuses on the fact that individuals and organizations do not simply react 
passively or in a “business as usual manner” in the face of a disaster.  

Three difficulties confront researchers in the resilience arena.  At the 
conceptual level, there is the need to identify resilient actions, including 
those that may seem to violate established norms, such as rational behav-
ior.  At the operational level, it may be difficult to model individual, group, 
and community behavior in a single framework. At the empirical level, it 
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The operational definitions and models produced by this research 
should be of broad usefulness.  Business managers will be better able 
to assess the inherent role and potential to improve economic resil-
ience to earthquakes.  Utility managers will be better able to estimate 
losses from service disruptions.  Emergency planners will be better 
able to exploit the costless ability of market forces to reallocate scarce 
resources so as to minimize economic losses from earthquakes.

is especially difficult to gather data 
on resilience to specify models. 

The purpose of this paper is to 
summarize progress on all three 
planes.  First, we define several 
important dimensions of econom-
ic resilience. Second, we show 
how computable general equilib-
rium (CGE) modeling represents 
a useful framework for analyzing 
the behavior of individuals, busi-
nesses, and markets.  Third, we 
summarize recent progress in the 
conceptual and empirical model-
ing of resilience, including the 
incorporation of disequilibria and 
the recalibration of key behavioral 
parameters on the basis of empiri-
cal data.  Fourth, we use the results 
of a case study to illustrate some 
important issues relating to the 
subject.  

Defining Resilience 
and its Scope

Basic Definition

We begin by defining static 
economic resilience as the ability 
or capacity of a system to absorb 
or cushion against damage or loss 
(see, e.g., Holling, 1973; Perrings, 
2001).  A more general definition 
that incorporates dynamic consid-
erations, including stability, is the 

ability of a system to recover from 
a severe shock.

We distinguish two types of 
resilience:
•  Inherent – ability under normal 

circumstances (e.g., the ability 
to substitute other inputs for 
those curtailed by an external 
shock, or the ability of markets 
to reallocate resources in re-
sponse to price signals).  

•  Adaptive – ability in crisis 
situations due to ingenuity or 
extra effort (e.g., increasing in-
put substitution possibilities in 
individual business operations, 
or strengthening the market by 
providing information to match 
suppliers without customers to 
customers without suppliers).  

Resilience emanates both from 
internal motivation and the stimu-
lus of private or public policy 
decisions (Mileti, 1999).  Also, re-
silience, as defined in this paper, 
refers to post-disaster conditions 
and response, which are distin-
guished from pre-disaster activities 
to reduce potential losses through 
mitigation.  The consequences of 
these two approaches are not 
mutually exclusive, and below 
we shed some light on the influ-
ence of mitigation on resilience 
and visa versa. 

The concept of resilience ema-
nates from several sources.  For 
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community resilience to 
earthquakes.  It focuses on 
how private and public sector 
decisions influence important 
dimensions of this issue.  It will 
be tested in an application to 
the Los Angeles Demonstration 
Project.

example, Holling (1973) and oth-
er ecologists, as well as Perrings 
(2001) and other ecological econo-
mists, have defined it in terms of 
the broader concept of sustainabil-
ity as the capacity to absorb stress 
and shocks.  Tinch (1998) has enu-
merated several similar measures 
including:  stability, persistence, 
resistance, non-vulnerability, sto-
chastic return time and resilience.  
However, Perrings (2001; p. 323) 
notes:  “The property that most 
closely connects with the idea of 
sustainability as conservation of 
opportunity is resilience.”

In disaster research, resilience 
has been emphasized most by Tier-
ney (1997) in terms of business 
coping behavior and community 
response, by Comfort (1999) in 
terms of nonlinear adaptive re-
sponse of organizations (broadly 
defined to include both the public 
and private sectors), and by Petak 
(2002) in terms of system perfor-
mance. Recently, Bruneau et al. 
(2003; p. 3) have defined com-
munity earthquake resilience 
as “the ability of social units (e.g., 
organizations, communities) to 
mitigate hazards, contain the ef-
fects of disasters when they occur, 
and carry out recovery activities 
in ways that minimize social dis-
ruption and mitigate the effectors 
of further earthquakes.”  Further, 
they divide resilience into three 
aspects, which correspond to the 
concepts defined above in an eco-
nomic context.  First is reduced 
failure probability, which we  
view as equivalent to mitigation 
in this paper.  Second is reduced 
consequences from failure, which 
corresponds to our basic static 
definition of resilience.  Third is 
reduced time to recovery, which 
adds a temporal dimension to our 

basic definition.2  Note that in the 
infancy of conceptual and especial-
ly empirical analysis of economic 
resilience, we believe it is prudent 
to pin down fundamental consid-
erations first.  Dynamic aspects of 
resilience, including intertempo-
ral tradeoffs, system “flipping,” 
irreversibilities, and extreme non-
linearities, are beyond the scope of 
this paper.  In sum, Bruneau et al. 
(2003) have offered a very broad 
definition of resilience to cover 
all actions that reduce losses from 
hazards, including mitigation and 
more rapid recovery.  These refer 
to how a community reduces the 
probability of structural or system 
failure, in the case of the former, 
and how quickly it returns to nor-
mal in the case of the latter.  We 
have focused on the essence of 
resilience—the innate aspects of 
the economic system at all levels 
to cushion itself against losses in a 
given period.

Scope

There are several categories of 
loss from disasters (see, e.g., Rose, 
2004).  Although property damage 
has traditionally received the most 
attention, direct and indirect busi-
ness interruption losses can be just 
as prominent (see Tierney, 1997; 
Webb et al., 2000; Rose and Liao, 
2004).  Unlike property damage, 
which refers to structures (build-
ings, bridges, highways), business 
interruption refers to human 
operation of businesses, organiza-
tions and institutions.  Moreover, 
unlike the stock measure of prop-
erty, which incurs its damage 
during the relatively short period 
of the disaster stimulus, the flow 
measure of business interruption 
takes place for the relatively long 
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period of recovery.  Our analysis 
will focus on these flow measures,  
which will also be more useful for 
dynamic extensions.  

Resilience can take place at three 
levels:  
•  Microeconomic – individual 

behavior of firms, households, 
or organizations. 

•  Mesoeconomic – economic 
sector, individual market, or 
cooperative group. 

•  Macroeconomic – all individual 
units and markets combined, 
though the whole is not simply 
the sum of its parts, due to inter-
active effects of an economy.  

Examples of individual resil-
ience are well documented in 
the literature, as are examples of 
the operation of businesses and 
organizations (Tierney, 1997; 
Comfort, 1999).  What is often less 
appreciated by disaster research-
ers outside economics and closely 
related disciplines is the inherent 
resilience of markets.  Prices act as 
the “invisible hand” that can guide 
resources to their best allocation 
even in the aftermath of a disaster.  
Some pricing mechanisms have 
been established expressly to deal 
with such a situation, as in the case 
of non-interruptible service premia 
that enable customers to estimate 
the value of a continuous supply 
of electricity and to pay in advance 
for receiving priority service dur-
ing an outage (Rose and Benavides, 
1999).  

The price mechanism is a rela-
tively costless way of redirecting 
goods and services.  Price in-
creases, though often viewed as 
“gouging,” serve a useful purpose 
of reflecting highest value use, 
even in the broader social setting.  
Moreover, if the allocation does 
violate principles of equity (fair-

ness), the market allocations can 
be adjusted by income or material 
transfers to the needy.  

Of course, markets are likely 
to be shocked by disasters, in an 
analogous manner to buildings and 
humans.  In this case, we have two 
alternatives for some or all of the 
economy:  
•  substitute centralized decree 

or planning, though at a signifi-
cantly higher cost of administra-
tion;

•  bolster the market, such as in 
improving information flows 
(e.g., the creation of an infor-
mation clearing house to match 
customers without suppliers to 
suppliers without customers).  

The role of economic resilience 
in the extent of economic losses 
from disasters is summarized in 
Figure 1, in relation to other major 
loss reduction strategies—mitiga-
tion and recovery management.  
Both of these strategies can en-
hance innate economic resilience 
as defined in this paper, though 
to date this has not been a major 
emphasis of either.  Mitigation is 
typically oriented toward reducing 
the probability of failure and also 
reducing vulnerability through 
improved resistance (resistance is 
defined here as a fixed measure, 
in contrast to the “bounce-back,” 
or flexible, nature of resilience).  
Recovery management is usually 
oriented toward providing out-
side assistance to businesses and 
households affected by disaster, 
and to reducing recovery time.  
The former aspect of recovery 
is not consistent with resilience 
because resilience emphasizes 
the self-reliance of communities 
in terms of the broader concept 
of sustainability (Mileti, 1999).  
The latter, however, will be a key 
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to extending the concept of eco-
nomic resilience presented in this 
paper to include more dynamic 
elements.3

Computable General 
Equilibrium Modeling 
Refinements

Computable General Equilibrium 
(CGE) analysis is the state-of-the-art 
in regional economic modeling, 
especially for impact and policy 
analysis.  It is defined as a multi-
market simulation model based 
on the simultaneous optimizing 
behavior of individual consumers 
and firms, subject to economic 
account balances and resource 

constraints (see, e.g., Shoven and 
Whalley, 1992).  The CGE formula-
tion incorporates many of the best 
features of other popular model 
forms, but without many of their 
limitations (Rose, 1995).

The basic CGE model repre-
sents an excellent framework for 
analyzing natural hazard impacts 
and policy responses (Brook-
shire and McKee, 1992; Rose and 
Guha, 2004).   CGE modeling en-
compasses all the elements in the 
scope of analysis presented in the 
previous section.  In fact, it is the 
only economic modeling approach 
to incorporate micro, meso, and 
macro levels (see Rose, 2004, for 
a discussion in the context of di-
saster impact analysis).    

Microeconomic
Adaptive

Resilience
(identify new

suppliers;
conservation)

Meso & Micro
Adaptive

Resilience
(information

improvement;
price controls)

Inherent
Resilience

(input
substitution;

flexible
technologies)

Individual
Resilience

Enhancement

Reduced
Probability

of
Failure

Direct
(Individual
Business)
Economic

Impact

Inherent
Resilience

(price
adjustment;
access to
imports)

Mitigation

Improved
Resistance
(reinforced
buildings;
zoning)

Recovery
Management

Market
Resilience

Enhancement

Total
Regional
Economic
Impacts

Reduced
Vulnerability

 Figure 1. Role of Economic Resilience in Economic Losses from Disasters
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Business Responses to 
Hazards in a CGE Context

The production side of the CGE 
model developed by the author 
and his research team is com-
posed of a standard, multi-layered, 
or multi-tiered, constant elasticity 
of substitution (CES) production 
function for each sector.  The 
production function is normally 
applied to aggregate categories 
of major inputs of capital, labor, 
energy, and materials, with sub-ag-
gregates possible for each (e.g., the 
energy aggregate is often decom-
posed by fuel type—electricity, oil, 
gas, and coal).  In most prior CGE 
models, water has been omitted or 
incorporated as one of the materi-
als (intermediate goods produc-
ing) sectors.  In our illustration, 
we explicitly separate water as a 
major aggregate in the top tier of 
the production function so that we 
can analyze the impacts of a water 
service disruption.  

This production function rep-
resents a type of hierarchical, or 
sequential, decision-making pro-
cess.  For a given level of output, 
the firm’s manager first chooses 
the optimal combination of capi-
tal and energy.  He/she next jux-
taposes that combination to labor 
to determine the optimal choice of 
inputs in the third tier, etc.  In the 
top tier, input decisions are made 
regarding water in terms of the 
various ways it can be provided 
(the reader is referred to last year’s 
Research Accomplishments report 
for the mathematical specification 
of the production function). 

Inherent resiliency is embodied 
in the basic production function 
for individual businesses and in 
the combination of producers, 
consumers, and markets (includ-

ing interaction effects) for the 
economy as a whole.  Adaptive 
resilience is captured by changes 
in the parameters.  For example, 
an increase in the productivity 
term for water

 
would reflect con-

servation, while an increase in 
the substitution elasticity would 
reflect increased substitution pos-
sibilities between utility water 
service and other inputs (such as 
bottled water).  In the aftermath 
of a disaster, people behave in 
a more urgent manner and are 
more likely to call forth ingenu-
ity.  For example, for short peri-
ods, maintenance can be skipped, 
water fountains can be turned off, 
water can be reused, etc.  Also, in 
general, inefficient practices can 
come to light and new opportuni-
ties can be initiated.  There is an 
extensive literature suggesting 
that managers can become more 
clever in emergency situations.  
There is additional literature, now 
very prominent in the energy and 
environmental fields, indicating a 
much greater range of conserva-
tion opportunities when one looks 
at the production process from a 
holistic standpoint (see, e.g., Por-
ter and van der Linde, 1995). 

Economy-Wide Responses and 
Disequilibria

As noted above, the market 
system is inherently resilient 
to shocks and can be bolstered 
by various policies.  All of this 
can best be modeled in a CGE 
framework.  However, an inher-
ent shortcoming of CGE is its 
equilibrium emphasis.  Follow-
ing a major disaster, a sustained 
period of disequilibrium is likely 
to ensue.  Fortunately, several re-
finements of CGE modeling by the 

“In the 
aftermath of a 
disaster, people 
behave in a more 
urgent manner 
and are more 
likely to call 
forth ingenuity.”
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author and others have moved to 
overcome this limitation.  These 
disequilibria are typically related to 
closure rules, or account balance 
conditions.  

It is now possible to operate a 
CGE model in situations where 
demand need not always equal 
supply in the following cases:
1. The labor market, which allows 

for unemployment 
2. The government budget, which 

allows for deficit spending 
3. Trade, which allows for import/

export imbalances
4. Goods and services, which al-

lows for explicit shortages 
The last of these advances bears 

some elaboration.  Ordinarily, any 
gap between supply and demand 
is resolved by a change in price.  
However, it is possible in CGE 
modeling to fix the price of a 
commodity and have the supply 
constrained, so that potential 
demand exceeds actual demand.  
This refinement is facilitated by the 
development of new software that 
uses a complementarity program-
ming approach, thereby allowing 
for some “slack” in the system, and 
hence disequilibrium.  For exam-
ple, in the study to be discussed 
below, we were able to limit the 
supply of water to each sector.  
Ordinarily this would increase 
the price of water, but this is un-
realistic given the fact that water 
is not priced in an ordinary market 
but rather under the administra-
tive authority of a public service 
agency.  We therefore fixed the 
price of water as well, essentially 
modeling it as a disequilibrium 
market.  The slack is taken up by 
a reduction in the profit margin in 
the water sector.

Closely related are the many 
ad hoc adjustments and tempo-

rary equilibria that ensue after a 
disaster, many of which can be 
incorporated through further 
refinement of the CGE model.  
Examples identified by West and 
Lenze (1994) include additions 
to the labor market in the form 
of outside government and NGO 
volunteers, by Cochrane (1997) 
include households dipping deep 
into savings or increasing their 
borrowing to fund repairs, and by 
Rose and Lim (2002) include busi-
nesses recapturing lost production 
through overtime work at a later 
date.  

Empirical Specification

CGE models used for hazard 
analysis are likely to yield estimates 
of business disruptions for some 
if not all sectors of an economy 
that differ significantly from the 
direct loss estimates provided by 
empirical studies.  This is because 
production function parameters 
are not typically based on solid 
data, or, even where they are, the 
data stem from ordinary operating 
experience (inherent resilience 
only) rather than from emergency 
situations.  Hence, it is necessary 
to explicitly incorporate adap-
tive resilience responses into the 
analysis. 

Rose and Liao (2004) have re-
cently developed a methodology 
for altering the behavioral param-
eters in the sectoral production 
functions of the CGE model based 
on an optimizing routine and solu-
tions utilizing both analytical and 
numerical methods.  Empirical 
or simulation model estimates of 
direct output changes, emanating 
from an input supply disruption, 
are used to recalibrate productivity 
and substitution elasticity param-
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eters of the CES production func-
tion.  When the initial parameters 
are accurate for business as usual 
contexts, we say they embody 
“inherent” resilience.  The differ-
ence between these original and 
the recalibrated parameters would 
then reflect “adaptive” resilience.  
Unfortunately, accurate initial 
parameters are rarely available, so 
that in such cases, while the reca-
libration encompasses both types 
of resilience, the overall effect can-
not yet be accurately decomposed 
into its two components.  Still, the 
method is sufficiently general to be 
able to do so when better param-
eter data become available.

Illustration

Portland Water System and 
Economy

The Portland (Oregon) Bureau 
of Water Works (PBWW) is a 
rate-financed, City-owned utility 
that serves 840,000 people in por-
tions of the Portland Metro Area 
(including businesses responsible 
for 98% and 72% of sales in Mult-
nomah County and Washington 
County, respectively).  In 1999, 
PBWW water sales amounted to 
39 billion gallons.  The largest 
customers are major manufactur-
ing companies, the Portland City 
Bureau of Parks and Recreation, 
and several hospitals.  

The PBWW transmission and 
distribution is comprised of near-
ly 2000 kilometers of pipelines, 
29 pump stations, and 69 major 
storage tanks.  About 70% of the 
system still consists of cast iron 
pipes, even though the agency 
began installing ductile iron in the 
1960s.  Additional information on 

the PBWW, and its earthquake vul-
nerability and mitigation costs, can 
be found in Chang et al. (2002). 

 We constructed a CGE model 
of the portion of Portland Metro-
politan Area economy that over-
laps with the Portland Bureau of 
Water Works (PBWW) Service 
Area (Rose and Liao, 2004).  The 
main data upon which the empiri-
cal model is based are the 1998 
IMPLAN Social Accounting Matrix 
(SAM) and Input-Output Table for 
Multnomah County and Wash-
ington County (MIG, 2000).  It is 
divided into several partitions that 
reveal the structure of the regional 
economy, including the industry, 
commodity, factor income, house-
hold, government, capital, and 
trade accounts.4

Water Disruption Simulations

Chang et al. (2002) performed 
simulations for alternative com-
binations of earthquake types, 
calendar years, and mitigation 
options, using several sophisti-
cated geological and engineering 
models.  Each case was subject 
to 100 Monte Carlo simulations.  
These simulations were used to 
estimate direct losses in sectoral 
output, factoring in resilience but 
without any specification of the 
type of resilience response.  We 
adapted the results of a question-
naire survey by Tierney (1997) for 
the Northridge earthquake to as-
sume that water conservation and 
substitutability were likely to be 
the primary ways that customers 
implemented adaptive resilience 
(see Rose and Liao, 2004).

Our simulations are based on an 
engineering fragility analysis of the 
Portland water utility system and 
the direct loss estimation simula-
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tions of Chang et al. (2002) de-
scribed above.  Although Chang’s 
engineering vulnerability and di-
rect loss simulations involve many 
scenarios relating to alternative 
earthquake magnitudes, outage du-
rations, and resilience responses, 
this paper focuses on a subset of 
scenarios characterized by:
•  One earthquake type (Bolton 

crustal fault) of magnitude 6.1
•  Impacts in the Year 2000
•  Scenarios for Business as Usual 

(No Mitigation) and Pipe Re-
placement (Mitigation)

•  Outages of varying lengths from 
3 to 9 weeks

We focused on the first char-
acteristic because it represented 
the “most likely” case, and on the 
latter three to keep the number of 
simulations manageable.  

Resilience in the Absence of 
Mitigation

The results of our simulations 
for the Business as Usual Scenario 
(no mitigation) are presented in 
the first column of Table 1.  Note 
that the duration of this outage is 
projected to be four weeks, but the 
table summarizes the situation for 
the maximum disruption, which 
takes place during the first week. 

Unmitigated sectoral water dis-
ruptions are estimated by Chang 
to average 50.5 percent of pre-
earthquake levels.  However, 
direct output losses are estimated 
to be only 33.7 percent, because 
they incorporate direct sectoral re-
silience to water service outages. 
Our measure of direct regional 
economic resilience (DRER) is 
the extent to which the estimated 
direct output reduction deviated 
from the likely (fixed-coefficient) 
maximum, which is equivalent to 

the percentage water input dis-
ruption in our linear approach to 
baseline estimation:  

 

DRER =
% DQ

% DQ
 

m

m

D D
D

- % DQ

 (1)

where %∆DQm is the maximum 
percent change in direct output 
and %ΔDQ is the estimated percent 
change in direct output. 

The measure of DRER is 33.3 
percent in this scenario [(50.5-
33.7) ÷ 50.5].5

Our estimates of the indirect (net 
general equilibrium) and total re-
gional (gross general equilibrium) 
economic impacts of the water 
lifeline disruption are presented 
in Rows 3 and 4 of Table 1.  Over-
all, they yield only a 7.3 percent 
indirect reduction in regional gross 
output and a 41.0 percent total re-
duction in regional gross output 
for the first week.  The former 
represents $99.9 million and the 
latter $561 million of lost sales. 

Some interesting aspects of indi-
rect output losses bear further dis-
cussion.  First, they are only about 
22 percent the size of direct output 
losses.  In the context of an input-
output (I-O) model, this would be a 
multiplier of only about 1.22.  The 
Portland Metro economy-wide I-O 
multiplier is significantly larger 

Pre-Mitigation Post-Mitigation

Direct Water Outage 50.5 31.0

Direct Output Reduction 33.7 21.3

Indirect Output Reduction 7.3 9.2

Total Output Reduction 41.0 30.5

Direct Economic Resilience 33.0 31.3

Total Economic Resilience 60.4 48.2

 Table 1. Economic Resilience to a Water Service Disruption in the Portland 
Metro Area (percentage)
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than this, but the CGE model in-
corporates many other factors 
that mute the uni-directional and 
linear nature of the pure interde-
pendence effect of the I-O model.  
For example, the CGE model is 
able to capture price changes for 
intermediate goods from cost and 
demand pressures, various substi-
tutions aside from those relating to 
water, and various income, substi-
tution and spending considerations 
on the consumer side. 

Our measure of total regional 
economic resilience (TRER) to 
earthquake disruptions of water 
services is the difference between 
the total fixed coefficient I-O mul-
tiplier and the CGE impacts: 

TRER =
% TQ

% TQ

M % DQ
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where M is the economy-wide 
average Type II input-output mul-
tiplier; %∆TQm  is the maximum 
percent change in total output; 
and %∆TQ  is the estimated per-
cent change in total output.

The weighted average Type II 
output multiplier for the Port-
land Economy is 1.9, or a 90 
percent increase over direct ef-
fects.  Thus, TRER in this case is 
60.4 percent {[(1.9)(50.5) – 41] ÷ 
[(1.9)(50.5)]}.

Resilience in the Aftermath of 
Mitigation

The results of the scenario of an 
M6.1 crustal fault earthquake but 
with cast-iron pipe replacement 
are also presented in the second 
column of Table 1.  In this second 
scenario, the direct water outage is 
reduced from 50.5 percent to 31.0 
percent.  Chang estimates direct 
output losses to be 21.3 percent.  
The DRER index is 31.3 percent in 
this case [(31-21.3) ÷ 31].  Direct 
resilience thus decreases a bit from 
the 33.3 percent of Scenario 1, and 
this is likely due to the fact that 
resilience opportunities decrease 
as the size of the direct disruption 
decreases.  Note also that direct 
mitigation effectiveness, with 
respect to the difference in direct 
water losses between the two 
scenarios, could be measured by 
a similar index and would equal 
38.6 percent [(50.5-31.0) ÷ 50.5].

The parameter recalibrations 
needed for the model to replicate 
the Chang direct loss estimates are 
lower than the corresponding pa-
rameter values in our initial simu-
lation, because the direct output 
losses are projected to be lower in 
each sector following mitigation.  
Note that this seemingly counter-
intuitive result has a valid explana-
tion -- because water disruptions 
are smaller after mitigation, there 
is less need and less room to ma-
neuver (fewer opportunities for 
adaptive resilience).  Mitigation 
lowers direct losses, but there is 
a partially offsetting effect from 
lowering adaptive capability.6

“This paper has 
presented major 
conceptual, 
operational, and 
policy analysis 
advances in 
evaluating 
individual 
and regional 
economic 
resilience to 
earthquakes.”
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Interestingly, our estimate of 
“indirect” losses in Scenario 2 is 
9.2 percent, which is  43.2 percent 
the size of direct losses.  Thus, the 
percentage increase over direct 
losses is higher in Scenario 2 than 
in Scenario 1, as is the absolute 
level (not shown).  This appears 
surprising at first glance.  It would 
be an impossibility, for example, 
in the context of an I-O model 
(where multiplier values are the 
same at all scales).  However, our 
CGE model is nonlinear.  Secondly, 
we have changed parameters (with 
respect to water substitution), so, 
even in an I-O context, multipliers 
would differ (though likely only 
slightly given the small size of our 
parameter changes, which would 
correspond to coefficient changes 
in an I-O model).  One explanation 
for the relatively higher percent-
age of general equilibrium effects 
in Scenario 2 is the fact that water 
substitution and productivity term 
parameters are lower than in Sce-
nario 1, meaning that not only is 
the direct response less flexible, 
but so is the indirect response 
relating to water.  Another ex-
planation is the difference in the 
sectoral mix of direct water disrup-
tions in relation to Scenario 1.  This 
changes relative prices, and the 
model responds accordingly.

The discussion above can be 
summarized and quantified in the 
TRER for the post-mitigation case, 
which is 48.2 percent {[(1.9)(31) 
– 30.5] ÷ [(1.9)(31)]}.  The differ-
ence between TRER and DRER is 
a measure of indirect regional eco-
nomic resilience (IRER), which is 
relatively lower in the post-mitiga-
tion case.7 

Overall, the DRER is higher than 
IRER in both scenarios.  This sug-
gests that the overall resilience of 

individual businesses is greater 
than the overall resilience of mar-
kets in the Portland economy.

Conclusion
This paper has presented major 

conceptual, operational, and poli-
cy analysis advances in evaluating 
individual and regional economic 
resilience to earthquakes.  We 
provided an operational, though 
relatively narrow, definition of 
resilience and couched it in terms 
of economic theory.  We then 
summarized a methodology for 
incorporating disequilibria and re-
calibrating CGE model parameters 
in light of empirical estimates of 
production losses due to a lifeline 
supply disruption.  Our application 
to a disruption of water services 
in the Portland Metro economy 
showed how indirect (pure general 
equilibrium) economic losses vary 
according to the overall level and 
sectoral mix of water shortages, 
the extent of pre-event mitigation, 
and post-event inherent and adap-
tive resilience.  It also identified 
some major complementarities and 
tradeoffs between mitigation and 
resilience.  Our methodology can 
be adapted to other applications of 
CGE models for response to other 
types of disasters, including terror-
ist attacks on economic targets. 

The measurement of resilience 
is important because it enables us 
to evaluate an important strategy 
for reducing economic losses from 
earthquakes.  Failure to incorpo-
rate resilience in loss estimation 
will result in inflated assessments 
of business interruption from 
earthquakes.  Failure to include 
resilience in policy-making will 
result in missed opportunities to 
further reduce losses.
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Endnotes

1 There is growing awareness of the behavioral aspects of the implementation of 
mitigation.  For example, even promising new technology and policies may incur 
obstacles to its implementation and use (see, e.g., Alesch and Petak, 2001). 

 2 Recently, Chang and Shinozuka (2004) have operationalized a portion of this 
framework to examine the effects of mitigation, based on engineering performance 
standards for a water system, on basic measures of technological, organizational, 
and economic resilience.  Their work differs from the presentation in this paper 
in terms of the definition of economic resilience overall, more in-depth analysis of 
the concept here, and our inclusion of region-wide economic losses.

3 We briefly note the relationship between resilience and two other concepts.  
Preparedness refers to steps taken before a disaster to subsequently reduce losses.  
Some of these actions, such as the building up of inventories, improve the capacity 
of inherent resilience, while others, such as the establishment of an improved 
communication network, increase adaptive resilience capacity.  Preparedness 
typically focuses on ways of enhancing resilience before the event, while resilience 
emphasizes the reduction of economic losses due to an earthquake during and 
after the ground shaking (i.e., the benefits of reduced losses).  Moreover, not all 
preparedness affects innate resilience (e.g., that which is pure mitigation), and 
not all resilience stems from preparedness (e.g., innate human ingenuity and the 
natural self-adjusting feature of markets).  Note also that resilience differs from the 
concept of adaptation.  Adaptation consists of two components:  an active effect 
to reduce losses after an event has taken place (e.g., migration) and a passive 
absorption (“suffering”) of the loss.  Our concept of adaptive resilience overlaps 
with the first component.

4 The computational procedure we have developed to improve model accuracy also 
generates an additional dividend of enabling us to decompose loss estimates into 
direct (partial equilibrium) and indirect  (total general minus partial equilibrium) 
effects.  While the I-O model automatically makes this distinction, our methodology 
to decompose the two categories of effects is a necessary advance in CGE 
modeling to do so.

5 The fixed coefficient production function of an I-O model yields an upper-bound 
estimate of direct output losses from water input disruption, where the percentage 
loss of the former would be equal to the percentage loss for the latter.  All other 
types of production functions would yield percentage output losses lower than 
the percentage decrease in water availability because of substitution possibilities.  
We measure direct individual business (or sectoral) resilience (DIBR) as the 
difference between the fixed coefficient (proportional) result and the flexible 
input (disproportional) result, which is attributable both to the various response 
mechanisms related to water services (1st Tier) and inherent in the overall 
production function with respect to other inputs (Tiers 2-4).  DRER is simply 
the weighted average of DIBR for all businesses in the region.  

 Note that our choice of a linear reference base for resiliency estimation is 
reasonable but still somewhat arbitrary pending more empirical work.  There are 
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instances in which the maximum potential loss is greater than a proportional 
impact (i.e., a situation in which an X% loss of water results in greater than 
an X% loss of output).  However, our general loss estimation and resilience 
modeling methodologies are sufficiently general to accommodate these definitional 
changes.  

 6 This reduction in resilience is more than offset by the beneficial effect of mitigation 
in reducing recovery time (Chang et al., 2002), but it is a negative side effect of 
mitigation just the same and may dominate the recovery time benefit in other 
cases. 

7 Note that we have not been able to distinguish between inherent and adaptive 
resilience in the sectoral (summed to direct regional) case because of limitations of 
accuracy of our initial elasticity estimate.  It would appear that TRER includes only 
inherent resiliency, since we have not included any explicit adaptive considerations.  
However, our assumption of return to equilibrium (in all markets except water, 
labor, and the government budget) in a period of only 3-4 weeks invokes some 
implicit adaptive responses (such as improved information flows).  In fact, the 3-
4 week adjustment is greatly optimistic, such that our TRER estimates contain a 
significant upward bias.  
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Earthquakes have caused significant damage to electric power and 
water supply systems around the world.  In the 1994 Northridge 

earthquake, for example, all of the Los Angeles Department of Water and 
Power’s (LADWP’s) 1.5 million power customers lost service, and about 
50,000 LADWP water customers lost service, many for a week or more 
(Schiff 1995).  Earthquake-related damage to electric power systems can 
cause considerable direct repair and restoration costs, business interrup-
tion, inconvenience, and permanent loss of data, food, and perishable 
goods.  Even brief power interruptions may compromise security systems 
or the reliability of financial transactions.  Similarly, earthquake damage to 
water supply systems can have serious economic and health consequences. 
Because of the many interdependencies that exist among infrastructure 
systems, communication, traffic signaling, wastewater treatment, and other 
lifelines may be affected as well.  Thus, the general public may be incon-
venienced along with the power and water utilities and their customers.  
The longer these service interruptions last, the more severe the negative 
effects are.

This research aims to develop improved models of the post-earthquake 
electric power and water supply system restoration processes.  The discrete 
event simulation models will use estimates of initial physical damage to 
the systems and an understanding of the repair and restoration operations 
to estimate geographically-disaggregated, quantitative restoration curves, 
including uncertainty bounds on those curves and explicit representations 
of the company’s decision variables (e.g., number of repair crews to have).  

 Research Objectives

The main objective of this research is to develop improved models of the 
post-earthquake restoration processes for electric power and water supply 
systems.  The restoration models will use estimates of physical damage to 
the systems and an understanding of the repair and recovery operations to 
estimate geographically-disaggregated restoration curves for each system 
(percentage system functional versus time), including uncertainty bounds 
on those curves and explicit representation of the key decision variables 
guiding the process.
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LADWP and other electric power and water supply utility com-
panies can use this work to help improve their post-earthquake 
restoration processes. By running the simulation models for various 
hypothetical earthquakes, companies can explore in a risk-free, 
virtual environment, the effects of various changes in their deci-
sion variables (e.g., how many repair teams to have). In this way, 
they can identify improvements that can shorten average restora-
tion times and/or reduce expenses. Emergency response agencies 
and other risk managers can use this research to better estimate 
economic losses due to business interruption caused by power and 
water service outages.

The models are being developed in 
collaboration with the Los Angeles 
Department of Water and Power, 
using their systems as case study 
applications.  

These new post-earthquake res-
toration models can provide two 
main benefits.  First, they can im-
prove the quantitative estimates of 
restoration times that are required 
to estimate economic losses due 
to business interruption, part of 
MCEER’s larger effort to assess re-
gional earthquake impacts.  They 
can help assess the rapidity dimen-
sion of electric power and water 
supply system resilience, which in 
turn, are critical determinants of a 
community’s economic resilience.  
Second, by explicitly representing 
the actual processes that the utility 
company goes through to restore 
services, the models can be used to 
help identify ways to improve the 
processes in future earthquakes.  
Since the company’s decision 
variables are explicit, sensitivity 
analyses can be conducted to ex-
plore their relative effects on the 
restoration curves.  The restora-
tion process is complicated by 
the many decisions that must be 
made simultaneously, in a short 
time frame, with limited informa-
tion, and under adverse conditions 

(in the aftermath of a major earth-
quake). Each utility company has 
relatively infrequent experiences 
with major earthquakes and each 
event is different, so it will be very 
valuable to be able to experiment 
with different strategies in a risk-
free, virtual environment, and to 
examine the effects of different 
decisions on the overall restora-
tion process.

Simulation-Based 
Restoration Modeling 
Approach 

In discrete event simulation, 
the modeling method used in this 
study, an artificial history of the 
system being modeled is generat-
ed and observations are collected 
to estimate system performance 
measures.  The technique “bases 
simulations on the events that take 
place in the simulated system and 
then recognizes the effects that 
these events have on the state 
of the system” (Law and Kelton 
1991).  Discrete event simulation 
is a dynamic simulation approach 
that can be either deterministic or 
stochastic. 

The key elements in a discrete 
event simulation are entities, 
variables, and events.  Objects of 
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interest in the real system exist as 
entities in the simulation model 
(e.g., substations, pumping sta-
tions).  Resources are a special 
type of entity that provide service 
to other objects of the system 
(e.g., damage assessment teams).  
Variables (e.g., damage state of a 
system component) describe the 
system state.  Variables can be 
of two kinds—Global variables 
apply to the whole system, and 
attributes are attached to specific 
entities.  Simulations are based 
on keeping track of changes in 
certain variables as time proceeds 
(Ross 2002).  Whenever an event 
(e.g., inspection or repair of a 
component) occurs, the values of 
variables are updated.  The one-to-
one mapping between objects in 
the real-life system being modeled 
and their abstractions in the simu-
lation model enables modeling the 
system under consideration quite 
accurately without the need to 
make significant simplifications.  
Simulation models are usually 
built by specifying the entities in a 
system and the processes they fol-
low as they go through the system 
(Banks et al., 1996).  This imple-
mentation strategy, known as a 
process-interaction world view, 
allows interactions between ob-
jects of the system to be included 
in the model easily.

The discrete event simulation 
approach aims to build on previ-
ous research and overcome some 
of the limitations of that work.  
Çagnan and Davidson (2004) 
summarize the literature through 
descriptions of four past approach-
es: (1) statistical curve fitting, (2) 
deterministic resource constraints, 
(3) Markov processes, and (4) net-
work models, and the advantages 
and disadvantages of each.  

There are several key desirable 
characteristics of the discrete 
event simulation approach chosen 
for this work.  First, it includes the 
utility company’s decision vari-
ables explicitly, allowing investiga-
tion of their effects on the speed 
of the restoration and enabling 
future integration with optimiza-
tion modeling (see Future Work). 
Possible decision variables include 
number of response personnel of 
different types, amount of repair 
materials of different types, and 
repair prioritization rules.  The 
simulation approach can produce 
different restoration curves for 
each region within the service 
area rather than just one curve for 
the whole system. This facilitates 
modeling the economic impact 
of service interruptions.  Mod-
els based on this approach can 
represent the uncertainty in the 
restoration curve.  They model 
the real-life restoration process 
explicitly, potentially offering in-
sights into the restoration process 
that are generalizable to other situ-
ations.  The simulation approach 
requires only available data, and is 
flexible so that it can be applied to 
other lifelines and hazards, and so 
that it can be adapted to changes 
in the restoration process or data, 
and ultimately can accommodate 
multi-lifeline interactions.

Electric Power 
Restoration Model 

In this section, the discrete event 
simulation approach is applied to 
the LADWP electric power system.  
Efforts are underway to apply the 
same approach to the LADWP wa-
ter supply system, and it could be 
applied to other lifelines as well.  
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This research forms a critical 
link between MCEER projects 
that involve estimating dam-
age to electric power systems 
(Shinozuka) and water supply 
systems (O’Rourke), and those 
that involve measuring the eco-
nomic and societal aspects of 
community resilience (Chang). 
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The details will differ in each ap-
plication, but the model structure 
and types of elements will be the 
same.  Since the restoration model 
is based on an initial damage state 
provided by the MCEER-LADWP 
electric power system damage es-
timation model (Shinozuka et al., 
1998, Dong 2002), it is subject to 
the same assumptions as that dam-
age model.  Currently, the damage 
model considers only damage to 
high voltage substations, not, for 
example, transmission lines or 
generation stations (Shinozuka et 
al., 1998).  It has been observed 
that high voltage substations are 
the most vulnerable components 

of an electric power system, 
however, so this is considered a 
reasonable assumption (Shinozuka 
et al., 1998).  

The electric power system resto-
ration model was constructed us-
ing Promodel simulation software 
(Promodel 2003).  It is based on 
an extensive collection of quali-
tative and quantitative data gath-
ered from the LADWP emergency 
response plan (LADWP 2003), 
the post-Northridge restoration 
report (LADWP 1994), interviews 
with LADWP personnel in charge 
of post-disaster power restoration, 
and tours of the facilities.  Table 1 
lists examples of the entities, attri-
butes, global variables, resources, 
and events in the model.  The 
events are the services that the re-
sources provide to the substations 
and generation stations.

The restoration of electric power 
systems can be divided into four 
main phases: 
1. Initial inspection
2. Damage assessment 
3. Repair
4. Reenergizing  

These correspond to the events 
that take place in the simulation.  
First, on-duty operators inspect 
generation stations and substa-
tions.  The duration of this service 
is defined as a random variable.  At 
the end of this phase, the attribute 
indicating whether the entity is in-
spected or not is updated.  Mean-
while, off-duty operators and 
damage assessment teams (DATs) 
become available at district yards 
and LADWP headquarters, respec-
tively.  District yards are service 
centers where repair materials are 
stored.  These resources become 
available a specified time after the 
beginning of simulation because 
in previous earthquakes, it has 

 Table 1. Examples of Electric Power System Model Components 

Model Component Type Examples

Entities
Substations 
Power generation stations

Attributes of generation 
stations

Type of station (e.g., hydro, steam)
Critical restart time limits
Status before the earthquake (on or off)
Distance to earthquake epicenter

Attributes of substations

Number of circuit breakers, transformers, 
disconnect switches in the substation that are 
damaged*
Distance to earthquake epicenter

Global variables

Status of each substation, generation station 
after the earthquake (on or off)
Duration during which each load bank is 
without power

Resources

On-duty substation operators
On-duty generation station operators
Off-duty substation operators
Damage assessment teams (DATs)
Repair teams
Repair material of different types

Events

Inspection
Damage assessment
Repair
Reenergizing

* These are the three substation components included in the damage model 
(Shinozuka et al. 2003).
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been observed that restoration 
personnel report back to work 
0.5 to 1 hour after an earthquake.  
All off-duty resources can not be 
available immediately after the 
earthquake; rather, their number 
increases as time goes on.  This 
is taken into account by progres-
sively increasing the number of 
available resources in the model 
up to a set maximum.  Off-duty op-
erators are dispatched immediately 
to substations at which no on-duty 
operators are available.  Priority is 
given to substations that are near 
the epicenter of the earthquake, 
and hence are more likely to be 
damaged.  Again at the end of in-
spection, the duration of which is 
defined as a random variable, the 
attribute indicating whether or 
not the entity has been inspected 
is updated. Off-duty substation 
operators have two 12-hour shifts 
per day.

In the second phase, DATs are 
dispatched to substations.  Those 
inspected and reported to be dam-
aged have priority, as do substa-
tions in the heavily shaken area.  
The duration of the damage assess-
ment phase is defined as a random 
variable and is dependent on the 
size of the substation under consid-
eration.  At the end of this phase, 
the attribute indicating whether or 
not the entity has been inspected 
by the DATs is updated. DATs have 
two 7-hour shifts per day, and they 
only work during daylight hours.

For the resources that are dis-
patched from district yards and 
LADWP headquarters, travel times 
are taken into account by defining 
them in the model as movable re-
sources, which have the capabil-
ity to travel along defined paths.  
Different travel speeds can be 
assigned to these resources along 

different portions of the travel 
path.  This enables the inclusion of 
additional delays due to damaged 
roads and bridges.  In the current 
model, travel delays are simplified 
by dividing the path networks into 
just three main zones depending 
on the travel distance (0 km to 20 
km, 20 km to 40 km, and 40 km to 
60 km), and assigning a different 
travel time distribution for each 
zone.  

Like off-duty substation opera-
tors, repair teams become available 
at district yards a specified time 
after the beginning of the simula-
tion.  In the third phase, the district 
yard closest to the heavily shaken 
area becomes the field command 
center.  Repair material and repair 
personnel are moved from other 
district yards to the field command 
center once it is activated.  Repair 
teams and repair material are dis-
patched from the field command 
center to the damaged substations 
that have been inspected by DATs.  
Repair teams have three 8-hour 
shifts per day.  Priority is given 
to substations that are not heavily 
damaged.  The duration of repair 
for each substation component 
included in the damage model is 
modeled as a random variable.  The 
overall substation repair times are 
obtained by adding all the random 
component repair times after mul-
tiplying each by the corresponding 
number of damaged components.  
When repair is complete, the at-
tribute indicating the damage level 
of the entity is updated.  

The reenergizing phase starts 
once the initial inspection of gener-
ation stations is complete.  On-duty 
operators at generation stations are 
in charge of reenergizing.  Genera-
tors away from the epicenter of 
the earthquake are given priority, 
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since it is likely that substations 
connected to these stations are not 
damaged.  The time required for 
each generation station to pick up 
load depends on the type of the sta-
tion, status before the earthquake, 
and its black start capability.  Its 
black start capability describes 
how easily a generating unit can 
start up on its own without any 
power supply from the network.  
Once the station is ready to pick 
up load, the global variable indi-
cating its status is updated, as are 
the global variables indicating the 
status of each undamaged substa-
tion that is connected to the reen-
ergized station.

Sample Results 
The electric power restoration 

model was run assuming the ini-
tial damage state from the North-
ridge earthquake, as reported in 
LADWP (1994) and Schiff (1995).  
The probability distributions on in-

spection, repair, and other event 
durations were estimated based 
on data from the 1994 Northridge 
earthquake and assessments by 
LADWP emergency response per-
sonnel.  LADWP system details 
were obtained from Dong (2002).  
While calibration of the electric 
power restoration model is still 
being finalized, the following pre-
liminary results can illustrate the 
many types of useful output it will 
be able to provide.

Figure 1 shows the mean resto-
ration curve with 95% confidence 
intervals from 100 iterations of the 
simulation for the entire LADWP 
electric power system.  The figure 
suggests, for example, that after 6 
hours, about 50% of households 
will have service restored, and after 
24 hours, about 70% of households 
will have service restored.  The 
exponential shape of the curve is 
similar to those observed follow-
ing many recent earthquakes.  The 
slope of the curve is steep early in 

the process when the restoration 
is focused on restoring power to 
undamaged generation stations 
and substations by rerouting 
power.  The curve then flattens 
out and becomes increasingly 
uncertain when restoration of 
power to the remaining substa-
tions requires repairing damage, 
which is more time-consuming.  

In these preliminary results, 
although the order in which 
substations were restored 
matches the observed order 
very well, the restoration curve 
flattens out more quickly than it 
actually did in the Northridge 
earthquake.  This is probably 
because the simulation model 
currently assumes that each load 
bank within a substation serves 
the same number of customers.  

  Figure 1. Mean restoration curve with 95% confidence intervals, estimated by 100 
iterations of the simulation model
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When data become available to in-
dicate how many customers each 
load bank serves, that can be im-
proved.  Note also that the model 
is actually capable of creating simi-
lar restoration curves for each area 
served by a particular substation 
(rather than just one for the entire 
LADWP service area).  However, to 
do so would require certain input 
data that are currently unavailable.  
At this time, therefore, the output 
includes just one restoration curve 
with uncertainty bounds for the 
whole service area.

Figures 2a - d provide a geograph-
ic representation of the evolution 
of the restoration process.  Since 
the restoration is updated in the 
model every minute, similar maps 
could be produced for any point 
in time following the earthquake.  
Each map indicates which substa-
tions and generation stations have 
power (yellow points) and which 
do not (red points), and which 
areas have power (brown) and 
which do not (blue hatched) at 
the specified moment in time.  In 
the Northridge earthquake, ten 
of the substations experienced 
some damage (Fairfax, Glendale, 
Northridge, Olympic, Rinaldi, St. 
John, Sylmar, Tarzana, Toluca, 
and Velasco).  Immediately fol-
lowing the earthquake, none of 
the LADWP generation stations or 
substations had power, because 
even those that were undamaged 
lost power due to the activation of 
protective devices or loss of net-
work connectivity.  The priority in 
Northridge (replicated in the simu-
lation) was to first extend power 
to the substations away from the 
epicenter that were less likely to 
be damaged, and to reenergize the 
generation stations by extending 
power to them as quickly as pos-

sible.  For example, the Harbor 
generation station was reenergized 
by extending power from the Cen-
tury substation, the first substation 
to be brought back on line.  Ac-
cording to the simulation, within 
the first 12 hours, 13 substations 
(Century, Velasco, Willmington, 
Halldale, Harbor, St. John, Atwater, 
Hollywood, Fairfax, Olympic, To-
luca, Valley, and Scattergood) and 
three generation stations (Harbor, 
Haynes, Scattergood) were reener-
gized (Figure 2a).  The Northridge, 
Rinaldi, Sylmar, and Tarzana sub-
stations sustained considerable 
damage, and hence took longer to 
be reenergized.  Between 12 and 
18 hours after the earthquake, 
Northridge and Tarzana substa-
tions were reenergized as well 
(Figure 2b).  By the end of the 
first day, the Rinaldi and Sylmar 
substations were reenergized, leav-
ing Glendale as the only substation 
in the system still without power 
(Figure 2c).  The simulation results 
indicate that the Glendale substa-
tion was reenergized 40 hours after 
the earthquake (Figure 2d).  The 
time required to reenergize each 
substation in the simulation agrees 
quite well with what took place 
in reality.

In addition to producing restora-
tion curves and maps, like those 
in Figures 1 and 2, because the 
simulation models the actual res-
toration process explicitly, many 
other observations can be made 
about how the actual process is 
expected to unfold.  For example, 
for any simulation run, the user 
can look at how much time differ-
ent types of crews spent actually 
working (doing inspection, dam-
age assessment, or repair) versus 
traveling or sitting idle, or which 
type of crew was working the larg-
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 Figure 2. Maps showing LADWP service area regions without service at 12, 18, 24 and 48 hours, respectively, following the 
Northridge earthquake. Yellow substations and generation stations have power; red ones do not. Brown areas have power; 
blue areas do not. 



62 Seismic Evaluation and Retrofit of Lifeline Systems Restoration Modeling of Lifeline Systems 63

est percentage of the time.  One 
could also see, for example, for a 
set of many different earthquakes, 
how much each district yard is be-
ing used.  This type of output may 
provide insights that strictly em-
pirical methods cannot provide.

Having the ability to estimate 
these types of output for any pos-
sible earthquake can be useful both 
to risk analysts and utility compa-
nies.  By knowing what industries 
are located in each part of the 
service area, risk analysts can use 
the estimates of when power will 
be restored to each of those areas 
to better determine the economic 
losses associated with business 
interruption.  A utility company 
can use the model outputs to help 
identify bottlenecks in the resto-
ration process and suggest ways 
it might be changed to shorten 
average restoration times and/or 
reduce expenses.  By running the 
simulation for various hypotheti-
cal earthquakes, it can explore in a 
risk-free, virtual environment, the 
effects of various changes in the 
decision variables (e.g., how many 
repair teams to have, how many 
district yards to have and where).  
Simulating the restoration process 
for a suite of earthquakes can help 
demonstrate how the effectiveness 
of the restoration process will 
vary depending on the particular 
earthquake that occurs.  This may 
help the company avoid basing 
its emergency response too much 
on one particular past experience, 
when future earthquakes may be 
quite different, requiring a differ-
ent restoration plan.

Conclusions and 
Future Research

This paper describes a discrete 
event simulation approach to mod-
eling the post-earthquake restora-
tion process for electric power and 
water supply systems.  A model 
was developed specifically for the 
LADWP electric power system.  
Key advantages of this approach 
are its explicit representation 
of the company’s decision vari-
ables, ability to produce spatially 
disaggregated restoration curves, 
representation of uncertainty in 
the restoration curves, explicit, 
realistic modeling of the real-life 
restoration process, and flexibil-
ity to accommodate changes in 
the model. 

After the electric power restora-
tion model is finalized, three av-
enues of future work are planned.  
First, the investigators will apply 
the electric power restoration 
model for the suite of earthquakes 
selected by other MCEER research-
ers to represent the seismicity of 
the LADWP service area.  The 
results of those analyses will be 
used in other MCEER projects to 
estimate the associated economic 
losses.  A sensitivity analysis will 
be conducted to systematically 
explore the effects of various de-
cision variables on the restoration 
curves.  Second, the investigators 
will develop a similar type of post-
earthquake restoration model for 
LADWP’s water supply system and 
will apply it for the same suite of 
earthquakes.  Finally, future efforts 
will involve developing optimiza-
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tion models that will help deter-
mine the best way to conduct the 
restoration process (e.g., how 
many of each type of repair crew 
and material to keep). Whereas the 
simulation models describe how 
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the restoration works currently, 
the optimization will suggest the 
optimal way to conduct it so as to 
minimize the average restoration 
time or meet some other objec-
tive.  
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Resilience of Integrated Power and Water Systems

by Masanubu Shinozuka, Stepahanie E. Chang, Tsen-Chung Cheng, Maria Feng, Thomas D. O’Rourke, 
M. Ala Saadeghvaziri, Xuejiang Dong, Xianhe Jin, Yu Wang, and Peixin Shi  

 Research Objectives

The primary objective of this study is to develop an analysis procedure 
and a database to evaluate the performance of electric power and water 
supply systems before and after a major catastrophic event, such as an 
earthquake, an accidental or manmade disablement of system compo-
nents. Furthermore, the procedure and database can be incorporated 
as an integral part of the overarching framework of MCEER’s methodol-
ogy that can be used to enhance the seismic resilience of communities. 
Based on our experience in the analysis of the seismic performance of the 
Los Angeles Department of Water and Power (LADWP) system after the 
Northridge earthquake, we believe that we have derived a useful set of 
data and gained significant knowledge on the system’s robustness during 
and after a catastrophic event. In this context, the present study adds new 
foci on modeling the restoration process after earthquakes and integrates 
the performance of water and power systems using LADWP’s systems as a 
testbed. This study is believed to advance the state-of-the-art on evaluating 
the seismic resilience of communities.

In this study, the performance analysis of LADWP’s power system is 
presented first, emphasizing newly developed system resilience analy-

sis.  Next, an integrative analysis between power and water systems is pre-
sented, focusing on their interaction through the process of restoration.  

Electric power is essential for virtually every urban and economic func-
tion.  Failures of electric power networks and grids – whether from natural 
disaster, technological accident, or man-made disaster such as terrorist at-
tack – can cause severe and widespread societal and economic disruption.  
In the 1994 Northridge earthquake that struck Los Angeles, some 2.5 million 
customers lost electric power.  For the first time in its history, the entire city 
of Los Angeles was blacked out.  Power outages were experienced in many 
areas of the western U.S. outside the earthquake region and as far away as 
Canada (Hall, 1995).  On August 14, 2003, a blackout of unprecedented 
proportions rippled out from Akron, Ohio, across the northeastern U.S. 
and parts of Canada, affecting an area with a population of some 50 million 
(U.S.-Canada Power System Outage Task Force, 2003).  In September of 
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Perceived and actual users of the results from this research include 
utility engineers and managers, regulatory agencies, local, state, and 
regional emergency response agencies, civil, electrical, mechani-
cal and systems engineers, and power equipment manufacturers.  
Typically, users include LADWP (Los Angeles Department of Water 
and Power) and SCE (Southern California Edison), California State 
Office of Emergency Services and Los Angeles City Office of Emer-
gency Response.

2003, a power outage that began in 
Switzerland cascaded over a large 
region of Italy.  Examples such as 
these indicate the importance of 
being able to anticipate potential 
power system failures and identify 
effective mitigation strategies.

Modeling the impacts of electric 
power disruption is, however, a 
highly complex problem.  Many 
of the inherent challenges relate 
to the need to integrate across 
disciplines – not only civil, me-
chanical, and  electrical engineer-
ing, but also economics and other 
social science disciplines.  For 
example, one must assess how 
damage to individual pieces of 
electric power equipment affects 
power flow across the network.  
One must model how a damaged 
network would be repaired and 
how electric power would be re-
stored over space and time.  Addi-
tionally, one must capture how the 
loss of electric power would affect 
households, businesses, and other 
units of society, not only directly 
but also indirectly through the 
cascading failure of other utilities, 
typically water systems.

The LADWP’s power system 
was used as a test-bed in this 
research.  Figures 1 and 2 show 
LADWP’s electric power service 
areas and the power supply at a 
typical time of peak demand.  The 
areas not colored are serviced by 
Southern California Edison (SCE). 
Figures 3a-d show the distribution 
of residential population, daytime 
population, households and hos-
pitals over LADWP’s service areas, 
which is the data that will be used 
in the ensuing analysis.  To study 
the seismic resilience of power 
systems, the fragility curves for 
electrical power equipment, such 
as transformers, circuit breakers, 
disconnect switches and buses in 
the transmission network, play a 
significant role and were devel-
oped on the basis of damage infor-
mation from the 1994 Northridge 
earthquake.  The present analysis 
also uses fragility information ob-
tained from an inventory survey 
and analytical/laboratory studies 
performed by MCEER researchers.  
The seismic performance analysis 
of LADWP’s power system was 
then carried out under actual and 
simulated earthquakes, using a net-
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Receiving Stations
Transmission Lines

 Figure 1.  Transmission Network and Service Areas of 
LADWP’s Power System          

Receiving Stations
Transmission Lines

 Figure 2.   Electric Power Output for LADWP’s Service Areas 
Under Intact Condition

work inventory database, available 
fragility information, and Monte 
Carlo simulation techniques.  This 
is a unique research work in which 
the Western Electricity Coordinat-
ing Council’s (WECC’s) database 
is used for the systems analysis, in 
conjunction with the computer 
code IPFLOW (version 5.2b), 
licensed by the Electric Power 
Research Institute (EPRI).

To gain more complete un-
derstanding of the performance 
of LADWP’s power system 
under the possible seismic sce-
narios in the study area, 47 sce-
nario earthquake events (http:
//shino8.eng.uci.edu/Secnario_
Earthquakes/47Scenario.pdf) 
were selected and corresponding 
peak ground acceleration (PGA) 
maps were generated.  By includ-
ing each scenario’s associated an-
nual “equivalent probabilities” of 
occurrence, they represent the full 
range of regional seismic hazard 
curves (Chang et al., 2000).  Based 
on the power analysis results from 
these 47 events, the risk curves for 
system performance degradation, 
for example, reduction of power 
supply, households without power 
and reduction in GRP (Gross Re-
gional Product) immediately after 
an earthquake in LADWP’s service 
areas were developed.

A repair and restoration model 
was also developed, calibrating 
with the Northridge restoration 
data, to evaluate the restoration 
process of the power systems.  
The system restoration process 
was then simulated accounting for 
restoration of disabled transmis-
sion equipment, and restoration 
curves were developed. 



68 Seismic Evaluation and Retrofit of Lifeline Systems Resilience of Integrated Power and Water Systems 69

 Figure  3.  Key Customers Distribution Data

(a) Distribution of Population (b) Distribution of Daytime Population

(c) Distribution of Households (d) Distribution of Hospitals

Receiving Stations
Transmission Lines

Receiving Stations
Transmission Lines

Receiving Stations
Transmission Lines

Receiving Stations
Transmission Lines
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Seismic Performance 
of LADWP’s Power 
System

Scenario Earthquakes

For electric power and other ur-
ban infrastructure systems, evalu-
ating potential impacts of damage 
is complicated by the fact that the 
networks are spatially distributed 
across a wide area.  Risk analysis 
must account for how the system 
performs given that the hazard 
(e.g., earthquake ground motion) 
is not only spatially variant across a 
wide area but also, for any given di-
saster, spatially correlated.  Hence, 
traditional probabilistic methods 
that can readily be applied for site-
specific facilities such as individual 
buildings cannot be used for these 
spatially distributed networks.  

The current study therefore 
analyzes system functionality and 
impacts in the context of sce-
narios of individual earthquake 
events, then combines the sce-
nario results probabilistically to 
gain a complete understanding 
of the seismic performance of 
LADWP’s power system.  In total, 
47 scenario earthquakes for the 
Los Angeles region were selected 
and simulated, as discussed later in 
detail.  These scenarios were devel-
oped by Chang et al., 2000, apply-
ing a loss estimation software tool, 
EPEDAT, based on K. Campbell’s 
attenuation law (Campbell and Bo-
zorgnia, 1994), which was used to 
generate regional ground motion 
patterns for a given earthquake 
epicenter, magnitude, and depth 
(USC-EPEDAT, 1999).  The 47 

events include 13 maximum cred-
ible earthquakes (MCEs) on various 
faults in the Los Angeles region and 
34 other events of magnitude 6.0 
or higher.  These scenario earth-
quakes are associated with annual 
“equivalent probabilities” of oc-
currence so that collectively, they 
represent the full range of the 
regional seismic hazard (Chang et 
al., 2000).  

Transmission Systems

A utility power system consists 
of generating stations, transmis-
sion systems and distribution net-
work.  The present study focuses 
on transmission systems including 
receiving stations.  Throughout 
the analysis, it is assumed that 
the transmission lines will not fail 
under seismic conditions.  This 
assumption is generally accept-
able for LADWP’s system and 
allows one to concentrate on 
the receiving stations.  There are 
many electric/mechanical compo-
nents in receiving stations, such 
as transformers, circuit breakers, 
disconnect switches, lightening 
arresters, current transformers, 
coupling voltage transformers, 
potential transformer, wave trap 
and circuit switches.  These 
components are integrated to 
transmission lines through buses 
at nodes.  Transmission lines then 
serve as links between generating 
stations and distribution systems 
and lead to other power systems.  
In general, if the voltage between 
two buses is different, then there 
must be at least one transformer 
between them.  Figure 4 models 
receiving stations and nodes.  Fig. 
4a is a model of a receiving station 
with four nodes, while Figure 4b 
depicts a node at which four 
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transmission lines are connected.  
A node facilitates movement of 
electric power protected by buses, 
circuit breakers and disconnect 
switches. A node’s configuration 
is complex and designed to be re-
dundant to minimize the chance 
that the transmission lines become 
disconnected from the power net-
work.  A popular node configura-

tion is shown in Figure 4c, which 
is known as a “breaker and half” 
model.  This model is used in the 
present analysis.

Seismic Performance of Power 
System

LADWP’s network is part of the 
large WECC power grid, covering 
14 western states in the U.S., two 
Canadian provinces and north-
ern Baja California in Mexico.  
The present analysis considers 
52 receiving stations (some in 
LADWP and others in SCE power 
systems) within the WECC net-
work (see http://www.wecc.biz/
main.html).  They are subjected 
to significant ground motion inten-
sity under some of the 47 scenario 
earthquakes and consequential to 
LADPW’s system damage.  Using 
an ArcGIS platform, the map of 
52 receiving stations in Figure 5 
is overlaid on the map of peak 
ground acceleration (PGA) from 
the 1994 Northridge earthquake 
as shown in Figure 6(a) to iden-
tify the PGA value at the location 
of each receiving station.  The 
fragility curves provided in Figure 
7 were then used to simulate the 
damage state for transformers at 
each of the 52 receiving stations.  
Note that three fragility curves (la-
beled Case 1, 2 and 3) are given in 
Figure 7, where the Case 1 curve 
is obtained empirically from the 
Northridge earthquake damage 
data, Case 2 curve represents 
improvement of the Case 1 curve 
by 50% (in terms of median value) 
and Case 3 curve by 100%.  These 
improvements are deemed pos-
sible on the basis of analytical and 
experimental studies by Feng and 
Saadeghvaziri (2001) and Dong  Figure 5.  Locations of Earthquake Faults and 52 Receiving Stations

 Figure 4.  Models for Receiving Station and Node

Bus Bus Bus Bus Bus Bus
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(2002).  For each system analysis, 
connectivity and power flow were 
examined with the aid of IPFLOW, 
where LADWP’s power system 
was treated as part of the overall 
WECC system.

The analysis procedure for the 
seismic performance of the elec-
tric power network is described 
in the following steps and is also 
depicted in the flowchart in Fig-
ure 8.  The entire process is tightly 
integrated with a GIS database in-
volved in the analysis.
•  For each of the 47 scenario 

earthquakes described earlier, 
spatial distribution of PGA is 
generated using the appropri-
ate attenuation law.

•  For each scenario earthquake, 
by Monte Carlo techniques, 

 Figure 6.   (a) Spatial PGA  Distribution in the 1994 Northridge Earthquake and (b) Relative Average Power Output with 
only Transformers  Assumed to be Vulnerable (Sample size=20) 

(a) Spatial PGA Distribution in the
1994 Northridge Earthquake

(b) Relative Average Power Output with only
Transformers Assumed to be Vulnerable

(Sample size=20)

 Figure 7.  Fragility Curves for Transformers With and Without Enhancement
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 Figure 8. Flowchart for GIS-based Power Performance Analysis 

Start

47 Scenario Earthquakes

USC-EPEDAT

Ground Motion Intensity

WECC Data*

Isolate Disabled Nodes Isolate Disabled Lines

IPFLOW

Determine
Disabled Nodes

Abnormal Voltage at Any Node?
Power Imbalance?

Power Output for
Each Service Area**

Annual Occurrence of
47 Scenario Earthquakes

Technical, Societal
and Economic Loss

Risk Curves for Power Supply, Households
Without Power and GRP

System Performance Criteria,
Effectiveness of Rehabilitation

* Western Electricity Coordinating Council

**  Includes the Case of System-Wide Blackout

Yes

No

the state of equipment dam-
age is simulated using fragility 
curves for transformers with 
and without rehabilitation.

•  The state of damage to the 
transmission network is simu-
lated under each scenario 
earthquake. 

•  The power flow is calculated 
using the IPFLOW code, taking 

into consideration the follow-
ing network failure criteria:
1. Imbalance of  power:  

supply/demand ratio out-
side the range  

1 05 1 1. .£ £total supply

total demand  
(1)
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2.  Abnormal voltage

                        
V V

V
damagedintact

intact

-
> 0 1.

 (2)

3. Frequency change (IP-
FLOW does not check this 
criteria)

4. Loss of connectivity
•  The seismic performance of the 

power network is computed, 
e.g., in terms of percentage of 
power supply and households 
with power after the earth-
quake.  This is done for the 
entire area of service as well 
as for each service area under 
each scenario earthquake.  The 
percentage is relative to the 
performance under the intact 
system condition.

•  A seismic risk curve is devel-
oped (which plots the annual 

probability that system perfor-
mance will be reduced more 
than a specified level due to 
earthquake as a function of that 
level).

•  System performance is exam-
ined relative to performance 
criteria, with and without re-
habilitation (of transformers in 
this study).

•  Effectiveness of rehabilitation is 
determined.

•  In combination with regional 
economical analysis, risk curves 
are developed for the loss of 
Gross Regional Product (GRP).

Using Monte Carlo simulation 
techniques involving the fragility 
curves, the power flow analysis is 
performed 20 times under each 
scenario earthquake.  Each simu-
lation result represents a unique 
state of network damage.  Figure 

 Figure 9.  Relative Average Power Output with Transformers 
and Circuit Breakers Vulnerable

 Figure 10.  Relative Average Power Output with Transformers 
and Disconnect Switches Vulnerable
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6(b) shows the ratio of the aver-
age power supply of the damaged 
network to that associated with 
the intact network for each ser-
vice area, when only transformers 
are considered to be vulnerable.  
The average is taken over all 20 
simulations.  The extent to which 
the rehabilitation of transformers 
contributes to improvement of 
system performance is evident if 
we compare the power supply ra-
tio under Case 1 (not enhanced), 
Case 2 (50% enhanced) and Case 
3 (100% enhanced).  

In addition to transformers, 
functionality of circuit breakers, 
disconnect switches and buses are 
critical for basic operation of re-
ceiving stations.  Figures 9 and 10 
present the results of the seismic 
performance analysis when these 
components are also assumed to 
be vulnerable, using the same fra-
gility characteristics as transform-
ers.  These results indicate that if 
the additional equipment are con-
sidered vulnerable, the LADWP 
suffers from the total blackout un-
der the Northridge earthquake as 
we observed in January 17, 1994.  
More comprehensive results of 
the analysis involving these types 
of equipment will be presented 
later.

Economic Impact

The preceding analysis of sys-
tems performance can be readily 
extended from impacts on house-
holds to impacts on the regional 
economy.  Here, direct economic 
losses are evaluated using a meth-
odology that relates the spatial 
pattern of electric power outage 
to the regional distribution of 
economic activity (see Chang and 
Seligson, 2003; Chang, 1998).  

Direct economic loss, L (dollars), 
is evaluated for each earthquake 
simulation and each mitigation 
condition as follows:

L l d ej s sj
js

= ◊ ◊ÂÂ
 (3)

where lj is a loss factor for indus-
try j (0 ≤ l ≤ 1), ds is a disruption 
indicator for service area s (d = 1 
in case of power outage, d = 0 in 
case of no outage), and es,j is daily 
industry j economic activity in area 
s (dollars).  The disruption indica-
tors ds for each electric power ser-
vice area derive directly from the 
power supply simulation results 
described previously.

The loss factors lj reflect the 
dependency of each industry on 
electric power.  They were devel-
oped empirically on the basis of 
survey data collected following the 
1994 Northridge earthquake that 
struck the Los Angeles region.  
Specifically, a large survey of over 
1,100 businesses was conducted 
by K. Tierney and colleagues at 
the Disaster Research Center of the 
University of Delaware (Webb et 
al., 2000).  Data from this survey 
that were used in the current study 
included information on whether 
a business lost electric power, for 
how long, the level of disruptive-
ness associated with this outage, 
and whether or not the business 
closed temporarily in the disaster.  
Data on other sources of disrup-
tion (e.g., building damage, loss 
of water, etc.) were also used to 
estimate the net effect of electric 
power outage.  For details on the 
methodology, see Chang and Selig-
son (2003).  The loss factors range 
from a low of 0.39 for mining and 
construction to a high of 0.60 for 
manufacturing.  These factors per-
tain to a one-day power outage.
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This study develops an analysis 
procedure that can be used to 
evaluate seismic resilience of 
critical systems taking their 
interaction and combined 
impact on communities in 
technical, organizational, 
economical and social 
dimensions.
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Estimates of industry economic 
activity by service area, esj, were 
based on industry employment 
data.  Employment by industry 
and zip code were obtained from 
the Southern California Associa-
tion of Governments (SCAG) and 
aggregated, using GIS overlays, to 
the LADWP service areas.  Employ-
ment was converted into output 
using estimates of output per em-
ployee in each industry.  These 
productivity estimates were based 
on California gross state product 
(GSP) and employment data avail-
able from the Bureau of Economic 
Analysis (BEA).  

Loss results are expressed as the 
percent of gross regional product 
(GRP) in the LADWP service area 
that would be lost given electric 
power outage in each earthquake 
simulation.  At this stage, results 
are assessed in terms of daily GRP 
loss.  This can be interpreted as the 
loss that would be sustained if the 
outage pattern lasted for one day.  

Risk Evaluation of 
Power Systems

Analysis using these probabilistic 
earthquake scenarios allows the 
estimation of “risk curves” that 
graphically summarize system 
risk in terms of the likelihood of 
experiencing different levels of 
performance degradation in disas-
ters. Risk curves can be developed 
for performance parameters asso-
ciated with different dimensions of 
resilience, including the technical 
(e.g., power supply in each service 
area), societal (e.g., rate of house-
holds without power supply), 
organizational (e.g., rapidity in 
repair and restoration efficiency), 

and economic (e.g., regional out-
put or employment loss).

Risk Curves for LADWP’s 
Power System

Reduction in power supply, 
households without power and 
reduction in GRP immediately after 
an earthquake are risk measures of 
technical, societal and economic 
concern, and the associated risk 
curves are plotted in Figures 11-
13.  These risk curves indicate the 
percentages of reduction in power 
supply, households without power 
and reduction in GRP immediately 
after earthquake, and are comput-
ed utilizing the results of power 
flow analysis and census data (Fig-
ure 3) on the spatial distribution 
of households across LADWP’s 
service areas as shown below. As 
for the details of evaluation in GRP, 
readers are referred to Shinozuka 
and Chang (2004).

 Figure 11.  Risk Curves for Power Supply Reduction
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Professor Shinozuka:
http://shino8.eng.uci.edu

Shake Map Home Page:
http://quake.wr.usgs.gov/
research/strongmotion/effects/
shake

Western Electricity 
Coordinating Council:
http://www.wecc.biz/
main.html

Scenario Earthquakes:
http://shino8.eng.uci.edu/
Secnario_Earthquakes/
47Scenario.pdf
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where m is the service area 
number (1,2,…,M), M=21 in this 
example; n is the simulation num-
ber (1,2,…,N); N equals 20 in this 
example; Pd(m,n) is the power 
output in service area m under n-
th simulation; P(m) is the power 
output in service area m under 
normal conditions; Rd(m,n) is 
the   power output ratio in service 
area m under n-th simulation; and 
Hshld(m) is the number of house-
holds in service area m.

The risk curves in this study 
plot the expected annual prob-
ability as a function of loss of 
system power supply in Figure 
11, the percentage of households 
without power in Figure 12 and 
the reduction of GRP in Figure 13 
after an earthquake.  Each point 
in the figures represent one of the 
scenario events with their occur-
rence probabilities cumulatively 
added backward beginning from 
the scenario earthquake producing 
the largest percentage so that the 
risk curve represents a compli-
mentary cumulative distribution 
function of the performance vari-
able (such as percentage of power 
supply reduction).  The risk curve 
approach is also useful for eco-
nomic impact analysis, as well as 
cost-benefit analysis to determine 
the effectiveness of enhancement 
technologies (see the curves with 
solid triangles and squares) (Dong, 

 Figure 12.  Risk Curves for Household Power Outage

 Figure 13.  Risk Curves for Economic Loss
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Robustness Reliability

Power
A majority (at least 80%) of 

households will have continued 
power supply after earthquake

With a high level of 
reliability

(at least 99% per year)

Water
A majority (at least 80%) of 

households will have continued 
water supply after earthquake

With a high level of 
reliability

(at least 99% per year)

Hospital

A majority (at least 95%) 
of injured or otherwise 

traumatized individuals will be 
accommodated in acute care 

hospitals for medical care

With a high level of 
reliability

(at least 99% per year)

 Table 1.   System Performance Criterion I for Pre-event Assessment and Rehabilitation

Rapidity in Restoration Reliability

Power

A majority (at least 95%) of 
households will have power supply 
as rapidly as possible within a short 

period of time (3 days)

With a high level of 
reliability 

(at least 90% of 
earthquake events)

Water

A majority (at least 95%) of 
households will have water supply 
as rapidly as possible within a short 

period of time (3 days)

With a high level of 
reliability 

(at least 90% of 
earthquake events)

Hospital

All the injured and traumatized 
individuals will be accommodated 
in acute care hospitals as rapidly 

as possible within a short period of 
time (1 day)

With a high level of 
reliability 

(at least 90% of 
earthquake events)

 Table 2.  System Performance Criterion II for Post-Event Response and Recovery

2002).  Of equal importance is the 
use of the risk curve in relation to 
the verification of performance 
criteria.

System Performance 
Criteria

The performance criteria for 
power systems listed in Tables 1 
and 2, demonstrate a possible for-
mat in which the criteria can be 
given.  Table 1 lists criteria to be 
satisfied in pre-event assessment 
(e.g., through seismic retrofit), 
and Table 2, those in post-event 
emergency response (e.g., through 
disaster response planning).  These 
tables also include performance 
criteria for water and acute care 
hospital systems.  This general 
format for performance criteria 
for structures and lifelines has 
been provided by Shinozuka and 
Dong (2002) and Bruneau et al. 
(2003).  In combination, they 
conceptually establish the degree 
of community resilience in terms 
of robustness, rapidity and reliabil-
ity.  Specific values (in percentages 
for robustness, rapidity in restora-
tion, and reliability) are examples 
so that the concept can be better 
understood.  

Data collection and modeling for 
rapidity in restoration are much 
more difficult to pursue (Shinozuka 
and Dong, 2002).  Further research 
is needed to develop analytical 
models based on past experience 
so that performance criteria, such 
as those shown in Table 2, become 
meaningful in practice. However, 
a simulation was performed in 
this study and compared with 
the Northridge repair/restoration 
data. The results from this study 
provide a potentially successful 

method of pursuit in this area as 
demonstrated below in “System 
Restoration.”

Similar tables for GRP associ-
ated with the same systems are 
currently being constructed.  For 
the sake of discussion, robustness 
of the power system in terms of 
GRP has a criterion of 5% loss with 
an annual probability of 1%.

The solid circles in Figures 11-
13 indicate example performance 
criteria for the electric power 
system in technical, societal and 
economic terms.  In these cases, 
the criteria specify that percentage 
of reduction in power supply, of 
households without power and of 
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GRP loss immediately after earth-
quake should not exceed, respec-
tively, 20 %, 20 % and 5 %, all with 
1 % annual probability.  In these 
instances, Figures 11-13 show 
that the unmitigated system (Case 
1) will not meet the stated perfor-
mance criteria, but rehabilitated 
systems (both Cases 2 and 3) will 
satisfy the performance criteria.

Resilience Framework 
and System 
Restoration

Resilience is an important con-
cept for the disaster management 
of infrastructure systems.  Two key 
dimensions of resilience can be re-
ferred to as robustness and rapidity 
in restoration as described in the 
preceding sections.  These can be 
expressed utilizing a restoration 
curve typically having character-
istics as shown in Figure 14.  

The curve plots system per-
formance as a function of time. 
The reduction in performance 
from 100% at point A (time t0) to 
50% (in this example) at point B 
results from the damaging seismic 
impact to the system. The restora-
tion curve starting from the initial 
distress point B, to the complete 
recovery point D (back to 100% at 
time t1), demonstrates the process 
of restoration. Hence, the perfor-
mance percentage corresponding 
to B (or B-C, with C associated 
with zero performance) represents 
robustness (Equation 8), and the 
elapsed time for the total restora-
tion (t1-t0) can be used to quantify 
rapidity (Equation 9), although 
Equation 9 may admittedly be too 
simplistic.

 Robustness = B – C  (in percentage) (8)

Rapidity = 
A B

t t

-
-1 0

 (average recovery rate 
    in percentage /time) 
                                               (9)

It has been demonstrated that 
the restoration for power systems 
tends to be rapid compared with 
that for water, gas and transpor-
tation systems.  Figure 15 shows 
the assumed repair or replacement 

 Figure 14.   Power Supply as a Function of Time
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curves for the LADWP system after 
the Northridge earthquake.  The 
curve plots the probability of dam-
aged equipment being restored 
(repaired or replaced) as a func-
tion of time (in days).  This model 
may indeed represent organiza-
tional effectiveness in the sense 
that it asserts that LADWP has 
the capacity to repair/replace all 
the damaged components within 
2 days, with each damaged com-
ponent given equal chance to be 
repaired/replaced in the interval of 
2 days.  It is postulated that circuit 
breakers and disconnect switches 
are more rapidly restored with 
uniformly distributed probability 
density over the first one day pe-
riod, and transformers and buses 
over the first two days. This not 
only reflects the relative ease with 
which each component is repaired 
/replaced, but also the cost of its 
replacement. The resulting curve 
indicates, for example, that a dam-
aged transformer can be replaced 
or repaired within a half day with a 
probability of 25%.  This is merely 
an assumption on which we ini-
tiate and gain numerical insight 
for the restoration simulation.  In 
reality, a transformer probably 
cannot be replaced or repaired 
with such rapidity unless the de-
gree of damage is slight, i.e., less 
than moderate.  As for the fragility 
information, we use Figure 7 (Case 
1) for transformers, Figure 16 for 
circuit breakers and Figure 17 for 
disconnect switches and buses.  
The fragility curves for circuit 
breakers and disconnect switches 
are also developed from the North-
ridge damage data.  Then, a power 
flow analysis is performed as out-
lined in earlier sections, adding an 
extra layer of Monte Carlo simula-
tion where damaged components 

are restored in accordance with 
the restoration curves assumed in 
Figure 15.  The resulting simulation 
of restoration (in % of households) 
is represented by four points in Fig-
ure 18, which underestimates the 
speed of restoration (in % of cus-
tomers) actually observed in the 
aftermath of the Northridge earth-
quake. The difference between 
household- and customer-based 
percentage restoration is assumed 
to be negligible here. Figure 18 
also includes simulated restoration 

 Figure 16.  Fragility Curve for Circuit Breakers

 Figure 17.  Fragility Curve for Disconnect Switches and Buses
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 Figure 18.  LADWP Power System Customers Restoration

 Figure 19.  Risk Curve and Restoration Curves for LADWP”s System
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curves for two other less damaging 
scenario earthquakes. Note their 
shapes are, in essence, the same 
as the curve BD in Figure 11.  We 
note that power system restoration 
procedures may repair or replace 
damaged components in an order 
reflecting the priority established 
by the utility for the purpose of 
accelerating the entire network 
restoration.  If such a procedure 
were taken into consideration, 
the simulation performed here 
might have more closely agreed 
with the empirical curve.  The 
simulated states of restoration as 
time proceeds can be depicted in 
GIS format.  Figure 20 (a) shows 
a snapshot at 6 hours after the 
earthquake of this spatio-temporal 
progression of restoration process 
as reported by LADWP, whereas 
Figure 21(b) shows the simulated 
version of the state of restoration 
at the same time.

Water and Power 
Systems Integration

Figure 21a shows the LADWP 
electric transmission network 
superimposed on the major high-
way system and topography of Los 
Angeles. Figures 21b and 21c show 
the pump stations for water dis-
tribution and groundwater wells, 
respectively. 

The water distribution system 
contains 73 pump stations, many 
of which use several pumps in 
parallel, resulting in 284 pumps 
throughout the system. As indi-
cated in Figure 21c, the water 
distribution system contains an 
additional 151 pumps for ground-
water wells. Of significance is the 
Van Norman Complex in northern 
San Fernando Valley, which oper-
ates with two pump stations.
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Pump stations and groundwa-
ter wells generally performed 
well during the 1994 Northridge 
earthquake. The damage to these 
facilities was minimal, except for 
the loss of pumping capacity due 
to interruption of electric power 
(Lund and Cooper, 1995). Most 
pump stations have emergency 
backup internal combustion gen-
erators or pump units to provide 
at least the capacity of one electric 
pump unit. The emergency capaci-
ty, however, is less than the pump-
ing capacity with normal electric 
service at most of the stations. 
The post-earthquake capability 
of pump stations to operate at a 
normal level of service was there-
fore related to the restoration of 
electric power.

LADWP (1994) provided infor-
mation about the electric power 
system restoration after the 

 Figure 20.  State of LADWP Power Supply Restoration at 6 hours after the Northridge Earthquake
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Northridge earthquake, which 
was incorporated into a combined 
GIS for water and electric power, 
and evaluated in light of other data 
sources (Schiff et al.,1995; LADWP, 
1994; EERI, 1995). Figure 21 shows 
the LADWP electric transmission 
system, as well as the time for 
power restoration, superimposed 
on pump stations and groundwater 
wells. Power was restored first in 
the southern portion of the service 
area, and then was expanded grad-
ually to the north. The outage time 
in the Central City areas was less 
than several hours. In contrast, the 
outage for much of San Fernando 
Valley lasted 15 to 27 hours. 

The restoration of electricity was 
accomplished by reinstatement of 
power in the least damaged, south-
ern portion of the network at the 
same time that inspections and 
repairs were initiated in the most 
heavily damaged northern part 
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(a) Electric Transmission System (b) Pump Stations and Electricity Outage Time

(c) Groundwater Wells and Electricity Outage Time

 Figure 21.   Water Distribution and Electricity Power System Interaction After the 1994 Northridge Earthquake
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of the network. In general, res-
toration proceeds from locations 
outside the most heavily damaged 
areas where the opportunity for 
power resumption is highest. This 
progression from areas of lesser 
to greater damage also supports a 
general resumption of services that 
helps in the repair of components 
with highest damage.

 Electric service to most pump 
stations and groundwater water 
wells was reinstated by noon fol-
lowing the main shock. Electricity 
outage at the Van Norman Com-
plex lasted as long as 27 hours. 
Emergency power to run the small-
est of the two pump stations at the 
Complex at full capacity was pro-
vided during that time by internal 
combustion units. Even after elec-
tric power was restored to both 
pump stations at the Complex, 
the ability to convey water was 
impeded by earthquake-induced 
damage to major trunk lines. 

MCEER investigations of earth-
quake effects on the combined 
water and power systems, as 
illustrated in this case history 
assessment, show the spatial in-

teraction of both networks. GIS-
assisted modeling illustrates both 
the temporal and spatial aspects 
of combined system performance, 
and helps to formulate future strat-
egies for coordinated service rein-
statement. 

Figures 21a and 21b can also be 
demonstrated by utilizing the spa-
tio-temporal restoration map of the 
power supply reported by LADWP 
for the Northridge earthquake as 
in Figure 20a.  The method of 
simulation for the restoration 
process which was developed in 
Figure 20b can be used for one 
of the Maximum Credible Earth-
quakes, Malibu Coast M7.3, with 
a PGA distribution as depicted in 
Figure 22.  The progression of the 
restoration process is then shown 
in Figure 23, in which the state of 
the restoration is demonstrated in 
GIS format immediately after and 
at 12 hours, 24 hours and 48 hours 
after the earthquake.  This restora-
tion simulation as exemplified in 
Figure 23 is pivotal in the pre-event 
assessment of restoration and re-
lated recovery processes.

 Figure 22.  PGA Distribution (Malibu Coast M7.3)
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Conclusion and 
Future Research

This research integrated the 
data and methods developed by 
the authors over many years, in-
cluding the GIS inventory data of 
the LADWP electric power trans-
mission system, multiple scenario 
earthquakes representing the Los 
Angeles area seismic hazard, fragil-
ity characteristics of system com-
ponents with and without seismic 
retrofit, and systems analysis tech-
niques using WECC’s database and 
EPRI’s IPFLOW computer code.  
This integration leads to the capa-

 Figure 23.  Pump Stations with Power Supply after Earthquake (Malibu Coast MCE 7.3)

(a) 0 Hours Later (b) 12 Hours Later

(c) 24 Hours Later (d) 48 Hours Later

bility to evaluate the performance 
of power systems and the conse-
quences of system interruptions 
caused by earthquakes.  In addi-
tion, the research developed and 
proposed a form of performance 
criteria that can be quantitatively 
mapped into the response space, 
in terms of the technological, eco-
nomic, organizational, and social 
dimensions of disaster resilience.  
A model of the system restoration 
process was recently added for the 
purpose of pre-event simulation in 
order to assess the economic loss 
resulting from system disruption.  
Research on integrative water and 



84 Seismic Evaluation and Retrofit of Lifeline Systems Resilience of Integrated Power and Water Systems 85

power performance has been initi-
ated concentrating on the pump 
stations vulnerable to the inter-
ruption of power supply.  Joint 
performance of power systems 
with other critical systems, such 
as emergency response organiza-

tions, medical care systems (e.g., 
acute care hospitals) and highway 
transportation systems is a critical 
issue to be addressed more com-
prehensively from the viewpoint 
of community resilience, and is 
currently being studied.
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Assessing the Role of Lifeline Systems in 
Community Disaster Resilience

by Stephanie E. Chang and Christopher Chamberlin 

 Research Objectives

The objective of this research is to advance the state-of-the-art of disaster 
loss modeling, with particular emphasis on understanding how mitigat-
ing lifeline infrastructure systems can improve the disaster resilience of 
a community.  A model will be developed that focuses on direct social 
and economic losses. It will be applied to the Los Angeles Department 
of  Water and Power (LADWP). Key advances in this model will include 
evaluating lifeline-related losses within the broader context of the disaster, 
and developing a socio-economic loss model that is agent-based. 

Urban infrastructure systems such as water and electric power net-
works provide critical services to all sectors of a community.  Evalu-

ation of alternative seismic upgrading strategies for these systems should 
therefore take into account not just the utility provider’s own costs and 
benefits, but the potential impacts on the community as a whole.  In this 
context, MCEER researchers have proposed the concept of “community 
disaster resilience” as a framework for evaluating and comparing loss re-
duction strategies (Bruneau et al., 2003).  This paper addresses a central 
question in the resilience framework:  how to evaluate the benefits of 
lifeline mitigations for disaster resilience of the entire community. 

This effort builds on research in previous years that focused on the water 
and electric powers systems serving Memphis, Tennessee.  Prior research 
developed integrated engineering-economic loss estimation models (Chang 
et al., 2002; Shinozuka et al., 1998), explored the relationship between loss 
estimation and resilience modeling, and applied the resilience approach 
to an analysis of alternative seismic upgrading strategies for the Memphis 
Light, Gas and Water Division (Chang and Shinozuka, 2004).  

Currently, the Memphis model is being transferred with major enhance-
ments to a case study of the Los Angeles Department of Water and Power’s 
(LADWP’s) systems.  As described in the current paper, a key enhancement 
is the setting of lifeline outage impacts in the context of other earthquake 
damage (e.g., to buildings), which provides a more realistic and accurate 
assessment than modeling lifeline outages in isolation.  Another important 
modification consists of the shift from an area-based to an agent-based model 
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The primary users of this research are intended to be utilities, 
as well as local emergency managers and planners.  This research 
addresses the questions of how utility losses in earthquakes will 
affect the community as a whole, and how seismic mitigation of 
utility infrastructure would improve the community’s resilience 
to future disasters.

structure.  Economic impacts are 
now evaluated at the level of the 
business, rather than the census 
tract.  This approach affords model-
ing advantages in terms of scalabil-
ity, ease of simulation, validation 
capability, and consistency with 
underlying empirical data.  This 
paper describes progress to date 
on the Los Angeles resilience mod-
el.  The principal areas of progress 
are development of a multi-source 
economic loss model, derivation of 
a business sample for simulation, 
and software implementation.

Multi-Source 
Economic Loss Model

Figure 1 provides a schematic 
diagram of the community resil-
ience model (blue box) and its 
relationship to the overall MCEER 
study of LADWP systems.  For a 
given scenario earthquake, the 
community resilience model  
evaluates economic impacts, social 
impacts, and resilience outcomes.  
Key inputs from MCEER engi-
neering investigators include the 
availability of water and electric 
power for spatial units (e.g., cen-
sus tracts, electric power service 
areas) at various points in time fol-
lowing the earthquake.  The status 
of buildings is assessed using the 
Federal Emergency Management 

Agency’s (FEMA’s) HAZUS loss 
estimation software. 

The simultaneous evaluation of 
economic disruption from loss of 
building, water, and electric power 
is an important advance.  It avoids 
the potential inflation of losses at-
tributable to any of these sources 
individually.  For example, a busi-
ness may be unable to operate if 
it loses either water or electric 
power.  Suppose it loses both in an 
earthquake.  Evaluating water and 
electric power impacts simultane-
ously, rather than separately (as is 
the case with most current mod-
els), ensures that this business’s 
losses will not be counted twice.  
This enables a more accurate as-
sessment of potential losses, as 
well as potential benefits of lifeline 
mitigations.

Data to develop and calibrate the 
multi-source economic loss model 
were obtained from two large busi-
ness surveys conducted by K. Tier-
ney and colleagues at the Disaster 
Research Center of the University 
of Delaware following the 1989 
Loma Prieta and 1994 Northridge 
earthquakes.  Together, these 
surveys include over 2,000 busi-
nesses in the Santa Cruz and Los 
Angeles areas.  Here, we used data 
from survey questions on sources 
of disruption (e.g., whether the 
business lost electric power), the 
associated levels of disruptiveness 
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(e.g., “very disruptive”), whether 
the business closed temporarily, 
for how long, and the major rea-
sons for this closure.   

Based on these data, a three-step 
model was developed in which 
losses are evaluated for each busi-
ness in the simulation.  The first 
step involves determining the 
degree of building damage, water 
loss, and electric power outage 
suffered, primarily on the basis of 
the business’s location in the study 
area.  The second step translates 
these physical losses into disrup-
tiveness to the business’s activi-
ties.  Disruptiveness is measured 
according to the qualitative scale 
used in the Loma Prieta and North-
ridge surveys.  Table 1 shows the 
probabilistic model that relates 
water outage to business disrup-
tion. As shown in the table, out-
age is more likely to be disruptive 
for businesses in some industries, 
such as health services, than for 
others.  For a particular business, 
a deterministic disruptiveness state 
is assigned using  Table 1 and a 
random number generator.  Simi-

lar tables (not shown) were also 
developed for building and electric 
power loss.

Industry

Disruptiveness Level

“Not at all 
disruptive”

“Not very 
disruptive”

“Disruptive”
“Very 

disruptive”

Agriculture 8 % 15 % 42 % 35 %

Mining, construction, transportation, 
communications, utilities

8 % 31 % 37 % 24 %

Manufacturing 0 % 35 % 26 % 39 %

Wholesale and retail trade 10 % 23 % 26 % 41 %

Finance, insurance, real estate 5 % 24 % 29 % 43 %

Health services 2 % 6 % 22 % 70 %

All other services 7 % 29 % 24 % 41 %

ALL INDUSTRIES 7 % 25 % 27 % 42 %

 Table 1.  Probability of Disruptiveness Level due to Water Outage

Note:  Row sums may not add to 100% due to rounding error.

 Figure 1.  Schematic of Community Resilience Model 
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The third step translates business 
disruption into economic loss.   For 
each business, the disruptiveness 
levels from buildings, water, and 
power are tallied and related to a 
probability of temporary business 
closure, as shown in Table 2.   For 
example, a business that experi-
enced “very disruptive” electric 
power and water outage, as well 
as “not very disruptive” building 
damage, would be considered 
Case A in the table and assigned 
a 90% probability of closure.  The 
closure probabilities are translated 
into deterministic closure states us-
ing a random number generator.  
Note that this economic disrup-
tion model is evaluated at mul-

tiple timesteps (e.g., at 
weekly intervals) until 
the business reopens.  

Initial results of the 
economic impact model 
include the duration of 
closure (if any) for each 
business in the simula-
tion.  These results are 
then scaled up to the in-
dustry level for the entire 
study area and translated 
into dollar losses.  For 
this purpose, it is as-

sumed that a business produces 
no output while it is temporarily 
closed, and normal output when it 
is open.  Note that this evaluation 
is currently limited to only direct 
business disruption loss.

Business Sample
As noted above, economic 

impacts are simulated at the busi-
ness level and aggregated to the 
entire study area.  Data from Dun 
& Bradstreet (D&B) indicate that 
there are some 372,000 businesses 
in Los Angeles County, accounting 
for about 3.4 million jobs.  Table 

3 shows the distribution 
by the industry classifica-
tion used in the model.  
Note that the vast majority 
of businesses in all indus-
tries are small (i.e., with 
less than 20 employees).   
Information on individual 
businesses is available 
from Dun & Bradstreet; 
however, this database is 
prohibitively expensive.  
Instead, we obtained an 
aggregated database with 
information for each cen-
sus tract in the county.  
Data include the number 

Case

Number of sources in each disruptiveness category
Probability of 

closure“Not at all 
disruptive”

“Not very 
disruptive”

“Disruptive”
“Very 

disruptive”

A 2+ 90%

B 1+ 1 80%

C 0 1 63%

D 1+ 0 54%

E 1+ 0 0 30%

F 3 0 0 0 0%

 Table 2.  Probability of Business Closure

Industry Group
Number of 
Employees

Number of 
Businesses

Percent Small 
Businesses(1)

Agriculture 20,263 3,564 94%

Mining, construction, transportation, 
communications, utilities

341,594 33,358 91%

Manufacturing 500,045 23,860 79%

Wholesale and retail trade 821,125 105,046 92%

Finance, insurance, real estate 237,697 32,280 93%

Health services 259,578 24,608 94%

All other services 1,222,791 149,675 93%

TOTAL 3,403,093 372,391 92%

Note:  (1) less than 20 employees

 Table 3.  Businesses and Employment in Los Angeles County

Dun & Bradstreet database (December 2003) 
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of jobs and businesses by industry 
and size class. 

From this database, we created 
a “pseudo-sample” of 3,724 busi-
nesses, or 1% of the total popula-
tion of businesses in Los Angeles 
County.  The Dun and Bradstreet 
(D&B) database was aggregated 
from 4-digit Standard Industrial 
Classification (SIC) codes to the 7-
industry grouping shown in Table 
2.  Each of the 3,724 “business ob-
jects” corresponds to a hypotheti-
cal business.  Each was assigned to 
an industry such that the sample 
would have the same industry 
distribution as the population as 
a whole.  Assigning numbers of 
employees to the businesses was 
more complicated since the D&B 
database only contained aggre-
gate data by business size class.  A 
lognormal curve of business size 
distribution was therefore gener-
ated for each industry, such that it 
matched the benchmark size class 
subtotals in the D&B database.  
Each business object was then 
assigned a number of employees 
using the appropriate lognormal 
curve and a random number gen-
erator.  Further, for each business 
subtype, the spatial distribution 
across census tracts was calcu-
lated.  Each business object was 
then assigned a census tract loca-
tion using the appropriate spatial 
distribution and a random number 
generator.  

Based on this procedure, a 
stratified 1% business sample was 
developed that reflects the total 
business population in terms of 
industry, size, and spatial distribu-
tions. Figure 2 shows the approxi-
mate locations of businesses in the 
1% sample, in relation to LADWP’s 
electric power service areas.  As 
noted earlier, the model evaluates 

earthquake losses for each busi-
ness, then scales up to the entire 
study area.  Currently, the study 
area is LADWP’s service territory, 
which constitutes the majority of 
Los Angeles County.

Software 
Implementation 

The simulator for the model is 
implemented in the object-orient-
ed programming language C++.  
(The earlier loss model of the 
Memphis water system had been 
implemented in Fortran.)  Each key 
component of the model has a cor-
responding object (C++ class) in 
the simulation software.  An object-
oriented environment is useful for 

 Figure 2.  Business Sample and LADWP Service Zones 
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this type of model implementation 
because it enables clearly defined 
relationships between the various 
components, and protects data 
that should be static from modi-
fication.  

Further, the C++ inheritance 
mechanism makes it straight-
forward to add modified or im-
proved components of the model 
without affecting the rest of the 
code.  For example, the current 
model for outage and recovery of 
water and electric lifelines is very 
simple.  Better empirical data or a 
more sophisticated model, when 
available, can be implemented in 
a class derived from the existing 
one, which defines the interface 
to the object used by the rest of 
the system.  Further, it would be 
possible to mix several implemen-
tations of a given component, with 
different functionality, together in 
one simulation.  The object inter-
faces make these implementation 
details invisible to the rest of the 
simulation. 

The overview in Figure 3 shows 
the major components of the sys-
tem.  Some minor utility classes 
and the derived implementations 
described above are not shown.  
The major components are as 
follows: 

ResiliencySimulator – This is 
a unique object that contains the 
rest of the objects for the simula-
tion. The top-level loops for the 
simulation are here.  Because the 
ResiliencySimulator is unable to 
change the scenario data, these 
are protected from accidental 
modification. 

Business – This is a basic class 
that holds data about one business.  
It holds the business employment 
size and pointers to the industry 
and zone the business is in.  Results 
from simulation are stored in Busi-
nessSimulation, not here. 

Zone – This corresponds to a 
section of the study area, usually 
a census tract.  It has an ID value 
and pointers to the lifeline service 
areas that this zone is contained 
within.  It also contains building 

damage rates.  
W a t e r A r e a /

ElectricArea – Cur-
rently, these objects are 
identical, but derived 
classes could implement 
different models.  These 
objects are capable of re-
turning the lifeline status 
(available or unavailable) 
at any given time step.  

Industry – This con-
tains data about a given 
industry group, includ-
ing the susceptibility to 
closure due to building 
or lifeline damage.  

BusinessSimulation 
– This contains the re-
sults of simulation for  Figure 3.   Object Model Overview for Economic Resilience Simulation
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one Business object, particularly 
the closure status at given time 
steps. 

Results – This is the top level 
results object.  It contains all of 
the BusinessSimulation objects.  
After they are computed, code in 
this object aggregates them and 
saves the results to disk.

The Results objects can be de-
leted after a run’s results are saved 
without affecting the rest of the 
data structures, so the simulation 
is very efficient to reset for another 
run because the bulk of the data 
does not need to be recreated.  
Thus, the multiple runs which are 
required of this nondeterministic 
simulator can be executed rela-
tively quickly. 

The model uses two types of 
input data.  Model calibration 
data is integral to the calibration 
of the entire model.  Changes here 
would represent actual changes to 
the model itself.  For example, the 
Industry objects are calibrated for 
the probability of closure due to 
building damage, based on em-
pirical surveys.  Second, scenario 
data will vary depending on the 
earthquake scenario being used, 
such as building and lifeline dam-
age.   However, scenario data are 
static once the simulator starts, be-
cause they are part of the unchang-
ing input data for each simulation 
run.  In the simulator, these data 
are found in classes such as Busi-
ness, Zone, and the lifeline areas.  

To date, the simulation model 
has been partially tested for one 
scenario earthquake, a M7.0 
Malibu Coast fault event.  This 

scenario is one (#43) of 47 Los 
Angeles area events that together 
have been proposed for probabilis-
tic scenario-based analysis (Chang 
et al., 2000).  Full testing of the 
model will be conducted when re-
sults are available from engineering 
collaborators on lifeline outages 
and restoration.

Conclusions and 
Future Research

Substantial progress has been 
made in the development of a 
community resilience model and 
simulation software.  In contrast 
to an earlier lifeline loss estima-
tion model on which it is based, 
the resilience model accounts for 
multiple sources of loss, simulates 
impacts at the business level, and is 
implemented in an object-oriented 
programming language.   Efforts to 
date have focused on assessing eco-
nomic resilience. 

Future research will aim to 
complete development of the 
community resilience model.  
Linkages will be made to other 
MCEER research on the LADWP 
case, including indirect economic 
losses, water and electric power 
outage, and lifeline restoration.  
The resilience model will be ex-
panded to address social impacts 
such as displaced households and 
disruption to hospitals.  Major ef-
forts will also be made to refine 
the specification of performance 
objectives – which play a central 
role in resilience analysis – through 
stakeholder participation.
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This effort focuses on the 
modeling and assessment 
of earthquake resilience at 
the community level, with 
emphasis on economic 
and social dimensions of 
resilience.  The community 
resilience model is developed in 
coordination with other MCEER 
research on lifeline damage, 
outage, and restoration (by 
Shinozuka, O’Rourke, Grigoriu, 
and Davidson).
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Achieving a given target seismic resiliency for acute care facilities 
 requires harmonizing the performance levels between structural and 

nonstructural components. Even if the structural components of a hospital 
building achieve an immediate occupancy performance level after an earth-
quake, failure of architectural, mechanical, or electrical components can 
lower the performance level of the entire building system. This reduction 
in performance caused by the vulnerability of nonstructural components 
has been observed in several buildings during the recent 2001 Nisqually 
earthquake in the Seattle-Tacoma area (Filiatrault et al., 2001) and during 
several other earthquakes that have occurred in the last 40 years (Ayres et 
al., 1973, Ayres and Sun, 1973, Ding and Arnold, 1990, Reitherman 1994, 
Reitherman and Sabol, 1995, Gates and McGavin, 1998). Figure 1 illustrates 
typical investments in structural framing, nonstructural components and 
building contents in office, hotel and hospital construction (Miranda 2003). 
Clearly, the investment in nonstructural components and building contents 
is far greater than that of structural components and framing. Therefore, it 
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 Research Objectives

The main objective of this research is to develop a better understanding 
of the applications of various seismic response modification technologies 
to protect structural and nonstructural systems and components in acute 
care facilities from the effects of earthquakes. A secondary objective of 
the research is to establish a relationship between the performance of 
nonstructural components and structural demands in order to optimize and 
harmonize performance objectives between structural and nonstructural 
systems and components in acute care facilities. A broad range of seismic 
response modification technologies are under investigation, from those 
close to implementation to others that require long-term investigation. 
Results from the analytical and experimental investigations are being used in 
fragility studies to probabilistically quantify the relative merits and potential 
benefits to structural and nonstructural components of implementing these 
technologies. Eventually, the results will be quantified and included in 
decision support methodologies that integrate both engineering and social 
science aspects. 
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Design engineers and researchers can use the technologies 
investigated and developed in this research to improve the seis-
mic resilience of critical facilities. Results will be integrated into 
a decision support methodology to aid hospital administrators 
in selecting the most appropriate strengthening techniques for 
their specific situation, to assess loss of performance/capabilities 
and time to recovery, and to determine the cost/benefit of using 
these technologies. The demonstration hospitals can be used as a 
baseline analytical tool in undergraduate and graduate courses in 
earthquake engineering.

is not surprising that in many past 
earthquakes, losses from damage 
to nonstructural building compo-
nents exceeded losses from struc-
tural damage. This was clearly the 
case in the recent 2001 Nisqually 
earthquake (Filiatrault et al., 2001). 
Furthermore, failure of nonstruc-
tural building components could 
become safety hazards or could 
affect the safe movement of occu-
pants evacuating or rescue work-
ers entering buildings.

 In comparison to structural 
components and systems, there is 
still relatively limited information 
on the seismic performance of 
nonstructural components. Basic 
research work in this area has been 
sparse, and the available codes 
and guidelines (FEMA 1994, ASCE 
2000, Canadian Standard Associa-
tion 2002) are usually, for the most 
part, based on past experiences, 
engineering judgment, and intu-
ition, rather than on experimental 
and analytical results. Often, de-
sign engineers are forced to start 
almost from square one after each 
earthquake event: observe what 
went wrong and try to prevent 
repetitions. This is a consequence 
of the empirical nature of current 
seismic regulations and guidelines 
for nonstructural components. 

Retrofitting hospitals using 
seismic response modification 
technologies can make it possible 
to harmonize the performance of 
structural and nonstructural com-
ponents in order for the entire fa-
cility to meet or exceed a specified 
resiliency level during and after an 
earthquake. The initial expense of 
these technologies may be con-
sidered high at first glance, but 
increased implementation based 
on sustained research efforts is 
expected to reduce costs in the 
future to the point where they 
will be the same or less than con-
ventional retrofitting techniques. 
Furthermore, the use of response 
modification technologies that 
reduce the seismic demands on 
nonstructural components can 
significantly lower the cost of ret-
rofitting these items, which often 
represents the bulk of the facility 
investment. 

Figure 2 presents, as an example, 
sample fragility curves for suspend-
ed ceiling systems (SCS) (Badillo et 
al., 2002). Failure of SCS has been 
one of the most widely reported 
types of nonstructural damage in 
past earthquakes. Ensembles of 
fragility curves were developed by 
MCEER researchers based on twen-
ty-seven sets of earthquake-simu-
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lator tests on six tile-suspension 
systems. The specific objectives 
of the research program were: (1) 
to study the performance of a SCS 
that is commonly installed in the 
United States; (2) to evaluate im-
provements in response offered by 
the use of retainer clips that secure 
the ceiling panels (tiles) to a sus-
pension system; (3) to investigate 
the effectiveness of including a ver-
tical strut (or compression post) 
as seismic reinforcement in ceiling 
systems; and (4) to evaluate the ef-
fect of different boundary condi-
tions on the response of a SCS. 

It was found that the use of 
retainer clips substantially im-
proved the behavior of the SCS 

in terms of loss of tiles 
but also increased damage 
to the suspension system. 
This example illustrates 
the fact that if the use of 
structural technologies can 
sufficiently reduce the seis-
mic demands on SCS, these 
components may not need 
any retainer clips, or other 
retrofit methodologies, to 
perform adequately, thereby 

contributing to the overall seismic 
resiliency of the facility.

This paper briefly describes the 
research currently underway at 
MCEER on the development of re-
sponse modification technologies 
for the seismic protection of struc-
tural and nonstructural systems 
and components in acute care 
facilities. This work is innovative 
and important since the applica-
tion of these response modification 
technologies in building structures 
to date has been based solely on 
structural performance. It is only 
when the variations in seismic 
fragility of coupled structural 
and nonstructural components 

Figure 1: Investments in Building Construction (Miranda 2003). 

Miranda 2003

 Figure 1. Investments in Building Construction
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as a function of the structural sys-
tems (including seismic response 
modification technologies) and/or 
equipment retrofit is available that 
robust decision-making tools can 
be implemented.

Seismic Response 
Modification Using 
Technologies 
Developed at MCEER

This section presents the vari-
ous studies aimed at controlling 
the seismic response of structural 
and nonstructural systems and 
components in acute care facilities. 
These studies are conducted using 
various advanced technologies de-
veloped by MCEER researchers.

Studies on MCEER West Coast 
Demonstration Hospital

MCEER researchers are inves-
tigating the seismic demands on 
structural and nonstructural sys-
tems and components in acute 
care facilities through two- and 
three-dimensional numerical mod-
eling of a demonstration hospital 
in a variety of computer platforms. 
The facility chosen as the MCEER 
west coast demonstration hospital 
is an existing structure in the San 

Fernando Valley in Southern Cali-
fornia (Bruneau et al., 2003). The 
hospital facility was constructed 
in the early 1970’s to meet the 
seismic requirements of the 1970 
Uniform Building Code. One par-
ticular building of the facility’s 
campus, a rectangular four-story 
steel moment-resisting frame, 
referred to herein as WC70, was 
selected for in-depth studies. Fig-
ure 3 shows an isometric view of 
the framing of this building. By 
using these numerical models, 
MCEER researchers are able to 
compute demands on nonstruc-
tural components and judge the 
utility and efficiency of different 
seismic modification technolo-
gies to reduce the vulnerability of 
nonstructural components. Model 
verification is on-going across the 
various computer platforms to en-
sure consistency of results. 

The computer platform 
IDARC2D, developed by MCEER 
researchers, was used to judge 
the impact of plausible variations 
in structural-framing modeling as-
sumptions on the demands on the 
nonstructural components, includ-
ing modeling the non-seismic steel 
moment-frame connections as 
rigid (Model 1), semi-rigid (Model 
2) and pinned (Model 3), and 
modeling the column base con-
nections as rigid, semi-rigid and 
pinned. Nonlinear response-histo-
ry analyses of the two-dimensional 
models were performed using 20 
earthquake historical ground mo-
tion time histories whose average 
spectrum matched a 10% in 50 
year NEHRP Site Class B design 
spectrum for Los Angeles. Figure 
4 shows the target spectrum, 
the median spectrum of the 20 
histories and the maximum and 
minimum spectral ordinates for 

 Figure 3.  Three-Dimensional Numerical Model of MCEER West Coast Demonstra-
tion Hospital WC70 Building 

����������������
��������

����������������
��������

The seismic retrofit technolo-
gies and response modification 
methods investigated in this 
effort will be incorporated into 
integrated decision support 
systems under development by 
Alesch, Dargush, Grigoriu, Petak 
and von Winterfeldt.
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the 20 histories. The fundamental 
periods of the building model in 
the transverse (short) and longitu-
dinal directions are 0.70 sec and 
0.76 sec, respectively. 

Figure 5 presents the scatter in 
the median maximum floor dis-
placements from response-history 
analysis using the 20 earthquake 
histories, as well as the scatter in 
maximum floor displacement for 
Model 2 for the 20 earthquake his-
tories of Figure 2. For this building 
and the chosen ground motions, 
the dispersion due to modeling as-
sumptions is relatively small. How-
ever, the scatter due to variations 
in ground motion characteristics 
is much larger.

Studies on Metallic Energy 
Dissipation Systems

Steel Plate Walls with Low Yield 
Strength Steel Panels

A previous article (Bruneau et al., 
2003) summarized work done to 
use light-gauge, cold-formed steel 
panels in a new application (Bru-

neau and Berman, 2003) of Steel 
Plate Walls (SPW). The SPWs made 
it possible to overcome the fact 
that panel thickness, using a typi-
cal material yield stress required by 
a given design situation, is often 
much thinner than the plate actu-
ally available from steel mills (recall 
that walls having metallic infills are 
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allowed to develop shear buckling, 
with lateral load carried in the pan-
el via the subsequently developed 
tension field). To improve the SPW 
design concept and use hot rolled 
steels, MCEER initiated a coopera-
tive experimental program with 
National Taiwan University (NTU) 
and the National Center for Re-
search on Earthquake Engineering 
(NCREE). The project investigated 
the seismic performance of SPW 
designed and fabricated using low 
yield strength (LYS) steel panels 
with reduced beam sections added 

to the beam ends in order to force 
all inelastic action in the beams to 
those locations. It was felt that 
this would promote increasingly 
efficient designs of the “anchor 
beams,” defined as the top and bot-
tom beams in a multistory frame, 
which “anchor” the tension field 
forces of the SPW infill panel. 

A total of four LYS SPW speci-
mens were designed by MCEER 
researchers, fabricated in Taiwan, 
and tested collaboratively by 
MCEER and NCREE researchers at 
the NCREE laboratory in Taiwan. 
The frames, consisting of 345 MPa 
steel members, were 4000 mm 
wide and 2000 mm high, measured 
between member centerlines. The 
infill panels were 2.6 mm thick, 
LYS, with an initial yield of 165 
MPa. Two specimens had solid 
panels while the remaining two 
provided utility access through the 
panels by means of cutouts. One 
specimen consisted of a panel with 
a total of twenty holes, or perfora-
tions, each with a diameter of 200 
mm. The other specimen was a 
solid panel, with the top corners 
of the panel cut out and reinforced 
to transmit panel forces to the 
surrounding framing, as shown in 
Figure 6. The intention of the final 
two specimens is to accommodate 
penetration by utilities, which is 
necessary for building operation.

All specimens were tested us-
ing a cyclic, pseudo-static loading 
protocol similar to ATC-24. Load-
ing history was displacement-con-
trolled, and applied horizontally to 
the center of the top beam using 
four actuators. A typical result-
ing hysteretic curve is shown in 
Figure 7. 

SPW buildings with low yield 
strength steel panels appear to be 
a viable option for use in resisting 

 Figure 6.  SPW Specimen with Cutout Corners to Accommodate 
Nonstructural Systems
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lateral loads imparted during seis-
mic excitation. The lower yield 
strength and thickness of these 
plates result in a reduced stiffness 
and earlier onset of energy dissipa-
tion by the panel as compared to a 
conventional hot-rolled plate. The 
perforated panel specimen shows 
promise towards alleviating stiff-
ness and over-strength concerns 
using conventional hot-rolled 
plates. This option also provides 
access for utilities to penetrate 
the system, important in a retrofit 
situation, in which building use 
is pre-determined prior to SPW 
implementation. The reduced 
beam section details in the beams 
performed as designed, as shown 
in Figure 8. Use of this detail may 
result in more economical designs 
for beams “anchoring” an SPW 
system at the top and bottom of 
a multi-story frame. On-going re-
search is focusing on developing 
reliable models that can capture 
the experimentally observed be-
havior, and investigating the ben-

efits of this system on enhancing 
the seismic performance of non-
structural components, using the 
MCEER west coast demonstration 
hospital (Bruneau et al., 2003) for 
that purpose.

Structural Fuses
As part of the work on metal-

lic energy dissipation systems, 
the structural fuse concept was 
revisited to investigate whether a 
systematic framework for optimal 
design could be implemented in 
the current context of formulat-
ing and operationalizing the seis-
mic resilience concept. Multiple 
types of special devices for the 
passive seismic control of build-
ing response have been devel-
oped and implemented, starting 
in New Zealand in the late 1960’s 
and early 1970’s, and the research 
literature on displacement-based 
energy dissipation concepts and 
devices is extensive (e.g., Kelly 
et al., 1972, Skinner et al., 1975, 
Tyler 1978, Pall and Marsh, 1982, 
Tsai et al., 1993, Xia and Hanson 

(a) Buckled Panel Following Test (b) RBS Yielding

 Figure 8.  Buckled Panel and RBS Yielding of SPW Specimen
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1992, Hanson et al., 1993, Iwata 
et al., 2000, to name a few). Some 
studies have also referred to the 
term “structural fuse concept,” 
although the term has not been 
consistently defined in the past. 
In some cases, “fuses” have been 
defined as elements with well-de-
fined plastic yielding locations, but 
not truly replaceable as a fuse (e.g., 
Roeder and Popov 1977, Fintel and 
Ghosh, 1981, and many more); in 
other cases, they were defined 
and used more in the context of 
reducing inelastic deformations of 
the existing frame and thus con-
trolling damage (e.g., Whittaker et 
al., 1989, Dargush and Soong 1995, 
Connor et al., 1997, Constantinou 
et al., 1998, etc). In a few cases, 
for high rise buildings with long 
structural periods (i.e., T > 4 s), 
fuses were used to achieve elastic 
response of frames that would 
otherwise develop limited inelas-
tic deformations (e.g., Wada et 
al., 1992, etc). Design procedures 
were also developed for systems 
with friction dampers intended 
to act as structural fuses (e.g., 
Filiatrault and Cherry, 1989), but 
these required design validation 
by nonlinear time history analyses. 
Many of these past studies also con-
sidered seismic excitations less se-
vere than those corresponding to 
the 2% probability of exceedence 
in 50 year level currently specified 
by design codes. 

In that perspective, knowledge 
on how to achieve and implement 
a structural fuse concept that 
would limit damage to disposable 
structural elements for any general 
structure without the need for 
complex analyses is lacking. This 
would require identification of the 
key parameters that govern the 
behavior of systems having such 

structural fuses, and formulation 
of a general design approach that 
would make the concept broadly 
applicable, including for low rise 
buildings (e.g., single-degree-of-
freedom systems). Furthermore, 
the existing research does not in-
vestigate the impact of introducing 
structural fuses on resulting floor 
accelerations and velocities, which 
can directly impact the seismic 
performance of nonstructural 
components and building contents 
(a key consideration in establishing 
the seismic resiliency of acute care 
facilities). 

A general formulation was 
sought that would be applicable 
in any instance where passive 
energy dissipation devices have 
been implemented to enhance 
structural performance by reduc-
ing seismically-induced structural 
damage (and, indirectly to some 
extent, nonstructural damage). 
In this context, metallic dampers 
are defined to be structural fuses 
when they are designed such that 
all damage is concentrated on the 
passive energy dissipation devices, 
allowing the primary structure to 
remain elastic. Following a damag-
ing earthquake, only the dampers 
would need to be replaced (hence 
the fuse analogy), making repair 
work easier and more expedient, 
without the need to shore the 
building in the process. Further-
more, structural fuses introduce 
self-centering capabilities to the 
structure in that, once the ductile 
fuse devices have been removed, 
the elastic structure would return 
to its original position.

A parametric study was conduct-
ed leading to the identification of 
the possible combinations of key 
parameters essential to ensure ad-
equate seismic performance for 
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structural fuse systems. Nonlinear 
time history dynamic analyses 
were conducted for several combi-
nations of parameters, which were 
chosen to cover a range of feasible 
designs. Synthetic earthquakes 
generated to match selected target 
design spectrum were used. The 
effects of earthquake duration and 
strain-hardening on the seismic re-
sponse of short and long period 
systems were also considered as 
part of this process.

Figure 9 presents the system re-
sponse in terms of dimensionless 
global and local ductility charts, as 
a function of selected key design 
parameters. These charts show, as 
shaded areas, the regions of admis-
sible solutions for the SF concept. 

Time history results and hysteresis 
loops are presented to verify the 
significance of earthquake dura-
tion and strain-hardening on the 
system behavior, as well as on the 
hysteretic energy dissipated. Vi-
able combinations of parameters 
are identified and used to provide 
guidelines to design and retrofit 
systems using Unbonded Braces 
(UB), Triangular Added Damping 
and Stiffness (TADAS), and Shear 
Panels (SP) as metallic dampers 
working as structural fuses. The 
concept is also being used to in-
vestigate the effectiveness of Steel 
Plate Walls.

Further studies, as part of this 
research, are being conducted to 
investigate floor demands in terms 
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 Figure 9.  Dimensionless Metallic System Response in Terms of Global and Local Ductility Demand, as a Function of 
Selected Key Design Parameters
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of velocities and accelerations, to 
assess the applicability of the 
structural fuse concept to protect 
nonstructural components. Future 
work will also focus on multi-de-
gree-of-freedom (MDOF) systems. 

Studies on the Response 
of Nonstructural Systems 
in Structures with Seismic 
Isolation and Damping 
Systems

It is desirable, but not always 
achievable, to design hospitals to 
the performance level of either 
“Immediate Occupancy” or “Op-
erational.” Seismic isolation and 
energy dissipation or damping, 
particularly as described in the 
2000 and 2003 NEHRP Recom-
mended Provisions for Seismic 
Regulations (FEMA 2001, 2004), 
may be the only proven construc-
tion technologies that can achieve 
these performance objectives. Ear-
ly studies at MCEER (then NCEER) 
showed promising performance 
for the application of such tech-
nologies (Juhn et al., 1992). Yet, 
methodologies for the design of 
nonstructural systems to achieve 
these performance levels are not 
available.  

In order to develop methodolo-
gies for the design of hospitals for 
the “Immediate Occupancy” and 
“Operational” performance levels, 
it is necessary that (a) performance 
limits for nonstructural systems are 
established, and (b) the dynamic 
response of nonstructural systems 
is determined. Recently completed 
studies on the behavior of struc-
tures with seismic isolation and 
damping systems (Wolff and Con-
stantinou, 2004) resulted in (a) a 
wealth of experimental results on 

systems of contemporary design, 
including data related to nonstruc-
tural (secondary) system response, 
and (b) comparisons of analytical 
and experimental responses that 
demonstrate the capability of 
nonlinear response history analysis 
methods to predict the response of 
nonstructural systems. 

With the verification of accuracy 
of methods of analysis of non-
structural systems in structures 
with seismic isolation and damp-
ing systems, MCEER investigators 
performed studies of the response 
of these systems to provide: 
•  A comparison of performance 

of nonstructural systems in 
structures designed with con-
temporary seismic isolation and 
damping systems with a range 
of design parameters.

•  Guidelines on selecting seismic 
isolation and damping hardware 
to achieve specific performance 
levels.

The approach followed was 
based on dynamic analysis of 
structures with the following at-
tributes:
•  Range of structural systems 

with different stiffness (period) 
characteristics. 

•  Range of seismic isolation and 
damping systems, including 
lead-core, elastomeric, friction 
pendulum, linear viscous, non-
linear viscous and yielding steel 
systems. 

•  Range of parameters for each 
system, including parameters 
for upper/lower bound analysis 
for each particular system. 

•  Range of seismic excitations, 
including far-field, near-field 
and soft-soil motions, all rep-
resented by suites of motions 
having a representative average 
spectrum.
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Analyses have been completed 
for structures with damping 
systems and are on-going for 
seismically isolated structures. 
The assessment of performance 
is based on response quantities 
of points of attachment of non-
structural systems (neglecting the 
interaction of the structure and the 
nonstructural systems), which in-
clude peak accelerations, peak ve-
locities and spectral accelerations 
over a wide range of frequencies, 
as well as inter-story drifts.

Figure 10 illustrates two frames 
that represent part of the lateral 
force resisting system of two build-
ings. Both frames meet the criteria 
of the 2000 (also 2003) NEHRP 
recommended provisions for 
buildings without (frame on the 
left) and with damping systems 
(frame on the right, damped at 
10% of critical). Note the substan-
tial differences in the properties of 
the two frames (in terms of period 
T1 and yield strength Vy).

Figure 11 presents calculated 
average (among 20 analyses) 5%-

damped floor response spectra 
of the undamped building (red 
line), and of the building with the 
NEHRP-compliant damping system 
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(3S-LV-10%, that is a linear viscous 
damping system providing a damp-
ing ratio of 10% in the first mode), 
as well other damping systems: 
two viscous systems designated 
LV-20% (a linear viscous system 
providing 20% damping ratio in 
the first mode), NLV-10% (a non-
linear viscous damping system 
providing an effective damping 
ratio of 10% in the first mode), 
and a yielding steel system, des-
ignated as YD. It should be noted 
that the undamped structure, the 
damped structure with the yield-
ing steel system and the damped 
structures with the viscous systems 
at 10% effective damping just meet 
the NEHRP criteria for drift. The 
damped structure with the viscous 
system at 20% effective damping 
exceeds the NEHRP criteria for 
drift.

The results presented in Figure 
11 are valid for an excitation with 
far field characteristics and stiff 
soil conditions. However, similar 
results were obtained with near-
field motions and motions repre-
sentative of soft soils. The results 
on floor acceleration response 
spectra and on floor velocities (not 
presented here) demonstrate clear 
advantages of certain, but not all, 
damping systems.  

Results of this nature are cur-
rently produced by MCEER re-

searchers for a range of structural 
systems, damping systems, isola-
tion systems, and ground motion 
characteristics. The analysis also 
includes determination of the up-
per and lower bounds of the me-
chanical properties of the damping 
and isolation hardware, and use of 
these bounds in the analysis.

Studies on Real-Time 
Structural Parameter 
Modification Systems

In an attempt to modify the 
response of the global structural 
system, a new method for modifi-
cation of response was suggested 
to extend methodologies proposed 
in the last decade (Soong, 1990). 
The RSPM (Real-time Structural 
Parameter Modification) is a semi-
active nonlinear control system 
for reducing seismic responses 
of structural and nonstructural 
systems and components. Figure 
12 illustrates the operation of this 
innovative system developed by 
MCEER researchers. The system 
includes a passive damper and a 
controlled stiffness unit. The pas-
sive damper is always engaged to 
dissipate energy, but the stiffness 
unit is connected or disconnected 
based on a pre-set threshold. It is 
disconnected initially until a re-
sponse threshold value—termed 
the open distance, is reached. If 
the relative displacement (positive 
or negative) becomes larger than 
the open distance, the stiffness 
unit is engaged to control the 
response. If, at any instant, the 
displacement becomes smaller 
than the threshold, the RSPM 
stiffness unit is disconnected. The 
semi-active control mechanism is 
activated only when the stiffness 
unit is connected. The devices 

Damper

Open distance, RSPM Stiffness

 Figure 12. Combined RSPM and Passive Damping Hybrid Control System
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are normally combined as a pair 
of tension and compression units 
working as a push-and-pull set. 

The basic working principle 
of the semi-active system was 
described in Bruneau et al., 2003. 
MCEER research has been focused 
on the potential control benefit of 
the semi-active system over passive 
systems such as viscous dampers. 
The control effect of the semi-ac-
tive system is targeted to seismic 
response reduction of nonlinear 
systems. To evaluate the seismic re-
sponse behaviors in the linear and 
non-linear range, MCEER research-
ers have developed an index ratio 
of displacement incremental rate 
to the velocity incremental rate 
with respect to elastic responses. 
The mathematical definition of this 
ratio, η, is given below (see Chen 
et al., 2003, and 2004):

h =
max( ( ))/ max( ( ))

max( ( )/ max( ( ))

d t d t

v t v t
non lin

non lin

where dnon and dlin are the in-
elastic and elastic displacement 
responses, respectively; vnon and 
vlin are the inelastic and elastic ve-
locity responses, respectively. 

Using one- and three-story frame 
models, numerical studies under 
different ductility and natural 
frequency show that η is greater 
than unity, which means that the 
displacement responses increase 
much faster than the velocity re-
sponses. This behavior confirms 
that the displacement-based con-
trol is more effective than the 
velocity-based control in inelastic 
structural response reduction. Fig-
ure 13 shows the variation of η as a 
function of ductility for the bilinear 
inelastic responses of a three-story 
frame model. The study has also 
revealed that the change in η is 

strongly influenced by the yielding 
pattern (e.g., bilinear, tri-linear and 
continuous yielding), the natural 
period before and after yielding, 
and the ductility.  

 Figure 14 compares a passive 
damper system with a hybrid sys-
tem (passive damping plus semi-
active) in the three-story frame 
model response control. The 
damping device has been chosen as 
a linear viscous damper, for which 
the damping ratio is 15%. In the hy-
brid control system, an equivalent 
15% of the structural stiffness has 
been assigned to the RSPM control 
along with an equivalent damping 
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ratio of 15% contributed from 
the hybrid device. The selection 
of the hybrid control parameters 
is based on the actual configura-
tion of the devices. Since RSPM 
is designed as an improvement to 
the passive damper, a semi-active 
component is generally added to 
enhance the performance of the 
passive damper. To show the effect 
of the semi-active component in 
the seismic response control, the 
comparison is carried out in a wide 
response range including: the elas-
tic response, the yielding point and 
the large ductility range. Figure 14 
shows that the displacement based 
semi-active control has a non-uni-
form control effect. In general, at 
each structural yielding point, the 
hybrid control effect outperforms 
the damping system; as ductility 
increases, the hybrid control ef-
fect also increases faster than the 
passive damping system. 

In summary, semi-active control 
strategies may be able to provide a 
larger control capability for seismi-
cally induced structural response 
reduction. In particular, they are 
better able to balance the difficult 
structural control requirements, 
such as limiting acceleration lev-
els and controlling story responses, 
thus reducing structural response 
in both elastic and inelastic ranges. 
The progress described above will 
be further explored and consid-
ered for the MCEER Demonstration 
Hospital. It is hopeful that the semi-
active control, together with other 
structural response technologies, 
will provide a much better floor 
response control for both linear 
and nonlinear response ranges. In 
turn, the reduced floor responses 
will result in less nonstructural 
component damage.  

Studies on Self-Centering 
Systems

With current seismic design 
approaches, most structural sys-
tems, including those for hospital 
buildings, are designed to respond 
beyond the elastic limit and even-
tually to develop a mechanism in-
volving ductile inelastic response 
in specific regions of the structural 
system. Although seismic design 
aimed at inelastic response is very 
appealing, particularly from the 
initial cost standpoint, regions in 
the principal lateral force resist-
ing system will be damaged and 
may need repair in moderately 
strong earthquakes and may be 
damaged beyond repair in strong 
earthquakes. While the principle 
of mitigating loss of life in a strong 
earthquake still prevails, resilient 
communities require mission-con-
trol buildings, including hospital 
facilities, to survive a moderately 
strong earthquake with relatively 
little disturbance to business op-
eration. The cost associated with 
the loss of business operation, 
damage to structural and non-
structural components following 
a moderately strong earthquake 
can be comparable, if not greater, 
to the cost of the structure itself. 
This implies that repairs requiring 
loss of business continuity should 
be avoided for protection against 
small and moderately strong 
events. In recent years, these is-
sues have led to the development 
of structural systems that possess 
self-centering characteristics that 
are economically viable alterna-
tives to current lateral force resist-
ing systems.

Figure 15 shows the character-
istic flag-shaped seismic response 
of such a self-centering system. 
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The amount of energy dissipation 
is reduced compared to that of a 
yielding system, but, more impor-
tantly, the system returns to the 
zero-force zero-displacement point 
at every cycle and at the end of the 
seismic loading. 

Although several self-centering 
structural systems using shape 
memory alloys, or fluids con-
strained in specially-built con-
tainers or spring loaded friction 
systems have been proposed, the 
Post-Tensioned Energy Dissipating 
(PTED) steel frame shown in Fig-
ure 16 is particularly appealing for 
hospital buildings. In this system, 
unlike traditional moment-resisting 
frames, the beams and columns are 
not welded together. As shown in 
Figure 16, a post-tension (PT) self-
centering force is provided at each 
floor by high strength bars or ten-
dons located at mid-depth of the 
beam. Four symmetrically placed 
energy-dissipating (ED) bars are 
also included at each connection 
to provide energy dissipation un-
der cyclic loading. These ED bars 
are threaded into couplers which 
are welded to the inside face of the 
beam flanges and to the continuity 
plates in the column for exterior 
connections, and to the inside 
face of adjacent beam flanges for 
interior connections. Holes are in-
troduced in the column flanges to 
accommodate the PT and ED bars. 
To prevent the ED bars from buck-
ling in compression under cyclic 
inelastic loading, they are inserted 
into confining steel sleeves that 
are welded to the beam flanges 
for exterior connections and to 
the column continuity plates for 
interior connections. The ED bars 
are initially stress-free since they 
are introduced into the connec-

tion after the application of the 
PT force.

MCEER researchers are inves-
tigating the seismic response of 
structural systems incorporating 
flag-shaped hysteretic structural 
behavior, with self-centering ca-
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pability. For a system with a given 
initial period and strength level, 
the flag-shaped hysteretic behav-
ior will be fully defined by a post-
yielding stiffness parameter and 
an energy dissipation parameter. 
Parametric studies are being con-
ducted to determine the influence 
of these parameters on seismic re-
sponse, in terms of displacement 
ductility and absolute acceleration, 
which are also demand parameters 
for nonstructural components. 
The responses of the flag-shaped 
hysteretic systems are being 

compared against the responses 
of similar bilinear elasto-plastic 
hysteretic systems, representative 
of traditional yielding structural 
systems. 

Figure 17 presents the time-histo-
ries of displacement, acceleration, 
and absorbed energy for a one-
story elasto-plastic (EP) system and 
for a flag-shaped (FS4) system that 
has the same initial natural period 
and 70% of the yield force of the 
EP system. The force-displacement 
responses of both systems are also 
compared in the figure. Note that 
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the elasto-plastic system deforms 
inelastically primarily in one direc-
tion, while the FS4 system has a 
similar amount of inelastic excur-
sions in both directions. The FS4 
system achieves a smaller maxi-
mum displacement than that of 
the EP system, while the maximum 
absolute accelerations are similar. 
The energy absorbed is consider-
ably smaller for the FS4 system. 
Finally, unlike the EP system that 
sustains a residual displacement, 
the FS4 system returns to its initial 
zero position after the end of the 
earthquake.

Building structures with initial 
periods ranging from 0.1 to 2.0 s 
and various strength levels are be-
ing evaluated. Design envelopes 
for the post-yielding stiffness and 
energy-dissipation parameters will 
be determined in order to limit 
the demands that self-centering 
systems impose on nonstructural 
components to pre-determined 
levels.

Studies on Advanced 
Composite Infill Panels

One way to retrofit hospital 
buildings is by innovative design of 
infill walls. Even though infill con-
struction has been popular since 
the late 19th century in seismic 
regions of the central and eastern 
United States, it is not until recent-
ly that polymer matrix composite 
(PMC) materials have received 
attention. Previously, structural 
frames infilled with unreinforced 
brick, concrete masonry, and 
structural clay tile dominated the 
industry. With the infrastructure 
of older buildings reaching a stage 
where there is significant deterio-
ration and questionable functional-
ity, many researchers have turned 

to more innovative strengthening 
schemes to improve on the disad-
vantages associated with tradition-
al strengthening techniques. These 
modern rehabilitation techniques 
are needed to help simplify the 
construction process by reducing 
time, cost and inconvenience asso-
ciated with seismic retrofitting.

Fiber reinforced polymer (FRP) 
materials have increasingly been 
evolving as a viable seismic retro-
fit strategy. The ability to use FRP 
material in the construction of infill 
walls is a great advantage. Prefab-
ricated PMC infill systems have 
properties that can be tailored 
to achieve the desired response. 
Geometric configurations are 
able to remain unchanged, with 
the option to enhance structural 
performance by just changing fiber 
orientation and stacking sequence. 
In a structure seismically retrofit-
ted with PMC infill walls, ductile 
behavior can be achieved through 
shear deformation of the walls in-
stead of plastic hinge formation. 
This allows structures to remain 
functional following a seismic 
event, since the gravity load car-
rying system will not have irrepa-
rable damage. 

This phase of the research builds 
upon the work of Jung (2003) and 
applies it to the MCEER demonstra-
tion hospitals. The main scope is 
to develop a simplified spring-dash-
pot model for the outer damping 
panel PMC infill system proposed 
so that dynamic analysis of the hos-
pital structure can be performed 
with relative ease and reduced 
computation time. The proposed 
model should produce sufficient 
energy dissipation and ductility 
while keeping floor accelerations 
to a minimum. The outer damp-
ing panel system is made of FRP 
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panels with an inter-
face containing both 
flexible honeycomb 
and solid viscoelastic 
materials. Figure 18 
shows a detail of the 
system. Combining 
viscoelastic materials 
with honeycomb at 
the interface between 
panels has proven to 
be an effective damp-
ing application and 
adds stiffness to the 
structure (Aref and 
Jung, 2003).

To evaluate the 
effectiveness of the 
PMC infill system, 
a moment-resist-
ing frame from the 
MCEER west coast 
demonstration hospi-
tal described earlier is 

considered. A finite element model 
of the frame was created with the 
damping panels in the middle 
three bays, as shown in Figure 19. 
Cyclic analysis was then performed 
on the facility using the ABAQUS 
(1997) software package. The re-

sulting global lateral force vs. dis-
placement hysteresis loop of the 
structure is shown in Figure 20. 

At this stage of the research, two 
fundamental issues are being con-
sidered: (1) the need for a robust 
viscoelastic model that works effi-
ciently within the dynamic analysis 
in ABAQUS; and (2) the need for 
optimizing the size and distribu-
tion of the panels to obtain the 
proper modification to the floor 
accelerations and displacements 
in each demonstration structure.

Studies on Global Retrofit of 
Structures by Weakening and 
Damping 

Another innovative approach 
developed by MCEER researchers 
to control the seismic response 
of structural and nonstructural 
systems and components consists 
of weakening existing structural 
components to reduce the maxi-
mum acceleration response, while 
adding energy dissipation systems 
(dampers) to control increased de-
formations (Viti et al., 2002). The 

method addresses 
simultaneous re-
duction of both 
the structure’s 
accelerations and 
deformations. The 
effect of the weak-
ening method can 
be viewed as simi-
lar to the effects 
of base isolation 
solutions, which 
decrease the 
global accelera-
tion response of a 
structure while in-
creasing its overall 
movement. How-
ever, the weaken-
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ing is not sufficient and requires 
control of deformations. The 
proposed solution requires modi-
fication of some of the structural 
components. Structures construct-
ed with plain or perforated shear 
walls usually have high strength, 
and develop large accelerations 
during earthquakes, which leads 
to damage to equipment and non-
structural components. 

Typical vulnerable hospital 
structures of this type are con-
structed mostly with walls that 
have openings for windows or 
access doors (identified herein as 
perforated walls). In an attempt 
to evaluate their behavior before 
and after applying the retrofit 
suggested above, a new modeling 
technique has been developed by 
MCEER researchers. According to 
the proposed technique, it is sug-
gested to model such walls using a 
combination of frame models with 
deep beams and column elements 
with rigid connection panels as 
shown in Figure 21.  

However, such models for “deep” 
beams and columns, which exhibit 
a strong interaction between their 

bending (flexure) and shear inelas-
tic mechanisms, are not available 
in customary inelastic analysis 
computational platforms. MCEER 
researchers developed such mod-
els and implemented them in the 
inelastic structural analysis pro-
gram IDARC2D leading to a new 
version (5.5), which is available to 
the MCEER Users Network and the 
specialized IDARC Users Group. 

Deep beam and column elements 
can be expressed by a serial spring 
combination of shear and flexural 
stiffness, representing nonlinear 
behavior, as shown in Figure 22. 
Each bilinear nonlinear spring 
mechanism uses friction and linear 
spring elements to model the elas-
tic stiffness and sudden transitions 
to post yielding stiffness. 

There is only one difference 
between the deep beam and deep 
column elements: the “deep” col-
umn element can also resist axial 
loads. In the elastic range, the ini-
tial stiffness in shear ((1-a)Ks + aKs 

= Ks) and flexure ((1-b)Kf + bKf = 

Kf) are operating. Note that a is 
the ratio of yield to initial shear 
stiffness (Ksy/Ks); b is the ratio of 

: Deep Beam Element

: Deep Column Element

: Rigid Zone

 Figure 21.  Model for Shear Wall with Regular Openings (Perforated Walls)
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yield to initial flexural stiffness 
(Kfy/Kf). When yielding occurs in 
shear, flexure, or both, the friction 
elements are sliding, maintaining 
the yield force constant. The post 
yield (sliding) stiffness of each 
system is governed by the shear 
(aKs) or flexural (bKf) springs in 
parallel with the sliders. At this 
stage, the springs in series with 
the friction-sliders do not deform 

at all and do not contribute to any 
force increase.

An extensive verification of 
this approach was performed by 
MCEER researchers using a typical 
wall with openings (Figure 23) 
from a California hospital which 
required retrofitting. The model 
of the wall was analyzed with an 
increasing amplitude cyclic load 
and the performance was record-
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ed in terms of force displacement 
evolution (Figure 24) and damage 
progression. The performance 
shows a sharp reduction in the 
force capacity of the wall due to 
local shear of peers between open-
ings and some flexural yielding at 
the first floor. The damage indices 
calculated by IDARC2D (ver. 5.5) 
suggest that extensive damage is 
expected in the first floor although 
the strength of the wall is high.

The analytical tool developed 
by MCEER researchers enables 
evaluation of the wall structure 
and provides a way to determine 
the amount of strength reduction. 
IDARC2D can then be used to eval-
uate the influence of both weaken-
ing and the contribution of added 
energy dissipation systems. 

MCEER Research 
Integration toward 
Enhancing Seismic 
Resilience of 
Nonstructural Systems 
and Components

With the objective to enhance 
knowledge of the seismic perfor-

mance and fragility of nonstructur-
al components, MCEER is planning 
to intensify its experimental stud-
ies on nonstructural components 
in acute care facilities. The general 
research methodology can be bro-
ken down into five distinct phases 
that will start with Year 8 research 
activities, as described below. 

Phase 1. Generation of Ensembles 
of Strong Ground Motion Records

Ensembles of synthetic strong 
ground motions representative of 
the range of seismic hazard levels 
for a given region will be gener-
ated. The ground motions will be 
selected based on the de-aggrega-
tion of the seismic risk for a given 
region in terms of most-likely mag-
nitude-epicentral distance scenar-
ios. The analytical strong ground 
motion model for the eastern and 
western United States developed 
at MCEER by Papageorgiou 2001 
et al., will be utilized to generate 
the strong ground motion re-
cords. This ground motion model 
is described in another paper in 
this Research Accomplishment 
volume. Two specific sites will 
be considered in this study cor-
responding to the two MCEER 
demonstration hospitals located 
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in Southern California and New 
York State, respectively.

Phase 2. Generation of a Floor Ac-
celeration Database

A floor acceleration database 
for the two demonstration hos-
pitals will be generated based on 
time history dynamic analyses of 
various structural framing systems 
of these two structures using the 
ensembles of strong ground mo-
tion records generated in Phase 1. 
These analyses will be conducted 
as part of several integrated re-
search projects within MCEER 
that are looking at enhancing the 
seismic performance of structural 
systems through seismic response 
control technologies, as described 
in this paper. This floor accelera-
tion database represents demand 
functions for various seismic haz-
ard levels, locations, floor levels, 
and structural framing systems 
incorporating various seismic re-
sponse control technologies (e.g., 
passive damping, base isolation, 
etc.).

Phase 3. Taxonomy of Nonstructural 
Components in MCEER Demonstration 
Hospitals

Taxonomy of the most important 
nonstructural components in the 
two MCEER demonstration hospi-
tals will be developed. Information 
will be collected from available 
MCEER data and from information 
available in the literature. 

Phase 4. Experimental Assessment 
of Seismic Fragility of Nonstructural 
Components

Seismic (shake table) tests will 
be conducted on acceleration-sen-
sitive nonstructural components 
typically contained in the MCEER 
hospital testbeds and other acute 
care facilities, as determined in 

Phase 3 of the research. The 
shake table floor motions used for 
the seismic testing will be obtained 
from Phase 2 of the research. Do-
nations will be sought to obtain 
representative nonstructural com-
ponents. A general purpose shake 
table testing platform will be con-
structed. The shake table testing 
will incorporate various phases, 
including different locations, 
seismic hazards, floor levels, and 
nonstructural components with 
and without seismic protection/
restraint systems incorporated. 
The results of the shake table 
testing will provide guidance on 
the seismic design and retrofit of 
nonstructural components and 
will allow the construction of ex-
perimental seismic fragility curves 
for various limit states. 

Phase 5. Formulation of Structural 
Design Objectives

Once the relationship between 
the seismic fragility of nonstructur-
al components and the structural 
demands has been established, 
structural design objectives can be 
established for various target prob-
abilities of failure of nonstructural 
components. These objectives can 
then be used to optimize the struc-
tural design of acute care facilities 
using particular seismic response 
control technologies, thereby 
providing a feedback loop to the 
research projects described in this 
paper. Furthermore, this fragility 
information represents a critical 
component to be implemented 
in the decision support method-
ologies for acute care facilities 
currently under development at 
MCEER (see Petak and Alesch in 
this volume).
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Conclusions
This paper has briefly described 

the integrated research currently 
underway at MCEER to better 
understand the application of 
various seismic response control 
technologies to protect structural 
and nonstructural systems and 

components in acute care facilities 
from the effects of earthquakes. 
This innovative work is on sched-
ule to deliver, by year 10, robust 
and applicable decision support 
methodologies for enhancing the 
seismic resilience of acute care 
facilities.
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 Research Objectives

Decisions about enhancing seismic safety in critical facilities require more 
than engineering choices about which technology is most appropriate. 
Such decisions are made in the context of organizational goals and strategy, 
financial capacity, choices about how safe is safe enough, and driving forces 
in the social, economic and political environment. This project is aimed at 
devising integrated decision-assisting models to help executives and engi-
neers make informed choices about alternative approaches to improving 
seismic safety. The platforms integrate state of the art understanding of 
structural response, alternative means for mitigating the risk, normative 
decision-assisting models, and behavioral models of organizational choice 
and decision processes.

The Thrust Two research program of the Multidisciplinary Center for 
Earthquake Engineering Research aims at learning how to ensure 

the implementation, where appropriate, of technical means for reducing 
the effects of earthquakes on buildings and their contents. To achieve this 
end, three interrelated research projects are focused on two goals. The first 
goal is to learn how healthcare organizations make choices about whether 
and how to take precautions against extreme events, such as earthquakes, 
which vary in terms of size and where and when they occur. The writers 
have been working to understand that process. The second goal is to devise 
decision-assisting tools for healthcare organization leaders and for those 
who advise them so they might make appropriate choices. 

Gary Dargush and Detlof von Winterfeldt are developing normative de-
cision-assisting models to that end, each using a different approach, but 
both focused on generated and/or evaluating options for enhanced seismic 
safety at the level of the building and its components. Petak and Alesch (the 
writers) are developing a behavioral model of decision making at the level 
where organizational officers must make tradeoffs between mission, busi-
ness objectives, and complying with regulations, often within the context 
of owning multiple facilities located in a variety of places. 
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The decision-assisting platforms are intended to help illuminate 
the consequences of choice for both engineering consultants and 
their clients.  Since clients must consider a wider range of variables 
than their engineers when making choices about seismic safety, 
the models are intended to couple organizational and engineering 
concerns into one or more models to help create recommendations 
for seismic safety that meet the needs of all the critical stakehold-
ers. Stakeholders may include companies interested in developing 
markets for new technologies, critical care facility owners required 
to meet legislated levels of seismic performance, local communities 
faced with prioritizing rehabilitation projects and/or federal agencies 
responsible for resource allocation.

The two research efforts are 
complementary. For those of us 
concerned with improving deci-
sion processes and choices, em-
pirically-based behavioral models 
provide an appropriate starting 
point. Normative models must em-
brace the multi-variate rationality 
employed by real decision makers 
making real choices. The research-
ers worked to learn the extent to 
which their respective efforts can 
contribute to one another. They 
concluded that their approaches 
are more than complementary. 
It looks as though they can be 
linked to create a powerful set of 
decision-assisting tools for organi-
zations faced with making choices 
about what, if anything, to do to 
protect themselves against low-
probability/high-consequence 
events. 

Linking the several models will 
not be a simple matter.  Dargush 
and von Winterfeldt are building 
models that generate and evaluate 
alternative courses of action with 
respect to building, rebuilding, or 
retrofitting individual structures. 
We (Alesch and Petak) are work-
ing to understand how organiza-
tions frame the problem, visualize 
constraints, and devise alternatives 

within the organization’s internal 
and external environments and, 
then, how they go about selecting 
from among alternative courses of 
action, given multiple objectives. 

Together, we concluded that the 
Alesch and Petak model can pro-
vide important information about 
the range of alternatives healthcare 
organizations can realistically con-
sider, given their circumstances at 
any given time, and the multiple 
goals they seek.  That information 
would inform the von Winterfeldt 
models directly, but not by simply 
adding a line or two of equations to 
his models. Instead, the behavioral 
model will provide constraints and 
parameters. 

Dargush is building two kinds 
of models.  The first are based on 
simulating evolutionary processes. 
With those models, Dargush is able 
to test any number of engineering 
modifications to a set of equa-
tions representing a structure and 
subject that “structure” to a large 
array of seismic forces, represent-
ing many earthquakes of varying 
intensity located in many places 
in the structure’s vicinity. These 
models nest within the Petak and 
Alesch model because of the way 
they generate and evaluate alter-

���������
���������

���������
���������

2001-2003:
Alesch et al.,
http://mceer.buffalo.edu/
publications/resaccom/0103/
07alesch.pdf

2000-2001:
Alesch and Petak,
http://mceer.buffalo.edu/
publications/resaccom/0001/
rpa_pdfs/02Alesch_final.pdf 
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The decision support systems 
under development in this ef-
fort will incorporate the seis-
mic retrofit technologies and 
response modification methods 
developed in a parallel effort 
being carried out by Bruneau, 
Reinhorn and others in Thrust 
Area 2.

native solutions. Coupling these 
modeling approaches is intended 
to provide an input to the strate-
gic and capital planning process 
at the individual building/structure 
level to help select the optimal ap-
proach to the structural problem.

Dargush’s second model links 
with both the Petak-Alesch model 
and the von Winterfeldt model. 
The model employs dynamic pro-
gramming to simulate changes 
in stocks and flows of resources 
and other critical phenomena in a 
hospital.  The Alesch-Petak work 
shows how hospitals are unable to 
pursue some desirable alternatives, 
for example, when resources are 
low or credit unavailable. Simulat-
ing changes in stocks and flows 
through time can enable decision 
makers to better understand the 
conditions under which various 
alternatives might be feasible. 

It became clear while working 
with von Winterfeldt and Dargush 
that we (Alesch and Petak) would 
have to specify a descriptive model 
of healthcare organization decision 
making. This paper reports on our 
first attempt at such a model. At 
this point, the model consists of a 
process flowchart with accompa-
nying text. 

The three teams will attempt 
to operationalize their respective 
models and integrate those mod-
els in a West Coast Demonstration 
Hospital during MCEER’s Year 7 
(which corresponds, roughly, with 
2004). In that effort, we continue 
to assess and elaborate our model 
and to generate values for its sev-
eral variables. Those values will be 
the primary linkages with the von 
Winterfeldt and Dargush models.

Research Strategy
In our efforts to devise both a 

greater understanding of organi-
zational decision making about 
extreme events, we focused on 
organizational response to a single 
phenomenon that applies to a large 
number of diverse California hospi-
tals and healthcare organizations. 
In 1994, California enacted legis-
lation requiring hospital facilities 
built before 1973 (at which time 
tougher standards were enacted 
for hospitals yet to be built) to be 
brought up to contemporary stan-
dards of earthquake resistance or 
to be withdrawn from service as 
an acute care facility.  That law af-
fected 1,023 individual buildings, 
about 38 percent of the hospital 
buildings in the State. Consequent-
ly, the statute has a broad impact 
across the State. The legislation, 
known as SB 1953, affords an 
excellent opportunity to identify 
and examine healthcare organiza-
tion decision making on a specific 
set of seismic safety issues at es-
sentially the same time and across a 
broad spectrum of healthcare orga-
nizations varying in size, financial 
viability, organizational structure, 
and location.  

We have built on the research 
of others in public policy imple-
mentation and in organizational 
decision making. 

Previously, we reviewed the pol-
icy development and implementa-
tion literature (Alesch and Petak, 
2001). Much of that literature 
focuses on explaining why public 
program implementation was inef-
fective in one or another setting. 
This is valuable, but few of those 
who contributed to the policy im-
plementation literature go beyond 
looking at governmental agency 
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efforts to implement programs. In 
some instances, public agencies do 
actually take the steps necessary 
to result in the desired changes to 
the target system.  In others, how-
ever, public agencies implement 
programs by attempting to induce 
or coerce private organizations to 
take the steps needed to effect the 
desired outcomes. Such is the case 
with SB 1953.  Implementation for 
California’s Office of Statewide 
Health Planning and Development 
(OSHPD) consists mainly of getting 
individual organizations to actually 
take the steps necessary to comply 
with the regulations. Those orga-
nizations may be investor-owned, 
not-for-profit, or governmental; 
what they have in common, for 
our purposes, is that they are called 
upon by state level public policy 
to take actions or to change their 
behavior so as to cause that public 
policy to have the desired com-
munity outcomes. Consequently, 
it is important to understand the 
decision making process in which 
organizations choose whether and 
how to implement risk reduction 
measures. 

Those scholars who focus on 
program implementation rarely 
look at decision making by the 
multitude of organizations actu-
ally charged with taking the steps 
necessary to bring about the 
desired outcomes. At the same 
time, researchers concerned with 
organizational decision making sel-
dom take cognizance of programs 
designed by others and intended to 
induce various behaviors in those 
organizations.  To a somewhat 
greater extent, decision theorists 
have taken cognizance of the 
contextual environment within 
which organizational decision 

makers frame problems and make 
choices. 

We think that understanding 
public policy implementation re-
quires understanding the process-
es by which policy is enacted and 
the fundamental design of policy 
sanctions and incentives, as well 
as understanding the decision pro-
cesses and criteria employed by 
organizations that are intended 
to actually produce the desired 
outcomes. Only then can one 
understand how to increase the 
probability that implementation 
will follow enactment. However, 
at the same time one identifies im-
pediments to implementation, it is 
appropriate to focus on the other 
side of the equation; that is, under 
what conditions will organizations 
choose to implement earthquake 
hazard risk reduction measures? 

Kingdon (1984) argues that it is 
necessary to improve the policy 
process.  We recognize the need 
for better public policy that takes 
into consideration the larger pic-
ture and are conducting research 
on that as a parallel activity, but 
this part of our work focuses on 
organizational decision making in 
response to a mandate.  For the 
larger question, several important 
questions have to be addressed. 
First, one must ask the extent to 
which “community outcomes” 
were considered in terms of de-
livery of health care needs to the 
people.  Did the State consider this, 
or was it driven by a narrower ob-
jective of simply reducing seismic 
risk at the building level? Policy is 
silent on how many hospitals in 
which regions would be needed 
to provide the desired level of care 
following an earthquake. Further, 
the process does not appear to 
have taken into consideration all 

“...it is 
important to 
understand 
the decision 
making process 
in which 
organizations 
choose whether 
and how to 
implement 
risk reduction 
measures. ”
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stakeholders’ views, nor, appar-
ently did lawmakers consider the 
impact on the overall health care 
system. The policy and legislative 
history seems to be silent on the 
need for protecting patients, staff, 
and capacity for other than acute 
care facilities, including psychiat-
ric care, transition care, nursing 
home care, and elderly/senior 
citizen care facilities.  They are all 
considered hospitals and under 
OSHPD oversight and licensing. 
Organizations could choose to re-
move an acute care facility from 
the inventory rather than fixing or 
replacing it, thus reducing the ser-
vice available to the community. 

For the current effort, it became 
clear that it would be necessary 
for us to devise a process model 
of how healthcare decision mak-
ers make choices about making 
investments to mitigate extreme 
events.  The model must reflect 
actual behavior, as ascertained 
through field research, but it must 
also be grounded in theory drawn 
from both organizational decision 
making and public policy imple-
mentation. Our strategy became 
one of, first, documenting and 
generalizing processes and crite-
ria employed by hospitals and, 
second, working to place the 
preliminary model into a more 
theoretical and more generaliz-
able model.  That way, the model 
would have application to a broad-
er set of organizations faced with 
making choices about what to do 
when faced with extreme events 
– those events characterized by 
a low probability of occurrence 
and high consequences should 
they occur. 

We conducted an extensive 
inquiry into SB 1953. We set 
out to learn how it came to be 
enacted as well as the regulatory 
requirements derived from the 
law.  We then sought, with indi-
vidual healthcare organizations, 
to learn what they decided to do 
in response to the legislation and 
program regulations and how they 
made that decision. 

We employed soft systems meth-
ods (Checkland,1999) coupled 
with a grounded theory approach 
(Strauss and Corbin,1998) to devel-
op and document our understand-
ing of the processes and choices 
made by various healthcare orga-
nizations.  We talked with more 
than 40 knowledgeable persons in 
northern and southern California, 
face to face, in open-ended dis-
cussions to learn about hospital 
responses to SB 1953. We talked 
with many of these people several 
times over a period of almost three 
years. These include hospital ad-
ministrators, structural engineers, 
state-level policy implementors, 
staff from professional and organi-
zational associations, and persons 
who were involved historically in 
the drafting and enacting SB 1953 
process to try to get as complete 
an understanding from as many 
perspectives as we could.  These 
people were able to provide specif-
ic information about the responses 
of a diverse set of healthcare orga-
nizations to SB 1953.  Interviewing 
actors in the process who held dif-
ferent kinds of positions and differ-
ent views about the same subject 
matter enabled the researchers to 
develop what they think is an accu-
rate portrayal of how SB 1953 has 
been viewed and addressed. 
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Prerequisites 
to Action as a 
Fundamental Element 
of the Model

Prerequisites to Action: March 
and Olsen’s Garbage Can 

March and Olsen’s Garbage Can 
Model of organizational decision 
making (March and Olsen, 1973) 
was useful when we attempted to 
understand why it took California  
municipalities so long to adopt ret-
rofit ordinances for unreinforced 
masonry buildings (Alesch and 
Petak, 1986).  The model posits 
that decisions are not made, nor 
is action taken, unless four inde-
pendent streams come together si-
multaneously.  The streams consist 
of a problem (about which there is 
a critical mass of agreement within 
the organization), a solution to the 
problem (which is credible for a 
critical mass of actors within the 
organization), space on the organi-
zational agenda, and one or more 
persistent advocates pressing the 
issue.  An important premise is 
that each of the four streams is 
independent of the others.  That 
is, problems exist quite separately 
from whether solutions to them ex-
ist. Conversely, solutions abound 
quite independently from prob-
lems. Many people have a favorite 
solution that they try to impose on 
any number of problems, regard-
less of the quality of the match. It 
is important, too, to understand 
that even if a problem exists in 
the minds of organizational deci-
sion makers and a technical solu-

tion exists that most agree would 
address the problem effectively,  
nothing will happen unless the 
issue makes it to the top of the 
organization’s agenda. 

Although a policy may make its 
way onto an agenda and ultimately 
be adopted by a public policy mak-
ing body, there is no certainty that 
implementation will occur.  Those 
stakeholders required to imple-
ment the policy must also accept 
the definition of a problem and 
agree that the solution embodied 
in the policy is appropriate in their 
context.  They must be in agree-
ment with the policy as a solution 
to the problem as they understand 
it. Thus, in addition to the conver-
gence of the four independent 
“streams,” it is important to gain 
acceptance of the policy by the 
individuals and organizational 
decision makers critical to imple-
mentation. Addressing the issue 
associated with the need to gain 
acceptance by decision makers 
in multiple organizations, Lober 
(1997), building on the work by 
Kingdon (1984), suggested that the 
complexity created by the need to 
address multiple organizations or 
stakeholders requires an approach 
that allows for their collaboration 
in the agenda setting process.  In 
the context of the “garbage can” 
model, this means adding and 
facilitating an “organizational 
stream” to facilitate collaboration 
necessary to increase organizations 
and stakeholders understanding of 
the problem, thereby helping to 
increase their willingness to ac-
cept the selected policy solution 
option and develop acceptable 
implementation approaches.   
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Moving Beyond March and 
Olsen: Five Prerequisites to 
Organizational Action 

March and Olsen’s prerequisites 
led us to consider whether there 
were other prerequisites to organi-
zational action, particularly in the 
context of making choices about 
what to do about reducing poten-
tial losses from low-probability/
high-consequence phenomena 
(Alesch and Petak, 2001).   

Our analysis of decision making 
in response to SB 1953 suggested 
five fundamental organizational 
prerequisites for adoption and 
implementation of risk reduction 
measures (see Figure 1).  These 
prerequisites are not inconsistent 
with those of March and Olsen, 
but we think they build on their 

construct. Our prerequisites are 
sequentially cumulative. 

Awareness of the Issue. First, the 
organization must be aware of a 
threat, opportunity, or challenge 
from its relevant environment and 
believe it to be salient to the orga-
nization. This is similar to March 
and Olsen’s problem prerequisite. 
We have expanded the notion to 
encompass both problems and 
opportunities.  We also add the 
notion that an organization may 
become aware of the threat in any 
of several ways.  It may detect a 
signal from its environment and in-
terpret it as a threat.  Or, it might 
have a sophisticated monitoring 
program that detects signals or 
patterns in the environment and 
translates those as either a problem 
or an opportunity.  Alternatively, 

 Figure 1. Oversimplified Model of the Healthcare Organization Seismic Safety Investment Decision
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as in the case of SB 1953, a mes-
sage might be sent directly to the 
organization by a regulator. 

Internal Locus of Control and 
Belief in its Own Efficacy. Second, 
a critical mass of decision makers 
in the organization must believe 
that it is theoretically possible for 
the organization to take action 
to reduce adverse effects should 
the threat occur.   The organiza-
tion must feel that, at least in the 
abstract, it is possible to mitigate 
potential consequences of the 
threat.  This requires that the or-
ganization have an internal locus 
of control and a sense of efficacy 
with respect to the threat;  the 
“problem” cannot be perceived 
as either intractable or as existing 
outside the organization’s locus of 
control. March and Olsen do not 
explicitly acknowledge the need 
for an internal locus of control and 
a sense of organizational efficacy 
with respect to the problem or 
opportunity. This is a crucial pre-
requisite and an addition to their 
model.  

In the Organization’s Best Inter-
ests to Act Now. Third, the organi-
zation must believe that it is in its 
best interests to act now rather 
than later or not at all.  This is an 
agenda issue: how does this prob-
lem measure up to other concerns 
and priorities?  Where should it be 
placed in the stack of things the 
organization has to deal with? We 
added a temporal dimension and 
proactive solution-seeking element 
to the March and Olsen model. 

An Acceptable Solution Must Exist.  
Fourth, the organization must find 
or create a means for addressing 
the problem or opportunity that is 
congruent with the organization’s 
values, mission and goals, funda-
mental strategy, and constraints. 

This is comparable to March and 
Olsen’s solution. 

Must Have the Capacity to Act. 
Fifth, the organization must be-
lieve that it has the capacity to act 
at this time. Even with an agreed 
upon problem, an agreed upon 
solution, and a desire to act, an 
organization without requisite re-
sources at a specific time and place 
will be unable to bring everything 
together to take the desired action. 
In that case, the organization must 
recycle its process to articulate, 
perhaps devise, a new set of op-
tions. 

Elaborating and 
Applying the Model: 
Organizational Choice 
in Response to SB 
1953 

 
From our discussions with sys-

tem actors, we created a flow dia-
gram to represent the approach 
most healthcare organizations 
employed to decide how to re-
spond to SB 1953. We framed it 
in terms of our list of prerequisites 
to organizational action to make 
it easier to generalize the model. 
We encountered some difficulty 
in developing the model, primar-
ily because, while all the organiza-
tions we studied engaged in the 
same general process, individual 
processes varied in detail and em-
phasis.  Moreover, virtually none 
of the organizations engaged in a 
strictly linear approach to solving 
the problem. Most organizations 
addressed it iteratively, circling 
back to earlier assumptions, 
building in new information and 
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new perceptions, and rethinking 
options, discarding some, fleshing 
others out, and searching for new 
ones. 

Another complicating factor is 
that most hospitals or healthcare 
campuses do not get to make the 
mitigation investment decision by 
themselves. When SB 1953 was 
enacted, there were many stand-
alone facilities able to make those 

decisions. Today, most hospitals 
are part of larger corporations; 
individual facilities submit budget 
requests to the home office for fi-
nal decisions. The model does not 
yet do a particularly effective job 
of integrating the multiple layers 
of corporate decision making. That 
will have to be added. 

The process flowchart depicted 
in Figure 2 represents our concep-

 Figure 2. Preliminary Model of the Healthcare Organization Seismic Safety Investment Decision
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tion of the behavioral decision 
process employed by healthcare 
organizations when making the 
mitigation investment decision. 
It is a preliminary model that the 
writers plan to test and elaborate, 
using an MCEER Demonstration 
Hospital as a test case. 

Believing a 
Threat Exists: The 
Organization Picks up 
the Signal, Interprets 
it, and Frames the 
Problem 

Our model requires that the orga-
nization receive a signal that there 
is a threat to its well-being or that 
an opportunity exists. For the sake 
of brevity, from now on we will 
refer to the signals only as threats. 
The signal is generated within 
the organization’s relevant envi-
ronment (Box A, Figure 2).  The 
organization detects the signal, 
interprets it, confirms its authen-
ticity, and conducts a preliminary 
analysis before it begins to frame 
the issues or problems implicit or 
explicit in the signal (Key Element 
1 and Box B, Figure 2). 

Message Transformation: 
Replacing the Initial, 
Ineffective Threat Message 
with a New One 

We began with the assumption 
that the message sent to California 
healthcare organizations was that 
they were in danger of an earth-
quake that was likely to damage 
their facilities and reduce their ca-
pacity to carry out their missions.  
That message had been sent to 
Californians and to hospital ad-
ministrators many times before by 

structural engineers, the California 
Seismic Safety Commission, reports 
of damage to hospitals in previous 
earthquakes, and from seemingly 
endless warnings from geologists 
and seismologists. A strong mes-
sage was sent directly to hospitals 
in the form of the 1973 legislation 
requiring hospitals built after that 
date to meet high structural and 
nonstructural standards. 

We found that hospital owners 
and administrators were aware 
of earthquakes, but that aware-
ness failed to generate sufficient 
concern among most of them to 
alter their pre-1973 acute care 
facilities. Some hospital decision 
makers did not believe that their 
pre-1973 structures would col-
lapse from earthquakes. Others 
had higher priorities, including 
how to provide service to the rap-
idly growing California population. 
It would have been extremely dif-
ficult to withdraw acute care facili-
ties from the inventory and keep 
pace with providing high levels of 
demand for service. 

Sometimes, when one message 
fails to have the desired effect, 
those sending the message replace 
it with a different one in hopes of 
stimulating action. With SB 1953, 
the State of California changed the 
message from “there is a potential 
for losses from earthquakes if you 
do not alter those old buildings” 
to “you will lose your hospital 
license if you do not repair or re-
place old buildings being used for 
acute care.”   The new message 
contained a far more plausible 
risk in the minds of administra-
tors, making it much more salient 
and led to immediate responses, 
although not all the responses 
were those desired or expected by 
regulators. 
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The Contextual Setting of the 
New Message 

SB 1953 was neither drafted nor 
enacted in a vacuum. Nor was it 
legislation hastily drafted and en-
acted in the immediate aftermath 
of an earthquake. It emerged 
from a context in which hospital 
regulators and structural engineers 
were genuinely concerned about 
the potential effects of seismic 
events on hospital patients, staff, 
and capacity. 

Earthquake safety advocates 
were moved into action follow-
ing the 1971 Sylmar earthquake in 
which hospitals failed, lives were 
lost, and post-event emergency 
health care capacity was dimin-
ished.  This event led to enactment 
of legislation in California in 1973 
requiring that all new hospitals be 
built to higher standards. Existing 
hospitals were excluded. Those 
who helped draft the 1973 Act 
expected that the stock of exist-
ing hospitals would be replaced 
over time.  After all, many of 
them were quite old. The 1994 
Northridge earthquake resulted 
in significant damage to several 
pre-1973 hospitals, thus stimulat-
ing earthquake safety advocates, 
mostly structural engineers, to be 
concerned that the stock of pre-
1973 hospitals was not being taken 
out from service quickly enough 
and to believe that additional regu-
lation was necessary to speed the 
process. 

Healthcare organizations learned 
about SB 1953 as it was being de-
veloped and considered. For the 
most part, they appear to have sup-
ported the enactment of SB 1953, 
but they did so within a context in 
which other bills being considered 
were seen as Draconian. For many 

healthcare organizations, SB 1953 
was the lesser of two evils. 

First Iteration: 
A Preliminary 
Assessment 

Once a message comes to the 
attention of an organization, we 
believe that organizations first un-
dertake a quick and dirty analysis 
(Box B, Figure 2.).  This preliminary 
analysis answers several questions 
that affect how the organization 
subsequently frames the problem 
and a response to it: 
•  Is the message legitimate and 

credible? 
•  If legitimate and credible, how 

salient is the message content 
for the organization? 

•  If legitimate, salient, and cred-
ible, what are the implications 
for the organization? 

•  What is the quality or appropri-
ateness of the solution and the 
cost and disruption? 

•   Would acting on the message 
be congruent with organization-
al values, goals, and strategy? 

•  Are there higher priority issues 
on the agenda that preclude 
responding to the message at 
this time?

 
Organizations framed the chal-

lenges posed to them by SB 1953 
based on those preliminary scans 
(Box C, Figure 2). How the indi-
vidual organization framed the 
problem conditioned its posture 
with respect to it and initially lim-
ited or focused its choice about 
how to respond. 

In the case of SB 1953, the or-
ganizations appear to us to have 
made a quick assessment of the 
likely burdens associated with 
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complying and of any benefits 
that might realistically derive from 
complying. The analysis proceeds 
with the organization drawing 
alternative means for comply-
ing being from its repertoire of 
invented, recalled, or uncovered 
solutions and, then,  comparing 
that with the organization’s avail-
able resources. 

If no satisfactory solution is 
immediately apparent from the 
evoked set, then we believe that 
organizations consider the con-
sequences of not complying. We 
call this a “consequence analysis.” 
A consequence analysis may be for-
mal or informal, extensive or done 
on the back of an envelope. It is, 
essentially, an exercise in which 
the organization asks several key 
questions: How likely is it that the 
sanctions implicit or explicit in the 
mandate will be employed if the 
organization does not comply?  If 
the sanctions are likely, how long 
before they are imposed?  What 
might be the consequences of 
not addressing this issue now for 
organizational viability in terms of 
its mission? Decision makers think 
about the likely consequences of 
inaction for both the organiza-
tion and its leaders. What are the 
possible consequences for the ad-
ministrators and the responsible 
governing body? Would there 
be political consequences? How 
much hassle will complying or 
not complying generate? 

Only rarely does this initial as-
sessment proceed linearly or ac-
cording to an orderly protocol.  
Instead, the process seems to 
move sporadically and iteratively 
as new ideas occur, as communi-
cation takes place with other orga-
nizations, and as decision makers 

struggle to learn what is possible 
in the environment within which 
they are operating. 

The healthcare organization is 
faced, continually, with setting 
priorities. Creating priorities 
necessitates making tradeoffs 
between focusing on issues that 
are both urgent and important 
and those that are important but 
not as urgent.  Tradeoffs are made 
between dissimilar goals. Califor-
nia hospitals seek an “optimized” 
outcome by trading off return on 
investment in dollar return with re-
turn in social (mission) terms and 
return in regulatory compliance 
terms.  Each organization trades 
off within its context.  

The priority attached to various 
issues depends on characteris-
tics of the organization itself, 
including the extent to which 
decision makers believe they can 
anticipate what will happen as a 
consequence of changes in the 
external environment, cash flows 
and demands made on those re-
sources, unrelated internal issues, 
and organizational mission. The 
context within which priorities 
and agendas are set changes con-
tinually and, sometimes, quickly.  
Consequently, what might seem 
like a great idea at one time might 
be seen as wholly inappropriate 
at another. 

In the case of SB 1953, almost 
all hospitals with pre-1973 build-
ings responded to the initial 
requirement of the regulations: 
they submitted certifications to 
the State as to whether specific 
buildings were subject to SB 1953 
provisions. Subsequent action, 
however, depended on where the 
organization placed the matter on 
its agenda (Box D, Figure 2). 
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Interpreting the Message 
and Framing the Issues: 
The Crucial Importance of 
Organizational Environment 

SB 1953 caused most organiza-
tions to ascertain the extent to 
which it was technically possible 
to retrofit the affected buildings 
to the required standards.  Some 
buildings could be retrofitted 
relatively simply and inexpensive-
ly, but retrofitting others posed 
almost intractable problems for 
engineers and hospital operators 
alike, especially given the need 
for the hospital to continue op-
erations during retrofit. Second, 
the healthcare organizations had 
to determine whether they had 
sufficient resources to make the 
changes. Because 85 percent of 
California hospitals entered a 
string of very difficult financial 
years as SB 1953’s clock began 
to tick, even if it were technically 
feasible to comply, many, if not 
most, hospitals simply could not 
because they did not have enough 
money, credit, and financial assis-
tance from the federal and state 
governments.  

Within a few years of 1994, 
when SB 1953 was enacted, the 
healthcare industry underwent 
extraordinary structural and fi-
nancial changes. Rapid changes 
in healthcare economics and the 
increasingly bewildering structure 
of the industry created incred-
ible instability and uncertainty as 
healthcare decision makers tried 
to make reasonable business deci-
sions across a broad spectrum of 
problems and issues. 

When SB 1953 was enacted, 
most California healthcare orga-
nizations were generating profits 
or, in the case of not-for-profits, 

surpluses. By the late 1990’s, 
however, more than 80 percent of 
them were losing money (Shattuck 
Hammond, 2001).  What happened 
and what were the implications for 
implementing SB 1953? 

Two basic changes affected 
the industry’s financial situation. 
First, managed medical care in-
creased dramatically during the 
second half of the 1990s, largely 
as a response to rapidly escalating 
health insurance premiums. From 
1995 to 2005, participation in man-
aged care programs was expected 
to increase from 12.2 million Cali-
fornians to 20.1 million (Shattuck 
Hammond, 2001).  Traditionally, 
hospitals had charged patients 
for services received on a cost-
plus basis.  In the managed care 
environment, they are usually paid 
a fixed price for a service, regard-
less of their costs. Competition 
among HMOs for customers led 
them to cut payments to hospitals 
for treatment, often to less than 
the hospital’s cost of providing 
the service. 

At the same time HMOs were 
experiencing explosive growth, 
the Federal Medicare program 
was experiencing explosive cost 
increases. In 1999, more than 
40 percent of California’s Medi-
care population was enrolled in 
Medicare HMOs. Medical hospital 
expenses per beneficiary more 
than doubled from 1970 to 1975 
and then doubled again by 1980 
(Shattuck Hammond, 2001).  The 
financial problems for hospitals 
were compounded by the 1997 
Federal Balanced Budget Act 
which called for reducing Medi-
care expenditures by $215 billion 
over five years. The number of 
Medicare patients continued to 
increase, however, so, to meet 
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that goal, the Medicare program 
cut reimbursements to hospitals 
and healthcare professionals for 
procedures, usually to below the 
cost of providing the services. 
While this was happening, hospital 
costs were escalating. The cost of 
new medical equipment was sky-
rocketing and the cost of supplies 
was increasing much faster than 
the Consumer Price Index. 

Some hospitals, unable to staff 
themselves with the required num-
ber of nurses, had to reduce the 
number of beds available for acute 
care. Administrators found them-
selves with declining revenues per 
patient, higher direct costs per pa-
tient, and allocating fixed overhead 
costs across fewer patients. 

Hospitals responses to this 
situation were generally rapid and 
rational. Hospitals and physicians 
reorganized themselves to gain 
efficiencies. Hospitals tried to 
develop integrated delivery sys-
tems by aligning themselves with 
groups of physicians.  This way, 
they thought, they could reduce 
costs and cope with “capitation,” 
a form of payment to healthcare 
organizations from insurers that 
pays a set amount of money per 
enrolled member per year, regard-
less of the number or types of treat-
ment required. 

Stand-alone hospitals merged 
with others in hopes of realizing 
economies of scale. Bigger, stron-
ger corporations with more assets 
could presumably benefit from 
integrated management and op-
erations.  Hospital mergers swept 
the nation, peaking between1995 
and 1997,  during which time there 
were 680 hospital mergers. 

Despite their efforts, most Cali-
fornia hospitals could not achieve 
efficiencies fast enough to make 

up for the reduction in revenue 
and the increases in the costs. By 
1999, more than half of California’s 
hospitals were losing money. 

The financial distress in the 
second half of the 1990s was not 
shared equally. Hospitals most 
likely to have operating losses 
were small, owned by a local gov-
ernment (municipality, county, or 
special district), rural, not part of a 
corporate healthcare organization, 
and/or serving mostly poor pa-
tients. Those hospitals most likely 
to have positive operating mar-
gins were larger, investor-owned, 
urban, part of a large healthcare 
organization and not serving a 
large proportion of poor patients 
(Shattuck Hammond, 2001).   

In 1995, the median operating 
margin for California hospitals was 
1.65% compared with 2.8% nation-
ally. By 1999, the median Califor-
nia hospital operating margin had 
dropped to negative numbers, 
0.33% while the national median 
operating margin had dropped to 
0.4%. In 1999, the top quartile of 
California hospital corporations 
experienced positive operating 
margins of about 5.72%, but the 
lowest quartile was experienc-
ing a 7.76% operating margin.  
California’s most profitable 25%, 
almost all of them investor-owned 
hospitals, were outperforming the 
top 25% nationally (Shattuck Ham-
mond, 2001). 

In the midst of the financial crisis, 
the California legislature decided 
that requiring one nurse for every 
six patients in acute care facilities 
was insufficient, and, in 2001, it 
enacted a revised requirement for 
one nurse for every four patients. 
It is unlikely that there are enough 
nurses in California to meet the 
new requirements. Consequently, 
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healthcare organizations are faced 
with having to pay nurses enough 
to attract them from other states 
and foreign countries or closing 
portions of their facilities so they 
can meet standards. Whatever the 
medical merits of the new nursing 
requirement, the financial burden 
will further depress net operating 
revenues and some facilities will 
become insolvent. 

In this milieu, investor-owned 
healthcare organizations with 
many facilities had more flexibil-
ity and options than not-for-profit 
and publicly-owned hospitals. 
Some readers will leap to the as-
sumption that investor-owned is 
always more efficient than not-for-
profit or public facilities. That is 
not necessarily the case. Hospitals 
that trade off meeting shareholder 
objectives with organizational ob-
jectives of service in poor areas 
or to disadvantaged populations 
usually find that “efficiency” has 
more than one meaning. They see 
themselves as serving society’s 
needs rather than the needs of 
shareholders, making the ques-
tion of efficiency more complex. 
Investor-owned organizations can 
pick and choose where, how, and 
to whom to provide service. They 
are usually in a better position to 
locate in upscale markets and to 
provide services with favorable 
reimbursements from insurance 
and Medicare. Public hospitals, 
and many not-for-profit hospitals, 
rarely have that option. Indeed, 
they are often located in areas 
where the population is least able 
to pay.  Local governments, suffer-
ing their own fiscal problems, have 
been parsimonious in providing 
sufficient funds for capital infra-
structure. Not-for-profit hospitals 

typically have missions to serve 
particular neighborhoods or com-
munities. They can benefit from 
some of the same practices used 
by investor-owned hospitals, but 
not all of them. 

The financial and structural 
changes in the healthcare industry 
have much to do with the differing 
responses of healthcare organiza-
tions to SB 1953. Hospitals experi-
encing financial hemorrhaging can 
rarely justify spending money on 
seismic retrofitting.  At the same 
time, healthcare organizations 
that have been able to remain 
profitable may be in a position to 
benefit from the mandated seismic 
improvements. The costs of retro-
fits provide legitimate reasons to 
eliminate unprofitable facilities, 
either by selling or closing them. 
Since so many healthcare organiza-
tions are in difficult financial straits, 
this presents well-heeled investor-
owned healthcare organizations 
with the opportunity to strengthen 
their market position by acquiring 
desirable facilities and locations 
from those financially-strapped 
organizations. The largest and 
most profitable investor-owned 
organizations might greatly expand 
their market share. Unfortunately, 
one can also expect those organiza-
tions to expand their market share 
by building on the profitable areas 
of healthcare, leaving those proce-
dures and services with low or be-
low cost reimbursements to public 
and not-for-profit hospitals. 

The upshot is that, depending 
on their fiscal position and their 
primary organizational objectives, 
it makes sense for some healthcare 
organizations to support SB 1953 
and to move forward to comply 
with its provisions on schedule. 

“The financial 
and structural 
changes in 
the healthcare 
industry have 
much to do with 
the differing 
responses of 
healthcare 
organizations 
to SB 1953. ”
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Compliance is easier for them 
because they have a variety of op-
tions for dealing with inadequate 
facilities. Other organizations 
might barely be able to comply 
and some simply cannot.  

Outcomes of the First Iteration 

Almost all healthcare organiza-
tions complied with SB 1953’s first 
requirement, specifying to OSHPD 
the classification into which their 
individual acute care structures 
fell. Buildings not meeting speci-
fied standards were classified as 
most likely to collapse in an earth-
quake. A few healthcare organiza-
tions moved promptly to comply 
with the next set of requirements 
in the OSHPD SB 1953 timetable.  
Most, however, put SB 1953 on 
their agenda for later action. 

Second Iteration

Issues May or May Not Move 
up the Agenda 

Issues move up the agenda 
because their priority changes 
relative to that of other issues. 
This occurs because the organiza-
tion has worked its way through 
other, higher priorities or because 
internal or external conditions 
change, making considering the 
issue more appropriate.  

Organizational leaders frequently 
revisit the ordering of items on 
their agenda to determine whether 
they are still placed appropriately 
(Box E, Figure 2).  As an agenda 
item moves closer to consider-
ation, the organization may also 
revisit its initial framing of the is-
sue. The reframed issue may have a 

significantly different priority than 
it did in its previous configuration 
(Box F, Figure 2).  

Initiating the Primary Analysis 

As an item moves up the agenda 
toward focused consideration, the 
organization goes through a more 
careful and detailed analysis of 
how it relates to the prerequisites 
for organizational action (Box G, 
Figure 2). 

Initially, the organization revisits 
the question of whether anything 
can be done to preclude the ad-
verse event from happening and 
the expected consequences from 
occurring (Key Element 2, Figure 
2).  This decision is often made 
subconsciously, given that the 
answer to the question is based 
primarily on the organization’s 
sense of corporate efficacy and 
on its sense of locus of control.  
Some organizations in some cul-
tures might think there is nothing 
they can do to prevent an event 
or how a regulator may decide; 
they believe the matter is out of 
their hands. Others may perceive 
the problem as intractable and 
throw up their hands in resigna-
tion. We think that one’s belief 
about whether anything can be 
done to protect against the likeli-
hood of an extreme event varies 
by culture and by individual psy-
chological makeup. We visualize 
a continuum of individuals and 
organizations ranging from those 
that believe they can do almost 
anything to those who believe 
they are simply pawns in some 
great game over which they have 
no influence.  

In our model, if the organization 
believes it cannot do anything to 
address SB 1953 regulation and 
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avoid the sanctions, the organiza-
tion cycles back to revisiting the 
threat (Boxes J and F, Figure 2) and 
to reframing the issue. The orga-
nization would then, we think, 
seek a fairly radical solution to 
its dilemma, such as ignoring the 
legislation and regulations, hoping 
they will go away, closing the facil-
ity, or initiating political action to 
change the law. 

Should the Organization Take 
Action at This Time? 

Assuming the organization be-
lieves it can take action to reduce 
or defer the threatened sanctions, 
the third element in our prerequi-
sites construct is that the organiza-
tion has to make a decision as to 
whether it is in its best interests 
to take action now (Key Element 
3, Figure 2). 

As discussed above, many hospi-
tal organizations had serious finan-
cial problems in the late 1990’s and 
gave those concerns a much higher 
place on the agenda than they gave 
to SB 1953. They recycled dealing 
with SB 1953 back to the agenda, 
where it was assigned a priority 
that the organization deemed ap-
propriate (Box D, Figure 2). 

By tracking individual organi-
zations through time, we found 
that how specific organizations 
attempted to deal with SB 1953 
changed through time as financial 
conditions and the organizational 
environment changed.  SB 1953 
moved up the agenda in numer-
ous healthcare organizations 
simply because they became finan-
cially viable. By 2004, about half 
of California’s healthcare organi-
zations had begun to reestablish 
financial viability in a turbulent 
environment; they found ways 

to cope with parsimonious reim-
bursements from insurance firms, 
HMOs, and Medicare. Some reorga-
nized so their corporate structure 
would enable them to get more 
reimbursements. Some chose to 
focus on high reimbursement 
medical procedures and uninsured 
procedures for private patients 
instead of procedures for which 
reimbursements were inadequate 
to meet costs. Some merged with 
organizations operating in several 
states; profits from those other 
states subsidized the higher costs 
of doing business in California, but 
still permitted the not-for-profit to 
pursue the non-monetary elements 
of its mission. 

What happened during the de-
cade since 1994 is that healthcare 
organizations learned to be busi-
nesses. Some private and not-for-
profit healthcare organizations 
survived because they were in the 
right place at the right time. Some 
that didn’t survive were simply in 
the wrong place at the wrong time. 
Generally, however, the organiza-
tions that survived were those that 
learned to use sophisticated busi-
ness practices. Even if they did 
not adopt sophisticated analysis, 
public hospitals survived because 
there was no other option; in many 
cases, they were the hospital of last 
resort for people in rural areas and 
inner cities and for the poor and 
uninsured. 

Scanning for Solutions and 
Selecting a Course of Action 

In the preliminary scan of the 
implications of SB 1953, most 
healthcare organizations looked 
at individual buildings that were 
not in compliance to see what it 
would take to retrofit them. A ret-
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rofit strategy was virtually implicit 
in the legislation, but, on further 
analysis, retrofitting did not make 
much sense to most healthcare 
decision makers. Most hospital 
buildings built before 1973 are 
not convenient for current medical 
practice. Moreover, the estimated 
cost of retrofit was typically high, 
particularly when one factored 
indirect costs into the equation. 
Substantial retrofit would open 
the doors to having to meet cur-
rent specialty code provisions for 
people with disabilities, asbestos, 
and so forth. Then, after the initial 
structural retrofit was completed, 
the hospital would have to do 
nonstructural retrofit to meet the 
next deadline, which was likely to 
require reopening walls and ceil-
ings.  Moreover, the costs of shuf-
fling patients from space to space 
and operating in constant turmoil 
led hospital decision makers to 
consider different alternatives. 

Individual healthcare organiza-
tions considered an array of so-
lutions. First, they could change 
occupancy of the structure from 
acute care to something else. If the 
structure was not used for acute 
care, it was no longer subject to 
the Act.  It could be used for ad-
ministration, dorms, chronically ill 
patients, or out-patient services. 
Second, the healthcare organiza-
tion could build a new facility.  
Third, it could dispose of the struc-
ture or structures. Fourth, it could 
close the facility.  This option, of 
course, appeared more desirable 
to organizations with many facili-
ties than to those with only one 
or two.  Finally, the organization 
could choose to not comply with 
the regulations, choosing instead 
to seek other ways to ensure that 

the State would not revoke its 
license. 

 Those with resources and nu-
merous facilities decided which 
facilities to close, which to sell, 
which to retrofit, and which to 
convert to non-acute care uses.  

Healthcare organizations with-
out the financial wherewithal 
to emulate their better-off coun-
terparts faced tough problems. 
Fortunately for them, the SB 1953 
compliance dates were several 
years off, providing them with 
some time to come up with a 
plan that was feasible for them 
individually. In some cases, the 
organization decided (or hoped 
fervently) that there really was no 
serious risk of losing their license 
because of not complying with SB 
1953 and its time line: “If they shut 
us down, who will provide health 
care here?” or  “They won’t do it 
because the political pressure will 
be too great.”  Healthcare organi-
zations that saw their technical, 
logistical, or financial problems as 
intractable, at least in the existing 
milieu, tended to be resentful of 
the regulation, denied the threat 
of adverse consequences to them 
from earthquakes, and sought 
changes in the law. 

If the consequences of not com-
plying with the legislation were 
deemed sufficiently severe to 
warrant action, the organization 
was faced with deciding what to 
do (Key Element 4, Figure 2). Our 
model indicates that the organiza-
tion does additional analysis to 
learn whether a technical and 
financial solution to its problem 
exists. 

 Rarely did one option appear 
immediately as superior to all oth-
ers for an individual organization. 

“...decision 
makers had 
to find a 
solution that 
was congruent 
with immediate 
affordability, 
long term 
financial 
viability of the 
organization, 
serving the 
organizational 
mission, 
complying with 
regulations, 
and 
fundamental 
corporate 
strategy. ”
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There is not necessarily one best 
solution.  Engineers will have a 
number of approaches – solutions 
– to the problem at varying costs 
and time and complexity and at 
varying levels of acceptability by 
the regulator.  The regulation is 
not totally prescriptive as to how 
to accomplish the objectives. For 
most healthcare organizations, 
however, the question of how 
to respond to SB 1953 was rarely 
framed as a retrofit problem.  Virtu-
ally all the organizations we talked 
with viewed the challenges posed 
by SB 1953 in the strategic context 
of their organizational objectives 
and longer term development, 
given the unsettled and rapidly-
changing economic and financial 
context in which hospitals found 
themselves. Decision makers had 
multiple criteria against which 
alternatives were considered: an 
acceptable solution had to meet 
all of them. The criteria varied by 
organization, but, generally, deci-
sion makers had to find a solution 
that was congruent with immedi-
ate affordability, long term finan-
cial viability of the organization, 
serving the organizational mission, 
complying with regulations, and 
fundamental corporate strategy. 

Yet another factor complicates 
the process. Whereas the single 
facility, stand-alone hospital was 
commonplace in the 1980s, it all 
but disappeared by the turn of 
the century. As a result, relatively 
few hospital administrators were 
able to make the final choice 
about whether and how his or 
her hospital would respond to SB 
1953 or any other issue requiring 
substantial capital expense.  In 
some instances, the local hospital 
is required to submit its proposal 
to the parent organization to com-

pete for budgetary allocations with 
other hospitals. At the corporate 
level, officers decide where capi-
tal outlays will be made and base 
those decisions on the well-being 
of the collective enterprise. Con-
sequently, there are usually two 
decision processes. The first is at 
the level of the individual facility, 
where administrators decide what 
to ask for and a second is at the 
corporate level where priorities 
are set and allocations are made 
among the individual facilities.  
This aspect of the decision process 
has yet to be modeled. 

Does the Organization Have 
the Capacity to Act Now? 

If the organization found an ac-
ceptable solution, it would then 
move on to determining whether 
it has sufficient financial resources, 
staff, talent, and attention capacity 
to act at this time (Key Element 5, 
Figure 2). Organizational capacity 
is often an issue now that so many 
organizations have downsized to 
reduce costs and, in so doing, re-
duced slack needed to address new 
issues. If the organization decides it 
does not have sufficient resources, 
it would typically add “get more re-
sources” to its agenda and place that 
on the agenda (Box D, Figure 2). If 
the organization believes it has, or 
can obtain, sufficient resources, it 
moves forward to implementation 
(Box K, Figure 2). 

Next Steps
The next step in the develop-

ment of the integrated decision 
support system will take place in 
MCEER’s Year 7 during 2004. Petak 
and Alesch will check the behav-
ioral model’s validity by applying 
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it to choices made in a West Coast 
demonstration hospital. They will 
attempt to rough out broad quanti-
tative values for several parameters 
in the model and will attempt to ac-
tually couple the behavioral model 
with both the von Winterfeldt and 
Dargush models, again using the 
West Coast demonstration hospital 

as a test site. The exercises with 
the single facility will enable us to 
enhance and refine the behavioral 
model and to identify and, pre-
sumably, overcome difficulties in 
coupling the model with the nor-
mative models being tested by von 
Winterfeldt and Dargush.
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During the past two decades, there has been increasing interest in 
the concept of complex adaptive systems, originally formulated by 

Holland (1992).  Physical and social systems often involve the complicated, 
nonlinear interaction amongst numerous components or agents.  In many 
cases, the agents are free to aggregate at multiple scales in response to an 
uncertain or changing environment.  As a result, such systems may dem-
onstrate an ability to evolve over time and to self-organize.  In the process, 
these complex adaptive systems may display collective attributes acquired 
through adaptation that could not be achieved either by individual agents 
acting independently, or by agents under strict top-down control.  Standard 
examples include a rain forest, the human central nervous system, and the 
local economy.  However, from the definition above, a single critical care 

Evolutionary Methodologies for Decision Support
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 Research Objectives

One of the primary objectives of the MCEER research program is to 
contribute toward the development of disaster resilient communities.  As 
a result, there is a general need to model, understand and ultimately direct 
the behavior of a wide variety of complex multi-scale systems.  Within 
the context of a critical care facility, these not only include the structural 
and nonstructural systems that shape the physical environment, but also 
the organizational systems that define the social and economic climate.  
Clearly, the problem does not end at the scale of a single hospital.  By 
expanding our view, we can recognize that local communities and large 
corporations need to make decisions affecting the performance of a system 
of critical care facilities.  Furthermore, at the regional level, public policy 
and resource allocation must be based upon the behavior of systems of 
systems.  At each level, there is uncertainty, ambiguity and risk, along with a 
temporal dimension that must be considered.  Evolutionary methodologies 
(Holland, 1992) may be ideally suited to study and provide guidance for 
many of these tasks.  Here we concentrate on two aspects of the overall 
problem, namely, aseismic design and retrofit decision support and 
organizational decision support.  In addition, we attempt to create a 
theoretical and computational framework that may have applicability for 
complex decision-making in general.
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facility or critical care network also 
may function as a complex adap-
tive system.

In some cases, the primary in-
terest is on identifying and under-
standing system behavior. This is 
a problem of analysis and several 
different approaches are available, 
even when environmental uncer-
tainty must be included.  The 
fragility-based methodologies be-
ing developed under MCEER are 
excellent examples (Shinozuka et 
al., 2003; Alesch et al., 2003). On 
the other hand, if we wish to im-
prove performance of a complex 
adaptive system in some sense, 
then we should consider the inher-
ent complexity of the underlying 
system and the decision-making 
process itself.  Effective solutions 
may require the selection of certain 
policies from an extensive list of 
possibilities or the determination 
of specific parameter values from 
an available set.  Consequently, 
the decision space of possible so-
lutions is usually quite large and, as 
noted earlier, there is often a tem-
poral element as well.  In essence, 
here we are faced with a design 
problem.  However, because of 

the underlying complexity, simple 
prescriptive solution procedures 
are typically not available, direct 
exhaustive search is not feasible 
and the familiar sequential search 
strategies have only limited effec-
tiveness.  Alternative approaches 
are needed.  For convenience, we 
shall denote all of these design 
problems as complex decision 
processes.

Tsypkin (1971) presented 
perhaps the first major work on 
adaptation in automated systems.  
His approach was based primarily 
on the existing methods of optimal 
control theory.  Holland (1992), on 
the other hand, developed a uni-
fied theory of adaptation for both 
natural and artificial systems.  Ideas 
from biological evolution were 
central to his approach. Besides 
providing a general formalism for 
studying adaptive systems, this led 
to the development of evolution-
ary methods and, more specifi-
cally, to genetic algorithms.

Within the Holland genetic algo-
rithm formalism, let S be the set of 
possible solutions, E  symbolize the 
class of realizable environments,  m 
indicate the performance measure, 

The decision-assisting platforms are intended to help illuminate 
the consequences of choice for both engineering consultants and 
their clients.  Since clients must consider a wider range of variables 
than their engineers when making choices about seismic safety, 
the models are intended to couple organizational and engineering 
concerns into one or more models to help create recommendations 
for seismic safety that meet the needs of all the critical stakehold-
ers. Stakeholders may include companies interested in developing 
markets for new technologies, critical care facility owners required 
to meet legislated levels of seismic performance, local communi-
ties faced with prioritizing rehabilitation projects and/or federal 
agencies responsible for resource allocation.
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and t represent the adaptive plan.  
Then by making selections from 
a set of operators Ω, the adap-
tive plan t produces a sequence 
of potential solutions s Œ S based 
upon the performance measure 
me associated with environment e 
Œ E.  In a genetic algorithm, the 
individual solutions s are encoded 
as computational chromosomes, 
often using a binary string rep-
resentation.  The typical genetic 
operators contained in Ω include 
selection, crossover, mutation and 
replacement.  At each generation, 
the best performing solutions are 
selected for reproduction.  The 
genetic operators then work to 
increase the frequency of good 
qualities contained in the popula-
tion, while continually exploring 
the space of possible solutions in S.  
Figure 1 provides the overall flow 
of a classical genetic algorithm.  
Notice in particular that there 
are a number of stages within the 
algorithm that lend themselves nat-
urally to parallel computing plat-
forms. This is especially true for 
the fitness evaluation stage, which 
is often the most computationally 
demanding task.  Further details on 
genetic algorithms can be found in 
Holland (1992), Goldberg (1989) 
and Mitchell (1996).  

We should mention that al-
though in the original work by 
Holland the environment may 
be uncertain, most implementa-
tions and applications of genetic 
algorithms are limited to fixed 
environments.  However, we find 
that evolutionary methods are 
more appropriate for discovering 
robust solutions to problems in-
volving uncertainty, ambiguity and 
risk.  Of course, these are exactly 
the types of solutions required for 

the development of seismically 
resilient communities.

In the following two sections, we 
address a pair of specific complex 
decision processes.  The first is an 
engineering design problem associ-
ated with the selection of passive 
energy dissipation elements for 
building structures under seismic 
loading, while the second involves 
a preliminary look at the broader 
sociotechnical problem.  In the lat-
ter case, we present a new frame-
work for organizational decision 
support.

Aseismic Design and 
Retrofit Decision 
Support

Passive energy dissipation sys-
tems are now widely used for the 
seismic control of civil engineer-
ing structures and a wide variety 
of device types are available, 
including metallic yielding damp-
ers, friction dampers, viscous fluid 
dampers and viscoelastic dampers 

 Figure 1.  Genetic Algorithm Flow Diagram

Genetic AlgorithmsGenetic Algorithms
Classical Version (Holland, 1992)Classical Version (Holland, 1992)

Initialize pool of chromosomes [Parallel]
Generation loop [Serial]

Chromosome loop [Parallel]
Evaluate chromosome fitness**

End loop
Apply genetic operators [Parallel, Serial]

End loop
Select best chromosome(s) [Parallel]

** Often the most computationally intensive operation
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(e.g., Soong and Dargush, 1997; 
Constantinou et al., 1998).  While 
the introduction of these passive 
energy dissipation concepts and 
systems presents the structural en-
gineer with considerable freedom 
in aseismic design and retrofit, fur-
ther guidance may be needed to 
help direct the design process.  In 
order to address this issue, several 
simplified design procedures have 
been in development over the past 
decade (e.g., FEMA, 1994, 1997a, 
1997b, 2001).  These procedures 
are oriented mostly toward the de-
sign of simple uniform structures.  
Alternatively, one may attempt to 
develop new computational ap-
proaches that can provide insight 
into seismic performance, as well 
as design guidance both for simple 
structural systems and for complex 
irregular structures.  

Here we adopt this latter ap-
proach and continue our develop-
ment of an evolutionary approach 
for aseismic design and retrofit.  
Previous research on the applica-
tion of genetic algorithms to pas-
sively damped structures includes 
the work by Singh and Moreschi 
(1999, 2000, 2002), Dargush and 

Sant (2000, 2002) and Dargush 
and Green (2002). In particular, 
we extend our previous work by 
introducing a parallel genetic algo-
rithm for the design of robust pas-
sively damped structures within an 
uncertain seismic environment.  

The overall flow of the genetic 
algorithm for aseismic design and 
retrofit is provided in Figure 2.  In 
each generation, a population of 
individual structures s Œ S is de-
fined and evaluated in response to 
ground motions that are realized in 
association with an environment 
e Œ E.  The primary structure may 
contain a number of metallic yield-
ing dampers, viscous fluid dampers 
and/or viscoelastic solid dampers 
over a range of sizes.  A binary 
code in the chromosome of each 
individual structure s Œ S deter-
mines the specific design.  Cost 
and structural performance are 
used to evaluate the fitness of each 
structure in the population.  Then 
the individual structures compete 
for survival within the uncertain 
environment. The fitness values, 
along with random genetic opera-
tors modeling selection, crossover 
and mutation processes, define the 
makeup of the next generation of 
structures. While, in the present 
implementation, generations must 
be processed sequentially, evalua-
tions within a generation can be 
performed in parallel.  Further-
more, multiple simulations with 
different initial seeds can be run 
simultaneously in a massively par-
allel computing environment.

In our present system, perfor-
mance is judged by conducting 
nonlinear transient dynamic 
analyses for ground motions that 
are consistent with the USGS seis-
micity model for eastern North 
America (Frankel, 1995; Frankel  Figure 2.  Evolutionary Aseismic Design and Retrofit Flow Diagram

EvolutionaryEvolutionary AseismicAseismic Design and Design and 
RetrofitRetrofit

Initialize pool of structures
Generation loop 

Structures loop [Parallel]
Evaluate structure fitness via
transient dynamic analysis**

End loop
Apply genetic operators

End loop
Select best structure(s)

** Computationally intensive
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et al., 1996; Papageorgiou, 2000).  
The structural analysis utilizes 
an explicit state-space transient 
dynamics research code (tda), 
while the implementation of the 
genetic algorithm controlling the 
design evolution is accomplished 
within Sugal (Hunter, 1995).

Structural Model

For most complicated structures, 
a nonlinear transient dynamic anal-
ysis is needed in order to assess 
the performance of a given design 
or retrofit option.  In the present 
work, we employ a lumped pa-
rameter representation for both 
the primary structure and passive 
elements.  

A two-surface cyclic plasticity 
model in force-displacement space 
(Constantinou et al., 1998) is used 
to describe the behavior of the 
primary structure and metallic 
dampers.  For this model, two 
distinct, but nested, yield surfaces 
are defined in one-dimensional 
force space.  The inner or loading 
surface separates the elastic and 
inelastic response regimes.  This is 
characterized by its center and 
radius represented by a back-force 
Fa  and inner yield force Fy

L ,   respec-
tively. Meanwhile, the outer or 
bounding surface, which com-
pletely contains the smaller inner 
surface, is always centered at the 
origin of force space with radius 
equal to a variable outer yield force 

Fy
B.  Translation of the inner surface 

corresponds to kinematic harden-
ing, while expansion of the outer 
surface produces isotropic harden-
ing.  A total of six model parame-
ters must be specified, including 
the stiffness k, inner yield force Fy

L , 

initial outer yield force Fy
B
0, and hard-

ening parameters h B
0

, h B
1

, and r.
Viscous dampers are represented 

as purely linear Newtonian de-
vices, with force proportional to 
velocity.  In a physical sense, this 
implies that the bracing elements, 
used to incorporate the viscous 
dampers into the structural system, 
are infinitely rigid compared to the 
stiffness of the primary structure.  
In some cases, it may be more 
appropriate to consider more so-
phisticated models as discussed in 
Constantinou et al. (1998), how-
ever only purely viscous models 
are utilized here.

The viscoelastic dampers are 
modeled as nonlinear rate-de-
pendent devices based upon a 
thermally sensitive generalized 
Maxwell model.  This model is 
written as a set of coupled first-or-
der ordinary differential equations 
for the damper force, temperature, 
intrinsic time and Maxwell element 
internal variables.  This thermally 
sensitive viscoelastic model is able 
to account for the typical soften-
ing that occurs at elevated ambient 
temperatures and as the damper 
temperature increases during seis-
mic excitation.

For any given design or retrofit 
option s within the set of possible 
structures S, the properties for the 
lumped parameter primary struc-
ture and passive element models 
must be defined at each story.  
The resulting equations of motion 
for the n-story passively damped 
structure are written in state-space 
form and then solved, along with 
the applicable constitutive models, 
using an explicit, adaptive step-size 
Runge-Kutta method (Press et al., 
1992).
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The decision support systems 
under development in this ef-
fort will incorporate the seis-
mic retrofit technologies and 
response modification methods 
developed in a parallel effort 
being carried out by Bruneau, 
Reinhorn and others in Thrust 
Area 2.
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Geophysical Model

With the structural models de-
fined, we next examine the ap-
proach taken to model the seismic 
environment.  One possibility, of 
course, is to define a small set of 
historical or synthetic ground mo-
tions and attempt to find the best 
structural design for this set.  How-
ever, this approach may introduce 
a bias, particularly if the set is de-
veloped with a specific structural 
frequency in mind. Instead, here 
we employ the USGS Gutenberg-
Richter seismicity database for 
eastern North America (Frankel, 
1995; Frankel et al., 1996) and 
generate as many ground motions 
as necessary to evaluate proposed 
structural design and retrofit op-
tions.

Following the USGS model, the 
entire geographical region of east-
ern North America is subdivided 
into bins, with each bin represent-
ing 0.1 degrees of longitude and 
latitude. The USGS database then 
provides Gutenberg-Richter pa-
rameters a and b for each bin such 
that N the number of earthquakes 
per year of magnitude greater than 
or equal to M can be written as 
log N = a-bM.  We simulate the 
seismic environment by running 
Poisson processes in each bin to 
determine first arrival times T of 
significant events that may occur 
during the intended life cycle Tl 

of the structure.  Once magnitude 
M and epicentral distance R are 
established for a significant event, 
the ground motion generation al-
gorithm defined by Papageorgiou 
(2000) is used to produce an ap-
propriate synthetic accelerogram.  
This approach is used to simulate 
ne environmental realizations in-

dependently for each individual 
structure s at each generation.

Computational Simulations

For illustrative purposes, we 
will now consider an example of 
a twelve-story steel frame retrofit 
with passive energy dissipators.  
Assume that three different types 
of dampers are available: metal-
lic plate dampers, linear viscous 
dampers, and viscoelastic damp-
ers.   For each type, four different 
sizes are possible.  Consequently, 
a 48-bit genetic code is employed 
to completely specify the dampers 
used in each story of any particu-
lar structure s Œ S, where for this 
problem, the set S of attainable 
structures contains roughly 248 
members. Thus, there are over 
one hundred trillion possible 
structures. 

In some situations, the use of 
multiple damper types in a single 
structure may be beneficial.  How-
ever, it is unlikely that a structure 
with all three types (i.e., metallic, 
viscous and viscoelastic) represents 
a practical design option.  In order 
to restrict the number of distinct 
damper types, techniques related 
to gene repair or fitness penaliza-
tion can be utilized.  Instead, we 
introduce the following recessive 
gene concept.  The chromosome 
representing each new structure 
is formed by the standard genetic 
operations of selection, crossover 
and mutation.  Using biological 
terms, the resulting binary string 
represents the structural genotype. 
However, the actual structural de-
sign or phenotype is established 
by first determining the domi-
nant damper type(s) present in 
the string. Afterwards the binary 
string is re-interpreted to convert 
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recessive damper types into domi-
nant ones of the same size.  This 
technique constrains the design 
space in an appropriate manner, 
while preserving the diversity of 
the chromosomes.  Results from 
several simulations will be shown 
below to illustrate this new ap-
proach.

Additional details concerning 
the relative cost, performance 
and fitness definition must be 
specified.  For example, in order to 
establish acceptable performance, 
we establish the parameters f and 
b to set limits on interstory drift 
Di and story acceleration ai for 
each story i in relation to the 
story height H and gravitational 
acceleration g, respectively.  Seis-
mic performance of the structure 
under a given ground motion is ac-
ceptable only if Di  £  fH and ai  £  
bg for i = 1,2,...n.  Further details 
can be found in Dargush and Sant 
(2000, 2002) and Dargush and 
Green (2002).

We now consider a series of 
examples involving steel frame 
structures with various retrofit 
possibilities. The primary purpose 
of these simulations is to illustrate 
the methodology, rather than to 
provide guidance for specific de-
sign situations.  In each example, 
a number of parameters must be 
specified to control the genetic al-
gorithm. Unless otherwise noted, 
the replacement rate is 50% at each 
generation.  One-point crossover is 
always activated to form the new 
structures, followed by random 
bit mutations with a frequency 
of 1/24 per bit.  Furthermore, the 
number of generations is set at ng 
= 512, with np = 32 structures 
in the population and ne = 128 
environmental realizations per 
structure at each generation.  A 

life cycle Tl = 100 yrs is assumed.  
Meanwhile, the performance 
measure m estimates the fitness U 
of each structure based upon the 
relationship  U n n B Ce e= -+( / ) max

, 
where U n n B Ce e= -+( / ) max represents the number 
of successful environmental real-
izations for the structure, Bmax is 
the maximum benefit obtained 
from the structure and C is the 
damper cost.

Twelve Story Steel Frame with 
Discontinuity

As a first example, we continue 
with the twelve-story structure 
discussed above.  Let Wi and ki 
represent the ith story weight 
and stiffness, respectively.  The 
baseline steel frame model has 
story weights, W1 = ... = W6 = W, 

W7 = W8 = 3W /4,  W9 = ... = W12 

= W /2 and stiffness k1 = ... = k6 =  

k, k7 = ... = k12 =  k/4.  Notice that 
there is a strong discontinuity at 
the seventh story.  The parameters 
W and k are chosen such that the 
first two natural frequencies are 
0.5Hz and 1.10Hz. Additionally, 
the lumped parameter two-surface 
cyclic plasticity model discussed 
above is employed to represent 
the hysteretic behavior of the pri-
mary structure. Within that model, 
let Fyi

L
 represent the yield force on 

the inner loading surface for the ith 
story. Then,  F F Wy

L
y
L

1 6 0 20= = =... .  , 
F F Wy

L
y
L

7 12 0 05= = =... . .  The maxi-
mum structure benefit is set at Bmax 
= 2000.  Damper costs vary from 4 
to 20 units depending on size.

Assuming that this structure is 
situated on firm ground in Mem-
phis, TN, we find that the baseline 
design without passive dampers 
survives less than 30% of the sig-
nificant earthquakes, according to 
our definitions for magnitude and 
distance cut-offs.  Now consider 
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retrofit with metallic (tpea) damp-
ers only.  Using the results from 
four simultaneous simulations, we 
find a number of robust designs, 
including those presented in Fig-
ure 3.  Here and in all subsequent 
structural diagrams, the size of the 
rings denotes damper size, while 
ring color indicates damper type.  
Notice that the leftmost design has 
a significant earthquake survival 
rate of approximately 75% and a 
fitness of nearly 1300.  

However, in these simulations 
only metallic dampers were per-
mitted.  Next we expand the 
design space to permit all three 
damper types, including metallic 
(tpea), viscous (visc) and visco-
elastic (ve) devices.  The results 
are presented in Figure 4.  Now 
survival rates have increased to 

over 90% and the fitness values are 
well above 1800.  These are clearly 
more robust designs than those 
presented in Figure 3.  Of course, 
during each simulation, many de-
sign configurations are tested.  The 
structures presented are those de-
signs that appear most frequently 
in the design pool.  These designs 
typically survive over many genera-
tions under variable environments 
and thus can truly be considered 
as the most robust structures.  
Notice also that the evolutionary 
algorithm apparently recognizes 
the structural discontinuity at the 
seventh story and designs accord-
ingly.  

Although several robust designs 
are presented in Figure 4, notice 
that two of the three incorporate 
all three damper types.  As dis-

Twelve Story Steel Frame in Memphis
7th Story Discontinuity

Metallic Dampers (s12m01)

tpea
visc
ve

Trials:
Cost:
Survive:
Fitness:
RhoH < 3:

311
112.0
0.746
1270

950

509
116.0
0.739
1231
1979

353
128.0
0.731
1195
2224

Generations 0 thru 512

 Figure 3.  Twelve Story Structure with Metallic Dampers

Twelve Story Steel Frame in Memphis
7th Story Discontinuity

All Damper Types (s12m00)

Generations 0 thru 512

Trials:
Cost:
Survive:
Fitness:
RhoH < 5:

411
92.0

0.932
1886

814

708
92.0

0.905
1866
5667

408
112.0
0.936
1847
1053

tpea
visc
ve

 Figure 4.  Twelve Story Structure with All Damper Types
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cussed previously, this is not likely 
to yield a practical rehabilitation 
scenario.  Next we constrain the 
simulations to permit only a single 
damper type in a given structure.  
Results are presented in Figure 
5.  The left-hand plot Figure 5a 
displays the evolution of mean 
fitness for four simulations using 
different initial seeds.  The mean 
fitness tends to increase rather 
quickly before hovering around 
1500.  The variability is due to the 
uncertain environment and the 
on-going need to explore new 
regions of the design space.  The 
three robust designs presented 
in Figure 5b again have survival 
rates above 90% and fitness values 

significantly over 1800.  Interest-
ingly, viscoelastic (ve) dampers 
are selected for all of these robust 
design alternatives.  

Uniform Eight Story Steel Frame
In the previous examples, the 

robust designs resulting from the 
simulations specified dampers in 
many of the stories.  For a final 
example, we consider a uniform 
eight-story structure with metallic 
dampers as the only retrofit option.  
In this case, the robust designs ob-
tained after ng = 512 generations 
are shown in Figure 6.  Notice from 
the figure that the predominant de-
sign option involves no dampers.

2000

1500

1000

500

0
0 128 256 384 512

Generation

Twelve Story Steel Frame In Memphis
Single Damper Type

M
ea

n
F

itn
es

s

Twelve Story Steel Frame in Memphis
7th Story Discontinuity

Single Damper Type (s12m05)

Generations 0 thru 512

Trials:
Cost:
Survive:
Fitness:
RhoH < 5:

1296
100.0
0.930
1839

32728

2146
84.0

0.922
1839

56190

1214
84.0

0.911
1830

74963

tpea
visc
ve

(a) Evolution of Mean Fitness (b) Robust Designs

 Figure 5.  Twelve Story Structure with Single Damper Type 
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Organizational 
Decision Support

While the evolutionary approach 
for aseismic design and retrofit 
developed here is useful in dis-
tinguishing the various design 
alternatives, decisions regarding 
whether or not to retrofit an ex-
isting structure are seldom based 
strictly on engineering grounds.  
The sociotechnical nature of orga-
nizational decision-making must 
be considered.  For the general 
problem, March and Olsen (1973) 
proposed a garbage can model for 
organizational decisions.  Within 
that model, decisions are made 
only if: 
•  A problem exists 
•  A credible solution is known 

•  The organizational agenda can 
accommodate the solution 

•  There are advocates within the 
organization. 

Recently, Petak and Alesch 
(2004) have tailored and aug-
mented the March-Olsen model 
for earthquake hazard risk reduc-
tion in healthcare organizations.  
There are five prerequisites for 
organizational action: 
•  The healthcare organization 

must perceive the seismic risk
•  The organization must believe 

that it has an internal locus of 
control regarding the problem

•  The organization must feel that 
implementing the solution is in 
its best interests 

•  The organization must believe 
that a solution exists to reduce 
that risk 

•  Organizational capacity must 
exist to implement the risk 
reduction measures. 

Several of these items 
correspond to those defined in 
the general March-Olsen model, 
however Petak and Alesch (2004) 
also emphasize the importance 
of the temporal dimension of 
decision-making and the need 
within the organization to actively 
seek solutions.

This Petak-Alesch descriptive 
model is very helpful for 
identifying the prerequisites for 
organizational action. Additional 
qualitative and quantitative models 
of organizational behavior and 
performance are needed to support 
the decision-making process.  For 
example, the space of possible 
solutions must be defined and the 
impact of potential decisions on 
the organization must be estimated. 
Regarding this latter aspect, several 
different organizational modeling 
approaches may be appropriate, 

Eight Story Steel Frame in Memphis
Uniform Structure

Metallic Dampers (s08m01)

Generations 0 thru 512

Trials:
Cost:
Survive:
Fitness:
RhoH < 2:

3689
0.0

0.703
581

14891

1191
24.0

0.711
577

6466

1526
24.0

0.704
558

7246

tpea
visc
ve

 Figure 6.  Eight Story Structure with Metallic Dampers
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including systems dynamics 
formulations (Forrester, 1961, 
1969, 1971), interacting species 
models (May, 1973) and multi-
agent complex adaptive systems 
methods (Holland, 1992; Carley, 
2002).  The first two of these are 
closely related. Both represent top-
down approaches that primarily 
attempt to capture global level 
behavior by formulating and 
solving sets of ordinary differential 
(or difference) equations 
governing the evolution of key 
organizational variables.  On the 
other hand, the third approach 
focuses on a bottom-up strategy 
for model construction based 
upon the definition of simple 
interaction rules between many 
organizational agents.  

Although the multi-agent 
methods arguably have greater 
long-term potential to represent 
the true multi-scale behavior 
of organizations, additional 
fundamental research is needed.  
Consequently, within the MCEER 
Year 7 research program, we 
are currently concentrating on 
the development of succinct 
differential models using ideas 
from system dynamics and 
interacting species formulations.  
For critical care facilities, these 
models utilize patients, employees, 
building and equipment stock, 
and monetary assets as the four 
key variables characterizing 
organizational behavior.  
Ultimately, this organizational 
model will couple into the overall 
decision support methodology 
defined in Figure 7.  Notice that 
this approach also involves the 
geophysical (Frankel et al., 1996), 
earthquake (Papageorgiou, 2000) 
and structural models discussed in 
the previous section, along with 

an extended damage model and 
possibly a sociotechnical model.  
In this formulation, which will be 
developed more fully in Years 7 and 
8, genetic algorithms are employed 
to identify robust structural 
designs and to evolve effective 
organizational strategies.

Simulation Network
The evolutionary approaches for 

aseismic design and retrofit deci-
sion support and organizational 
decision support described in the 
previous two sections are essen-
tially computational procedures.  
Although some simulations can 
be performed on single worksta-
tions or personal computers, the 
full benefit of these methodologies 
can be better realized within a mas-
sively parallel computing environ-
ment.  In this section, we provide 
a brief overview of the simulation 
network that has been developed 
within MCEER Thrust Area 4 initia-
tives to support this and other on-
going MCEER research projects.

During Year 7 activities, we 
installed a powerful server in the 
University at Buffalo (UB), Center 

Evolutionary Decision SupportEvolutionary Decision Support

Organizational Model (OM) >>> Genetic Code
Influences SM

tE1 tP1

Geophysical Model (GM) Sociopolitical Model (PM)
[e.g., SB1953]

Influences SM, OM

Earthquake Model (EM)
Structural Model (SM) >>>  Genetic Code

Damage Model (DM)
[Structural, Economic, Sociopolitical]

Influences SM, OM, GM

t

 Figure 7.  Organizational Decision Support
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for Computational Research (CCR) 
to serve as a collaborative plat-
form for MCEER, the Network for 
Earthquake Engineering Simulation 
(NEES) and the UB Department of 
Civil, Structural, and Environmen-
tal Engineering (CSEE). Figure 8 
provides a schematic of this col-
laborative platform and the new 
dedicated server, appropriately 
named earth.ccr.buffalo.edu.  The 
platform was designed to deliver 
the following high-performance 
computational and visualization 
capabilities: 
•  Serve a custom website with a 

Gigabit Ethernet connection to 
the University backbone 

•  Serve a web accessible MySQL 
database with SSL connections 
and authentications 

•  Serve 3D stereo graphics to 
the SGI 3300W Visualization 
Display 

•  Serve 2D and 3D graphics to the 
Tiled-Display Wall 

•  Serve streaming video to the 
Access Grid for world-wide 
presentation 

•  Provide a staging and post-
processing platform for the 
Advanced Computational Data 
Center - Grid (ACDC-Grid) 
grid-enabled analysis and result 
files 

•  Provide a common platform for 
exchange of information and 
visualization between faculty, 
staff, collaborators, and other 
researchers 

•  Provide outreach and educa-
tion with a descriptive poster 
depicting the collaboration and 
website information dissemina-
tion

In particular, the addition of 
this MCEER/NEES/CSEE platform 
has enabled the development of 
massively parallel asynchronous 

implementations of the evolu-
tionary methodologies for deci-
sion support discussed above and 
will greatly enhance our ability to 
visualize the results of the large-
scale simulations. 

Conclusions
A general evolutionary frame-

work has been developed to pro-
vide support for complex decision 
processes.  Here we concentrate 
on two specific examples, namely, 
aseismic design and retrofit deci-
sion support and organizational 
decision support. Within the first 
domain, we concentrate on the en-
gineering problem associated with 
the design of passively damped 
structural systems and present a 
computational approach based 
upon genetic algorithms that has 
significant potential, especially for 
irregular structures.  In numerous 
case studies, the system is able 
to discover robust designs in an 
uncertain seismic environment.  
In addition, the algorithms scale 
favorably with increasing prob-
lem size and are naturally parallel.  
Consequently, continued devel-
opment of the methodology and 
the associated software appears 
to be warranted, particularly in 
light of the anticipated concur-
rent advancement of massively 
parallel computing hardware. 
Furthermore, the extensions of 
this evolutionary approach to in-
clude non-structural components 
and to address multi-hazard design 
and retrofit are clearly feasible.  

Beyond the engineering aspects 
of the mitigation problem, there 
are many associated socioeco-
nomic issues that must enter into 
the decision-making process.  Con-
sequently, in collaboration with 
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 Figure 8.  MCEER/NEES/CSEE/CCR Collaborative Platform
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Professors Petak and Alesch, we 
focus on developing evolutionary 
formulations for decision support 
toward seismic risk reduction in 
critical care organizations.  Our 
present work is concentrated on 
the development of quantitative 
organizational models to approxi-
mate the overall behavior and 
to couple with the existing geo-

physical and structural models 
in the evolutionary decision sup-
port framework.  Although some 
research challenges remain, we 
believe that this new approach has 
considerable potential to provide 
guidance at the level of a single 
critical care facility and also for 
regional planning of critical care 
networks.
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Networks and Resilience in the World Trade 
Center Disaster

by Kathleen Tierney and Joseph Trainor

 Research Objectives

This paper focuses on one aspect of the organized response to the 9-11 
attacks: the multi-organizational network that emerged in New York City 
to carry out emergency response-related tasks. After a discussion of the 
methods used in this research, the paper focuses on the characteristics 
of that response network, including its size, composition, and emergent 
properties, as well as the various tasks that were undertaken during the 
post-disaster response period. The paper concludes with a discussion of 
the distinctive strengths of the network as a form of organization and the 
manner in which networks contribute to resilience in the post-disaster 
environment.

The September 11, 2001 attack on the World Trade Center was by 
any measure one of the most damaging and costly disasters in the 

nation’s history. The death toll resulting from the attack has now been 
finalized at 2,749 (New York Times, 2004). An estimated 790 survivors 
were treated in area hospitals within 48 hours of the attack; of that num-
ber, 139 were hospitalized, the majority due to smoke inhalation (Centers 
for Disease Control, 2002). This injury total does not include victims who 
sought assistance from other health care providers and facilities, nor does 
it include longer-term health impacts resulting from the attacks. The events 
of September 11 caused significant short-term psychological distress among 
New York City residents as well as the population outside the areas that 
were attacked (Galea et al., 2002; Silver et al., 2002; Delisi et al., 2003). 
Longer-term psychological impacts have yet to be determined.

The economic impacts of 9-11 continue to be assessed nearly three years 
after the attacks. In 2002, on the basis of eight different studies on short-
term economic impacts, the U. S. General Accounting office estimated that 
the attacks resulted in $83 billion in direct and indirect economic losses 
in the New York City area alone, $16 billion of which would likely not be 
compensated by insurance or other forms of assistance (General Accounting 
Office, 2002a). Recent reports indicate that 9-11 continues to have negative 
economic impacts on New York City in areas such as gross city product 
and jobs, and that the disaster is perhaps the single most important factor 
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Users of this research include emergency management agencies 
at the local, state, and federal level; other organizations charged 
with planning for and responding to disasters; and network analysts.  
By showing the complex  and diverse networks that emerge  and 
the wide range of tasks responders must address, this study on the 
World Trade Center provides a realistic perspective on planning and 
response requirements for large-scale community-wide disasters.

accounting for the city’s slow re-
covery from the last recession (Of-
fice of the Comptroller, 2003).

In the fifteen months following 
the September 11 attacks, the U.S. 
Small Business Administration ap-
proved more than $1 billion in 
economic injury disaster loans 
for businesses that experienced 
revenue losses that were related 
to the attacks (Small Business 
Administration, 2003). Assis-
tance provided by the Federal 
Emergency Management Agency 
(FEMA) to individuals and house-
holds in New York totaled more 
than $314 million as of 2002, 
covering services ranging from 
mortgage and rental assistance for 
displaced households to the provi-
sion of mental health counseling 
(Federal Emergency Management 
Agency, 2002). Post-September 
11 FEMA funding to public-sec-
tor entities has been estimated 
at $7.4 billion, which includes 
funding provided for transporta-
tion system reconstruction ($2.8 
billion), activities associated with 
debris removal and the provision 
of insurance for those working on 
the debris removal operation ($1.7 
billion), and other response and 
recovery-related programs (Gen-
eral Accounting Office, 2003).1 
A February 2004 report from the 
Insurance Information Institute 

indicates that insurers expect to 
pay out approximately $40.2 bil-
lion in World Trade Center losses, 
of which business interruption will 
constitute approximately 27 per-
cent.  About $19 billion in claims 
had been paid out as of October, 
2003 (Insurance Information 
Institute, 2004). With respect to 
other impacts of the attacks, the 
airline industry reported a record 
loss of $7.7 billion and an increase 
of $14.4 billion in long-term debt 
and other liabilities in 2001 (Air 
Transport Association, 2002).

There has been only one U.S. 
disaster that resulted in a greater 
loss of life: the 1900 Galveston 
Hurricane, which killed 6,000 
(see Noji, 1997 for a review of 
death tolls from 20th century 
disasters). Prior to 9-11, the most 
costly natural disasters, in terms 
of direct losses suffered, were the 
1994 Northridge earthquake (with 
an estimated $44 billion in direct 
losses), Hurricane Andrew ($30 
billion), and the 1993 Midwest 
floods ($19 billion). The largest 
insured losses were experienced 
in Hurricane Andrew—$15 bil-
lion—compared with more than 
$40 billion for the Trade Center 
disaster. (Estimates based on 
National Academy of Sciences, 
1999).
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The 9-11 attacks in New York 
triggered a massive response not 
only on the part of governmental 
agencies, but also on the part of 
the private sector, voluntary and 
non-governmental organizations, 
and the general public. Focusing 
on charitable giving alone, a 2002 
report by the General Accounting 
Office indicated that more than 
300 charities requested and re-
ceived donations for the victims 
of September 11 and that 34 large 
charities reported collecting ap-
proximately $2.4 billion in dona-
tions (General Accounting Office 
2002b). 

Particularly important for this 
discussion, the scale of the emer-
gency response to the attacks was 
commensurate with the size and 
severity of the event. September 
11 was a disaster that greatly 
exceeded the scope of prior 
disaster planning in New York 
City. Although the city had been 
involved in a range of activities 
aimed at enhancing prepared-
ness for natural disasters such as 
hurricanes, as well as planning 
for terrorist attacks, planners had 
never envisioned a crisis like the 
one the city faced on September 
11. The attacks occurred without 
warning, caused widespread death 
and injury, resulted in the collapse 
of two of the world’s largest build-
ings, killed hundreds of emergency 
workers, and caused the collapse 
of 7 World Trade Center, the build-
ing that housed the city’s emer-
gency operations center. The city 
thus had to cope with the loss of 
its main disaster response coordi-
nation facility at the height of the 
emergency. Planning had similarly 
never envisioned the need to re-
spond to an event whose impacts 
resembled those of a major disaster 

and necessitated a full-scale disas-
ter response, but that was also a 
crime scene, a national security 
emergency, and a potential envi-
ronmental disaster. 

Methods and Data 
Sources

This analysis is based on data that 
were collected from three sources. 
First, data were gathered through 
quick-response field work, which 
was carried out in the immediate 
aftermath of the Trade Center 
attack. Field workers from the 
University of Delaware Disaster 
Research Center (DRC) went to 
New York City three days after the 
WTC disaster and received permis-
sion to observe disaster response 
operations at the city’s reconsti-
tuted emergency operations center 
at Pier 92, at command posts near 
Ground Zero, and at other sites 
associated with the emergency 
response to the 9-11 attack. For 
two months following the attack, 
DRC staff remained in those set-
tings, recorded extensive field 
notes, spoke informally with indi-
viduals who were responsible for 
coordinating various phases of the 
emergency response, and attended 
meetings at which decisions were 
made regarding response and re-
covery strategies. In all, more than 
700 person-hours were spent in 
the field in direct observation of 
emergency activities.

Second, a variety of documentary 
materials containing information 
on emergency response activities 
were collected. These data sources 
included newspaper accounts that 
were collected systematically for 
six months following the terrorist 
attacks; situation reports generated 
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This research focuses on 
the analysis of emergent 
disaster response networks. It 
contributes to basic knowledge 
on the composition and 
characteristics of disaster 
response networks and on 
the ways in which networks 
contribute to community 
resilience following disaster 
impact. It also highlights the 
challenges associated with 
managing emergency response 
operations in large-scale 
disaster events.
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by responding agencies; and a va-
riety of other materials including 
maps, meeting rosters, statistical 
reports, after-action studies, re-
search reports, and book-length 
journalistic accounts.

Third, just over one year after 
the WTC disaster, in-depth, face-
to-face interviews were conducted 
with more than sixty individuals 
representing agencies and orga-
nizations that played a key role 
in emergency response activities. 
Interviewees were selected based 
on what had been learned from 
initial field work about the roles 
they had played in post-disaster 
decision making and response co-
ordination. The interviews sought 
information on such topics as 
initial perceptions and situation 
assessments immediately follow-
ing the attack, tasks undertaken 
by various organizations and how 
those tasks changed over time, the 
extent to which prior planning in-
fluenced organizational responses, 
how multiple organizations coor-
dinated their activities, and key 
lessons learned.

To date, both qualitative and 
quantitative techniques have 
been employed in the analysis of 
the WTC data. Qualitative analyses 
have focused on such topics as 
convergence following the WTC 
attack (Kendra and Wachtendorf, 
2003a); the creative element in 
crisis response operations (Ken-
dra and Wachtendorf, 2003b), 
organizational improvisation in 
response to complex disaster-
related demands (Wachtendorf, 
2004); the timely restoration of 
New York City’s emergency op-
erations center as an example of 
organizational resilience (Kendra 
and Wachtendorf, 2003c); and 

organizational adaptation under 
conditions where prior planning 
did not exist (Kendra, Wachten-
dorf, and Quarantelli, 2003). What 
these qualitative analyses have in 
common is their emphasis on the 
large-scale mobilization and col-
lective sensemaking activities that 
accompanied the response to the 
9-11 attacks—processes that are 
characteristic of major disasters. 
During such events, responding 
organizations must address un-
expected and unplanned-for chal-
lenges, often under very severe 
time constraints, and they do so 
through their ability to incorporate 
new members; identify and utilize 
new resources; develop new or-
ganizational forms; compensate 
for lost personnel, facilities, and 
other resources; find alternative 
ways of accomplishing their aims 
if plans cannot be implemented 
and discard methods that do not 
work; and in general develop new 
action strategies under uncertain 
and urgent conditions.

Quantitative analyses, which are 
not yet complete, center on math-
ematically modeling the response 
network that emerged following 
the 9-11 attack. These analyses 
are based on coded data drawn 
from all three sources described 
above. Although all of the data 
have not been coded, and network 
modeling has just begun as of this 
writing, it is possible to draw 
some preliminary conclusions 
from currently available data and 
model outputs. The sections that 
follow highlight key features of 
the multi-organizational network 
that emerged in response to the 
9-11 attack and discuss how such 
networks enhance resilience in the 
immediate aftermath of disasters.
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Preliminary Findings: 
Characteristics of 
the WTC Emergency 
Response Network

It will never be possible to deter-
mine definitively how many orga-
nizations, groups, and individuals 
participated in the community 
response to the WTC disaster. It 
is clear, however, that in the hours, 
days, weeks, and months following 
the attack, emergency response, re-
lief, and supportive activities were 
carried out by literally thousands of 
organized entities and many tens 
of thousands of individuals. This 
discussion centers on one subset 
of that response and relief activity: 
organizations that were directly 
involved in emergency response 
activities on September 11 and in 
the twelve-day period following 
the attack and whose participation 
in response activities was docu-
mented through 
DRC’s data collec-
tion methods. The 
twelve-day period 
was focused on 
for purposes of 
this study because 
that time period 
encompassed the 
most intense phase 
of the emergency 
response. After 
that period, activi-
ties began to shift 
from emergency 
operations to post-
disaster recovery. 
One indicator of 
this transition was 
the city’s carefully-
managed move-
ment away from 
actively searching 

for victims at Ground Zero and 
toward demolition and debris 
removal at the site. The data that 
have been analyzed to date pro-
vide considerable insight into the 
characteristics of the WTC crisis 
response network. Chief among 
those characteristics are size, 
diversity, decentralization, and 
emergence.

Network Size and Diversity 

The most obvious characteristic 
of the WTC crisis response net-
work is its sheer size. Even though 
not all data have been coded and 
analyzed, it is clear that WTC was a 
disaster event that triggered organi-
zational mobilization on a massive 
scale. Figure 1 shows preliminary 
output from a network analysis2 
that was performed on coded data 
derived primarily from documen-
tary materials describing organiza-
tional activities and interactions 

 Figure 1.  Structure of the World Trade Center Emergency Response Network



162 Emergency Response and Recovery Networks and Resilience in the World Trade Center Disaster 163

over the twelve-day emergency 
period.3 This network includes 
529 organizations and approxi-
mately 4,600 interorganizational 
interactions.4  The size and scale 
of the response were related to 
the severity and complexity of the 
demands associated with the 9-11 
crisis, the population size and rich 
organizational ecology of the New 
York City region, and the strong 
altruistic emotions the events of 
9-11 engendered. Although the 
impact of the attacks was devas-
tating in the Ground Zero Area, 
millions of people and hundreds 
of thousands of organizations in 
the impact region were largely 
unaffected and thus available to 
provide assistance. The attacks 
coincided with early morning 
news broadcasts and dominated 
news coverage throughout the 
entire country, resulting in rapid 
dissemination of information on 

the Trade Center disaster. All of 
these factors contributed to the 
massive convergence of aid and 
volunteers into New York City.

The network that developed to 
respond to the WTC attack was 
extremely diverse with respect 
to the tasks in which responders 
engaged, as well as the types of 
organizational entities that were 
involved. As shown in Table 1, 
DRC’s analyses identified forty-two 
separate task areas around which 
emergency response activities 
were organized during the initial 
twelve-day period. Those tasks 
ranged from core emergency 
management functions such as fire-
fighting, damage assessment, emer-
gency coordination, and building 
inspection to less obvious support 
activities, such as the provision of 
legal services in the response con-
text. The network included enti-
ties specializing in particular tasks 

 Table 1. World Trade Center Disaster Response Activities

Building Inspection / Repair Financial Assistance Remains Recovery

Business Recovery Fire Suppression Responder Support Services

Cable Restoration Food Provision Response to New Threats

Counseling Gas Restoration Search and Rescue

Credentialing Housing / Shelter Provision Site and Facility Security

Forensic Investigation Transportation Infrastructure 
Restoration

Site Stabilization

Damage and Situation Assessment Injury Treatment Space Provision

Debris Management Law Enforcement Support to Victims and 
Victims’ Families

Debris Removal Legal Issues Technical Support Services

Donations Logistics Telecommunications 
Restoration

Electricity Restoration Mapping Victim Transport

Emergency Coordination Occupational Safety Volunteer Coordination

Environmental quality Public Information / Relations Water Restoration

Evacuation Remains Identification Wireless Telecommunications 
Restoration / Provisions
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(e.g., search and rescue) as well 
as more “generalist” organizations, 
such as the Mayor’s Office of Emer-
gency Management. It consisted 
of many types of organizations: 
designated emergency response 
organizations such as fire, police, 
and emergency management agen-
cies and the Red Cross; other local 
government agencies, such as the 
Department of Information Tech-
nology and Telecommunications 
and the Department of Design 
and Construction; a broad range 
of state and federal agencies; and 
numerous other organizations, 
including universities, health care 
organizations, technology firms, 
food service providers, contractors 
and construction companies, and 
organizations and groups provid-
ing crisis counseling to victims and 
first responders. 

Decentralization

Although the management of 
crises is often described in “com-
mand-and-control” 
terms, suggesting 
that decision mak-
ing and direction 
of response op-
erations should be 
vested in a single in-
dividual or group of 
individuals who are 
“in charge” of the 
overall response, 
analyses of network 
relationships in the 
WTC disaster paint 
a very different 
picture. Referring 
again to Figure 1, 
the WTC  response 
network is not 
highly centralized. 
As shown in Figure 

2, even the task of coordinating 
key emergency operations was 
handled in a relatively decentral-
ized manner, with the Office of 
Emergency Management, the De-
partment of Design and Construc-
tion, and the Fire Department of 
New York serving as key nodes for 
overall emergency coordination, 
site management, stabilization, 
and debris removal at Ground 
Zero, and firefighting and search 
and rescue, respectively.

This decentralized pattern is 
common in post-disaster responses 
in the U.S. Disaster response op-
erations are typically decentral-
ized, rather than hierarchically 
organized, for several reasons. 
First, many disaster-related tasks, 
such as firefighting, building in-
spection, and emergency medical 
care, require specialized resourc-
es, facilitating the formation of 
semi-autonomous task-oriented 
subnetworks. Second, for many 
organizations involved in emer-
gency operations, relationships 

 Figure 2.  Emergency Coordination Subnetwork
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with other responding entities 
involve coordination, rather than 
direct control over people and 
resources. Third, in the U.S. in-
tergovernmental system, with its 
principle of “shared governance,” 
different levels of government 
have different disaster-related 
authorities and responsibilities. 
Under the Federal Response Plan, 
for example, federal government 
agencies provide resources when 
they are tasked to do so, but they 
do not take control of the overall 
response.5 Instead, local, state, and 
federal agency officials typically en-
gage in collaborative decision-mak-
ing. At the same time, both plans 
and day-to-day practice encourage 
more interaction within govern-
mental levels than among them. 
As a consequence, while policy 
makers and high-level managers 
set general goals and objectives 
for response operations, those 
goals and objectives are pursued 
through decentralized decision 
making and collective action. 
Drabek (2003: 99) describes the 
process this way:

Once network priorities are 
established…functional groups 
must proceed in a highly decen-
tralized manner in relationship to 
the network…There is both de-
centralization of decision making 
at the tactical level and centraliza-
tion at the strategic level for each 
subsystem within each sector of 
the overall network. 

More generally, as will be dis-
cussed in more detail below, 
decentralized networks develop 
in response to the disaster envi-
ronment itself. That environment, 
which is turbulent, ambiguous, 
and highly demanding, requires 
organizations to incorporate new 
information, organizations, and 

resources and alter their response 
repertoires on a rapid basis. Cen-
tralized decision-making structures 
are too cumbersome to function 
effectively in a crisis milieu.

Emergence

Under everyday conditions, indi-
vidual, group, and organizational 
behavior is consistent with existing 
cultural norms and organizational 
and societal rules and procedures; 
in other words, such institutional-
ized features of social life gener-
ally provide adequate guidance 
for organized action. However, 
under stressful and uncertain 
circumstances such as those that 
accompany major disasters, the ac-
tivities of individuals, groups, and 
organizations begin increasingly to 
be characterized by emergence, 
rather than institutional routines. 
The concept of emergence refers 
to social relationships and activi-
ties that are new, novel, and non-
institutionalized—in other words, 
different from routine or expected 
relationships and activities (Marx 
and McAdam, 1994). Disasters 
are occasions that stimulate the 
development of various forms of 
collective behavior, or behavior 
directed by emergent norms, as 
opposed to institutionalized ones. 
They also set the stage for the for-
mation of emergent groups, or 
groupings that have no pre-disaster 
existence but that come together 
in order to address needs that their 
members consider vital. The larger 
the disaster event, the greater the 
tendency toward emergent activi-
ties and social relationships (for 
additional discussions, see Brouil-
lette and Quarantelli, 1971; Stall-
ings and Quarantelli, 1985).
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At the group, organizational, and 
interorganizational levels, disasters 
are invariably accompanied by the 
rapid development of emergent 
multi-organizational networks 
(EMONS) (Drabek, 1985; 2003). 
Emergence occurs along several di-
mensions within these networks. 
With respect to network actors, 
or the nodes comprising the 
network, while the involvement 
of some actors is expected (e.g., 
specified in prior plans), many 
other actors, including emergent 
groups, become involved on an 
as-needed, unplanned basis. Simi-
larly, many of the links or relation-
ships that develop among actors in 
the network are non-routine and 
unplanned. The activities in which 
network actors engage may also be 
emergent—that is, different from 
their routine activities, and even 
different from those specified in 
disaster plans. Additionally, al-
though EMONS generally stabilize 
over time, they are very dynamic, 
with actors entering and leaving 
the network and new relationships 
forming on a continuous basis 
(see, for example, Harrald, Cohn, 
and Wallace, 1992). It is thus very 
common in disasters for network 
actors to be unfamiliar with one 
another’s roles and capabilities and 
uncertain about the nature of their 
relationships with one another, es-
pecially during the initial phases 
of the response. The numerous 
planning and strategy meetings 
that take place during disasters 
are needed in order to facilitate the 
negotiations that must take place 
among network actors as they 
attempt to manage emergence. 
Although such negotiations are 
often very time consuming, they 
are absolutely necessary since, 
as will be discussed in more de-

tail below, emergence is a major 
source of resilience within disaster 
response networks.

The WTC EMON possessed the 
same emergent properties as other 
networks that develop in response 
to disasters, encompassing numer-
ous new network actors, interor-
ganizational relationships, and 
activities. The sheer size of the 
EMON, which vastly exceeded 
the scope of prior planning, is 
one indicator of the degree of 
emergence that characterized the 
response. Another is the extent to 
which numerous organizational 
actors participated voluntarily, 
rather than as a result of prior 
agreements.

Focusing on only one component 
of the response, the subnetwork 
that managed the debris removal 
and remains recovery operation at 
Ground Zero and the Staten Island 
Fresh Kills landfill site was almost 
entirely emergent, involving new 
network actors and new activities. 
While debris removal is necessary 
in all disasters, the WTC debris re-
moval task was distinctive in many 
ways, necessitating very complex 
site stabilization operations, the 
sorting and hauling of enormous 
volumes of debris, and complex 
sifting and sorting operations ca-
pable of supporting both remains 
identification and retrieval and a fo-
rensic investigation. Responding to 
the demands associated with these 
activities, the subnetwork that 
carried them out developed and 
evolved “on the fly” as the disaster 
response progressed. New York 
City’s Department of Design and 
Construction (DDC) acted rapidly 
on the day of the attacks to define 
for itself a key role in the manage-
ment of site stabilization and debris 
removal at Ground Zero—a role for 

“Planning had 
similarly never 
envisioned the 
need to respond 
to an event 
whose impacts 
resembled those 
of a major 
disaster and 
necessitated 
a full-scale 
disaster 
response, but 
that was also 
a crime scene, 
a national 
security 
emergency, and 
a potential 
environmental 
disaster.”
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which the agency had no pre-disas-
ter authority (Langewiesche, 2002; 
for more detailed discussions on 
the emergent and improvisational 
qualities of this phase of the emer-
gency response, see Wachtendorf, 
2004). 

This same emergent qual-
ity characterized other response 
subnetworks. For example, as 
has been documented by Huyck 
and Adams in their MCEER report 
(2002), a range of remote sensing 
technologies were employed by or-
ganizations in the aftermath of the 
9-11 attacks on an almost entirely 
emergent basis. Similarly, with 
respect to mapping for damage 
assessment and other purposes, 
while plans had been under way 
to coordinate mapping activities 
in the city prior to 9-11, and while 
some formal data-sharing arrange-
ments did exist among agencies, 
maps and other GIS products were 
developed at the reconstituted 
emergency operations center at 
Pier 92 by an emergent subnet-
work that included city agencies, 
GIS vendors, and groups from local 
universities (Thomas et al., 2003). 
Other key emergency response 
activities, such as the inspection 
of Lower Manhattan structures 
that were damaged by the 9-11 
attacks, were also carried out by 
newly-formed subnetworks. In this 
case, volunteer engineers worked 
with city building officials to in-
spect damaged structures, using 
the ATC-20 rapid post-earthquake 
damage screening protocol (for 
other discussions, see Tierney, 
2003). In similar ways, network 
actors engaged in other response-
related tasks actively reached out 
to partner with organizations and 
groups they thought possessed 
needed resources and expertise, 

even when mechanisms to for-
malize their participation were 
not in place.

Emergent Multi-
Organizational 
Networks and 
Resilience

Part of MCEER’s mission con-
sists of conducting fundamental 
research that can shed light on 
the conditions that enhance or-
ganizational and community resil-
ience following earthquakes and 
other disasters. This analysis of 
the WTC crisis response suggests 
ways in which EMONS contribute 
to resilience. More specifically, 
interpreted in light of sociological 
research on networks, this analysis 
highlights the characteristics and 
strengths of emergent networks 
as a form of organization that is 
distinct from other types of orga-
nizational arrangements, such as 
bureaucracies, markets, and hier-
archies. The network as a form of 
organization can be defined as a set 
of entities that “pursue repeated, 
enduring exchange relations with 
one another and, at the same time, 
lack a legitimate organizational 
authority to arbitrate and resolve 
disputes that may arise during the 
exchange” (Podolny and Page, 
1998).6 Response networks like 
the one that developed in the af-
termath of 9-11 have many features 
in common and thus many of the 
advantages of the “ideal type” net-
work form. One such advantage is 
enhanced organizational learning 
(Podolny and Page, 1998; Carley, 
1999). Another is the transfer 
of legitimacy from higher-status 
actors to other actors in the net-
work, enabling the latter to more 



166 Emergency Response and Recovery Networks and Resilience in the World Trade Center Disaster 167

readily gain support for their ac-
tivities (Podolny and Page, 1998). 
Emergent networks enhance 
resilience because they raise the 
probability that needed informa-
tion and resources will become 
available through network ties 
and because they empower even 
network newcomers within the 
context of the overall response. 
Networks are also thought to 
foster the development and diffu-
sion of innovations (Powell et al., 
1996)—a key requirement in the 
crisis environment.

Networks are better-suited than 
other organizational forms to de-
tect and respond in appropriate 
ways to the challenges posed by 
excessive demands and environ-
mental turbulence, because of 
their capacity to gather informa-
tion and identify and mobilize 
resources. This responsiveness 
stems in part from their ability to 
capitalize on diverse information 
sources and resource pools. In 
their analysis of the response of 
financial services organizations 
following the Trade Center di-
saster, for example, Beunza and 
Stark (2003) point to the need for 
both replicative and generative 
redundancy in crisis response 
operations. While replicative re-
dundancy refers to the ability to 
reassemble or reproduce what 
has been lost in a disaster—for 
example, by having back-up sys-
tems and alternative operational 
sites or, as happened in the 9-11 
disaster, by literally reconstituting 
a key site—generative redundancy 
consists of the ability to access 
new information, resources, and 
perspectives. This form of redun-
dancy is enhanced through diverse 
network ties, because (Beunza and 
Stark, 2003: 153)

[i]n situations of radical un-
certainty, diversity of ties and 
diversity of means increase the 
likelihood that interaction will 
yield unpredictable solutions 
through ‘creative abrasions’ and 
‘generative friction.’

In their view, a key strength of 
networks is that they give rise to 
the kind of “laterally distributed 
intelligence” organizations require 
in unfamiliar and rapidly changing 
environments. Along these same 
lines, networks are capable of 
transmitting information and re-
sponding more rapidly than more 
highly-structured organizational 
forms. For network organizations 
(in this case, strategic interorgani-
zational alliances) in competitive 
market situations, for example, it 
has been argued that (Knoke and 
Guilarte, 1994)

[a]lthough interfirm alliances 
may actually increase transac-
tion costs above those of markets 
and bureaucracies, they offer 
superior benefits such as swifter 
response to shifting market con-
ditions, better access to technical 
know-how and economic infor-
mation, greater trustworthiness 
among partners, and reduced 
uncertainty.

While network organizations 
may or may not have all these ad-
vantages under all circumstances 
(see, for example, La Porte, 1996, 
on public organizational networks 
and the issue of trust), owing to 
their structural features, they are 
inherently more capable of rapid 
adaptation than highly formalized 
and hierarchical organizations. 

Similarly, Comfort (1999) con-
cludes in her multi-national study 
on system responses to earthquake 
disasters that the most effec-
tive system responses are those 
that are “auto-adaptive” or “self 

“Emergent 
networks 
enhance 
resilience 
because they 
raise the 
probability 
that needed 
information and 
resources will 
become available 
through network 
ties and because 
they empower 
even network 
newcomers 
within the 
context of 
the overall 
response.”
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organizing”—that is, (1999: 73) 
“high on technical structure, high 
on organizational flexibility and 
high on cultural openness to new 
information and new methods of 
action.” EMONS are a key source 
of this openness and creativity. 
Networks form the locus for the 
collective sensemaking (Weick, 
1995) and organizational learning 
that must take place under condi-
tions of ambiguity and uncertainty. 
To make sense of crisis situations 
as they unfold, responding or-
ganizations need rapid access to 
information, which is rendered 
more likely when organizational 
boundaries are permeable, barri-
ers to information flow are weak-
ened, and many and diverse actors 
communicate and coordinate with 
one another. EMONS facilitate this 
process. To deal with emerging 
problems as they are identified, 
responders also require the ability 
to act without having to adhere to 
pre-established institutionalized 
constraints, and EMONs provide 
this flexibility.

Conclusions
As the preceding discussions 

indicate, EMONS and the network 
form of organization contribute 
to organizational and community 
resilience in a variety of ways. 
Focusing first on the redundancy 
dimension, they help increase re-
dundancies with respect to person-
nel, facilities and other resources, 
compensating for resources that 
are lost in disasters (replicative re-
dundancy). At the same time, they 
provide the infrastructure for infor-
mation transfer and the diffusion 
of novel problem-solving strategies 
(generative redundancy). Relat-
edly, they are capable of mobiliz-

ing resources of all kinds, which 
contributes to the resourcefulness 
dimension of resilience. Because 
of their diversity, decentralization, 
and relative lack of formal restric-
tions on network actors, they are 
also able to respond rapidly to 
disaster-generated demands. The 
advantages of networks over hier-
archies can be seen by comparing 
the response to the 9-11 attacks 
and other large disasters in the 
U.S. with the manner in which 
such events are handled in other 
political systems that are more 
highly centralized and less able to 
accommodate emergence, such 
as the Japanese system. The slow 
and initially ineffective response 
to the 1995 Kobe earthquake can 
be attributed not only to the size 
and severity of that disaster but 
also to the relative inflexibility of 
the emergency response system, 
in terms of its ability to allow for 
emergence and enact structural ad-
aptations that could have enabled 
the system to perform critical 
emergency tasks more rapidly and 
effectively (Comfort, 1999).

Just as it is possible to compare 
crisis response systems across 
societies, it is also possible to as-
sess how well EMONs have been 
managed in different U. S. disasters 
(see, for example, Drabek, 2003) 
and, in the pre-event context, how 
well prepared communities are to 
manage emergence. Indicators of 
such capability could include the 
diversity of organizations and 
community sectors included in 
pre-crisis planning; strategies that 
may exist to incorporate volun-
teers and emergent groups into 
the response, including plans for 
providing space in emergency op-
erations centers for such groups; 
information-sharing protocols 



168 Emergency Response and Recovery Networks and Resilience in the World Trade Center Disaster 169

that allow for the expansion of 
communications networks on an 
as-needed basis; and mechanisms 
for establishing interorganizational 
linkages and enabling new network 
actors to join response networks 
rapidly in the event of a disaster 
(e.g., mutual aid agreements, 
special contracting provisions, 
plans for suspending regulations 

and legal requirements that could 
slow down response operations). 
All disasters are accompanied by 
emergence at the network level, 
but some communities are likely 
much more able than others to 
capitalize on emergence, and 
hence are more resilient in the 
face of disasters. 
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Endnotes

1 These funds were expended not only in New York City but also in the greater 
metropolitan area. An additional $2.4 billion for transportation reconstruction 
and recovery is being provided through an interagency agreement with the U.S. 
Department of Transportation. A total of $3.5 billion is also being provided by the 
Department of Housing and Urban Development for assistance to businesses and 
individuals and for other recovery-related projects. 

2 UCINET and Pajek were used to analyze and visualize the network. 

3 It should be noted that, because it is based only on a subset—albeit a large one—
of the data that were collected, this network model understates the number of 
organizations involved. Additionally, because more documentary data were available 
in these data sources on federal agencies than on local groups and agencies, this 
particular model tends to under-emphasize the participation of those entities.

4 The different colors denoting network relationships correspond to different tasks 
around which activities were organized.

5 The FRP itself provides a framework for response decentralization. The plan 
structures agency activities around twelve different “emergency support functions” 
(ESFs) which, while under the general umbrella of FEMA, operate in a more or 
less autonomous fashion during disasters.

6 This is not to say that network relationships retain this form over time, or that 
all participants lack such arrangements, only that network organizations are not 
as constrained by contracts or other formal agreements than other types of 
organizations.
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 Research Objectives

The objectives of this research are to develop techniques for post-earth-
quake urban damage detection, based on the comparative analysis of remote 
sensing images acquired before and after the event, and to develop the 
technological infrastructure for integrating these techniques into field-based 
reconnaissance activities. 

Remote sensing technology is increasingly recognized as a valuable 
post-earthquake damage assessment tool. Recent studies performed 

by research teams in the U.S., Japan and Europe have demonstrated that 
building damage sustained in urban environments can be readily identified 
through the analysis of optical (Matsuoka and Yamazaki, 1998; Chiroiu et al., 
2002; Huyck et al., 2002; Mitomi et al., 2002; Yusuf et al., 2002; Shinozuka 
et al., 2000; Saito and Spence, 2004) and synthetic aperature radar (SAR) 
(Aoki et al., 1998, Huyck et al., 2002; Yusuf et al., 2002) imagery.

Under the broad aim of identifying ways in which post-earthquake re-
sponse and recovery activities can be improved through the integration 
of remote sensing technologies, a Multidisciplinary Center for Earthquake 
Engineering Research (MCEER) team has been investigating their use for 
urban damage detection and emergency response (Eguchi et al., 1999; 
Eguchi et al., 2000a, 2000b; Eguchi et al., 2003; Huyck and Adams, 2002; 
Huyck et al., 2002). Research to date has focused on various aspects of 
damage detection, including the development of post-earthquake damage 
detection algorithms that use optical and SAR data to locate building col-
lapse, and a mapping system to display and disseminate earthquake-related 
multimodal geospatial data. 

This paper describes an extension of the methodology previously devel-
oped for the 1999 Marmara (Turkey) earthquake (see Eguchi et al., 2003), to 
detect building damage caused by the 2003 Boumerdes (Algeria) and Bam 
(Algeria) earthquakes (see also Adams et al., 2003a, 2003b, 2004). For the 
Marmara event, change detection algorithms were based on moderate reso-
lution SPOT4 optical and ERS SAR coverage. Following the recent launch 
of Quickbird and IKONOS commercial satellite systems, a new generation 
of very high-resolution imagery has become available. The Boumerdes 
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and Bam earthquakes mark the 
first two occasions for which this 
imagery was collected before and 
soon after the event. However, the 
increase in spatial resolution from 
10 meter to sub-meter accuracy 
calls for a number of methodologi-
cal refinements. Initially, a ‘Tiered 
Reconnaissance System’ (TRS) is 
conceptualized, which extends 
the scope of information collected 
to include damage visualization for 
individual structures. Following 
details of a methodological refine-
ment at the pre-processing stage, 
implementation of the revised 
methodology is described for the 
Boumerdes and Bam events. The 
paper goes on to provide details 
of its subsequent deployment as 
a post-earthquake reconnaissance 
tool within the VIEWS (Visualizing 
Impacts of Earthquake With Satel-
lites) system, before concluding 
with a brief discussion of future 
research directions.

Technical Summary
In the aftermath of extreme 

earthquakes such as the 2003 
Boumerdes and Bam events, re-
mote sensing imagery provides a 
detailed overview of damage sus-
tained. The location and severity 
of building collapse can be rapidly 
determined, facilitating the scaling 

and prioritization of relief efforts, 
and potentially the extended 
monitoring of the recovery opera-
tions.

As shown in Figure 1, this 
reconnaissance process may 
be conceptualized as a ‘Tiered 
Reconnaissance System’ (TRS). 
First, automated change detec-
tion algorithms offer a ‘quick-look’ 
city-wide damage assessment. 
These algorithms compare im-
ages acquired before and after the 
earthquake occurred, according to 
the methodological approach in 
Figure 2. Initial pre-processing in-
volves registering the input images 
and georeferencing them within a 
common coordinate system. For 
very high-resolution imagery, an 
additional image processing step 
involves edge detection and tex-
ture analysis (further details are 
given in the following section). 
The theory is that building collapse 
produces a distinct textural signa-
ture compared with non-damaged 
structures, characterized by dense 
and irregular edges. This approach 
was not viable for SPOT4 coverage 
of the 1999 Marmara earthquake, 
since the textural characteristics 
of individual structures are indis-
cernible at 10m resolution. Dam-
age is then computed in terms of 
‘changes’ between the pre-pro-
cessed scenes, measured using a 
simple arithmetic operator, such 

���������
���������

���������
���������

2001-2003:
Eguchi et al., 
http://mceer.buffalo.edu/
publications/resaccom/0103/
09eguchi.pdf

2000- 2001:
O’Rourke et al., 
http://mceer.buffalo.edu/
publications/resaccom/0001/
rpa_pdfs/14orourkegis-4.pdf

1999-2000:
Eguchi et al., 
http://mceer.buffalo.edu/
publications/resaccom/9900/
Chapter7.pdf

1997-1999:
Eguchi et al.,
http://mceer.buffalo.edu/
publications/resaccom/9799/
Ch1eguch.pdf

Results from this research will bring significant benefits to emer-
gency response personnel in the aftermath of extreme earthquake 
events. Damage detection techniques will furnish first responders, 
government officials, international aid agencies and reconnaissance 
teams with a quick look regional damage assessment and detailed 
visualization of damage sustained on a per building basis. These tools 
will enable the prioritization and coordination of relief efforts and 
site visits.
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as difference or correlation. Similar 
change detection algorithms have 
successfully been used to evalu-
ate damage in cities affected by 
the 1999 Turkey (Eguchi et al., 
2000a, 2000b, 2002, 2003), 1993 
Hokkaido, 1995 Kobe (Matsuoka 
and Yamazaki, 2002), and 2001 
Gujurat earthquakes (Matsuoka 
and Yamazaki, 2002, 2003). 
Lastly, detected building damage 
is displayed using a damage assess-
ment map. 

This quick-look assess-
ment provides the focus for 
more detailed inspection 
of building damage, using 
visualization techniques. 
Given the fine detail de-
picted on very high-resolu-
tion imagery, it is possible 
to interpret the condition 
of individual structures by 
comparing enlarged repre-
sentations from the ‘before’ 
and ‘after’ datasets. This 
comparative visual analysis 
is straightforward when 
the co-registered ‘before’ 
and ‘after’ images can be 
displayed side by side.

Finally, having performed the ini-
tial reconnaissance of damage loca-
tion and severity, remote sensing 
imagery may have a longer-term 
role to play in monitoring clean-
up operations. When possible, the 
acquisition of extended temporal 
coverage enables progress with de-
bris clearance and reconstruction 
to be tracked. 

 Figure 1.  Schematic representation of the post-earthquake Tiered Reconnaissance System (TRS), which uses satellite imagery to 
determine the location, extent and severity of building damage. Output from the TRS guides the scale and prioritization of site visits 
and relief efforts. 

Earthquake

1. Automated change detection
algorithms provide ‘quick look’
regional damage assessment

2. Visual inspection
determines the damage

state of individual buildings

3. Results enable the prioritization
and coordination of site visits and
relief efforts, and may support the
monitoring of recovery operations

‘Before’ image

‘After’ image

Building
damage

 Figure 2.  Building damage detection methodology. 

(1) Remote sensing data
Digital imagery of study site, acquired before and after the earthquake

(4a) Damage detection algorithms
Locate urban building damage using
damage assessment maps. Visualize

damage severity.

(4b) Ground truth data
Validate damage maps using

observed damage states

(3) Change detection
Identify changes between before and after images using
arithmetic operators, such as difference and correlation.

(2) Pre-processing and Image Processing
Georeference and co-register images. For high resolution
optical, perform edge enhancement and texture analysis
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Urban Damage 
Detection Following 
the 2003 Boumerdes 
and Bam Earthquakes

The TRS approach to urban dam-
age detection was implemented 
following the Boumerdes and Bam 
earthquakes. 

Boumerdes, Algeria 
Earthquake

At 17:44 local time on May 21, 
2003, a magnitude 6.8 earthquake 
struck Northern Algeria (USGS, 

2003). Centered on the Boumerdes 
province (Figure 3a) some 50 km 
east of Algiers, the worst-affected 
urban areas included the cities of 
Boumerdes, Zemmouri, Thenia, 
Belouizdad, Rouiba and Reghaia, 
together with eastern areas of the 
capital. Deaths totaled 2,266, with 
a further 10,261 injuries (OCHA, 
2003). Structural damage within ur-
ban areas was severe. From Figure 
3b through Figure 3d, entire apart-
ment blocks were reduced to piles 
of rubble. Civil structures, such as 
the police headquarters, were also 
damaged beyond repair. 

Figure 4 shows the high-
resolution Quickbird satellite 

Photographs courtesy of (b) AP Photo/Claude Paris; (c) Omar Khemici and EERI; and (d) Reuters/Larbi.

 Figure 3.  The May 21 2003 Boumerdes (Algeria) earthquake. Location of the earthquake epicenter; and building damage recorded 
in Boumerdes. 

(a) Earthquake Epicenter

(b) Collapsed Apartment         (c) Collapsed Apartment (d) Police HQ
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coverage acquired before and 
after the Boumerdes earthquake 
(courtesy of DigitalGlobe, 
www.digitalglobe.com), pur-
chased by the Earthquake Engi-
neering Research Institute (EERI) 
as part of their Learning from 
Earthquakes Program. These ‘pan-
sharpened’ images are a fusion of 
multispectral and panchromatic 
bands. The dataset includes a time 
series of imagery. The scene from 
April 22, 2002 serves as a baseline 
case, depicting the city as it used 
to appear before the earthquake 
struck. The second image is dated 
May 23, 2003 – just 2 days after the 
event. Third in the sequence, the 
coverage of June 18, 2003 records 
progress made with recovery ef-
forts during the following month. 

Constituting the initial TRS 
phase, Figure 5a shows the spa-
tial distribution of severely dam-
aged and collapsed buildings in 
Boumerdes, which were identified 
on the panchromatic Quickbird 
coverage, using the change detec-
tion methodology (see Figure 2). 
The scenes acquired before (4/22/
02) and soon after the earthquake 
(5/23/03) were analyzed using 
the image processing software 
ENVI. In line with the high spatial 

resolution of 60 cm, an additional 
texture-based pre-processing step 
was introduced to the change 
detection methodology. A 9x9 
pixel Laplacian edge detection 
filter was initially applied to each 
co-registered scene, followed by a 
25x25 dissimilarity texture mea-
sure. The resulting images were 
differenced on a per-pixel basis 
and the mean standard deviation 
about the image mean computed. 
An average standard deviation was 
then plotted within a 200x200 cell 
window. Mapping these block 
statistics in intervals of 1 standard 
deviation, highlights areas of po-
tential building collapse, where 
textural change is consistently 
high. It remains for this city-wide 
damage map to be formally verified 
against ground based observations. 
This future work will draw on the 
building damage interpretation 
performed by Chiba University, 
Japan (see Yamazaki et al., 2003), 
as shown in Figure 5b. 

In the meantime, a broad scale 
comparison can be drawn between 
observations and the damage map. 
Areas depicted in red and yellow 
in Figure 5a generally correspond 
with extreme textural changes 
accompanying building collapse. 
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Fumio Yamazaki, Professor, 
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Images courtesy of DigitalGlobe, www.digitalglobe.com 

 Figure 4.  Quickbird satellite imagery of Boumerdes, acquired before and after the May 23, 2003 earthquake. 
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Concentrated damage in the south-
west of the city aligns with zones 3 
and 9 in the Chiba results (Figure 
5b), where >5% of buildings col-
lapsed. Extreme change within 
the coastal waters is probably at-
tributable to textural variations in 
sea surface conditions. 

Moving on to the second TRS 
phase, Figure 6 offers a detailed 
representation of neighborhoods 
sustaining severe building damage. 
From visual inspection of the ‘be-
fore’ and ‘after’ scenes, significant 
structural and geometric irregu-
larities are apparent. Collapsed 
apartment blocks are readily distin-
guished by the bright yet chaotic 
appearance of debris. Where build-
ings have pancaked or toppled 
sideways, changes in shape and 
position are also evident. In the 
case of Boumerdes, a temporal 
sequence of ‘after’ images was 
available. In terms of monitoring 
progress with recovery operations, 

Figure 7 shows the full temporal 
sequence for an area of apartment 
blocks in western Boumerdes. The 
first image illustrates the buildings 
prior to the earthquake. The sec-
ond shows their collapsed state, 
surrounded by debris. The third 
scene tracks recovery efforts, in-
dicating that the site has largely 
been cleared.

Bam, Iran Earthquake

At 05:26 on December 26 2003, 
a magnitude 6.6 (USGS, 2004) 
earthquake struck the historic 
city of Bam, in the Iranian prov-
ince of Kerman (Figure 8a). The 
earthquake was centered approxi-
mately 10 km to the south-west of 
Bam. Damage was concentrated 
in a 16 km radius around the city, 
which is famed for its 2,500 year 
old citadel Arge-Bam. In terms of 
human cost, the Bam earthquake 
ranks as the worst recorded disas-

courtesy of F. Yamazaki

 Figure 5. (a) Quickbird damage map for Boumerdes. High average block standard deviation from the image mean corresponds with 
extreme textural changes caused by building collapse. (b) Distribution of building collapse in Boumerdes 

0% 0-5% >5%< 1 stdev 1-2 stdev > 2 stdev

Increasing textural change due to building collapse

Percentage building collapseTextural change between before and after images

Increasing concentration of building collapse

(a) (b)
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 Figure 7.  Time sequence of Quickbird images, showing apartments in western Boumerdes (1) prior to 
and (2) soon after the earthquake. Scene (3) acquired on 6/18/03, shows progress made with clean-up 
operations

 Figure 6. Visualization of building collapse in Boumerdes. The selected neighborhoods 
were identified as regions of extreme textural change in the damage map (Figure 5a)
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ter in Iranian history. According to 
recent reports, the death toll has 
reached 26,200 (IFRC, 2004) with 
a further 75, 600 left homeless. Ini-
tial reports from aid organizations 
in Bam estimated that between 70-
95% of buildings were destroyed. 
Figure 8b through Figure 8d illus-
trate the nature and extent of dam-
age: annihilation across entire city 
blocks; the historic city center and 
fortress in ruins; the main hospi-
tals effectively destroyed, together 
with health homes, rural and urban 
health centers; 131 schools and 3 
universities severely damaged.

Figure 9 shows the extent of 
Quickbird satellite coverage of 
Bam (courtesy of DigitalGlobe, 
www.digitalglobe.com), acquired 
by the University of California at 
Irvine, and the EERI as part of 
their Learning from Earthquakes 
Program. The first image is dated 
September 30, 2003 – approxi-
mately 3 months before the earth-
quake struck. The second, taken 
just over one week after the earth-
quake on January 3, 2004, shows 
widespread changes associated 
with building collapse. 

For the initial TRS phase (see 
Figure 1), the same methodol-

(a) Earthquake Epicenter

(b) Neighborhood-wide Devastation (c) Arge-Bam Largely Destroyed (d) Apartments in Ruins

Photographs courtesy of http://activistchat.com/gallery/albums.php

 Figure 8.  The December 26 2003 Bam (Iran) earthquake. Location of the earthquake epicenter; and examples of building damage 
recorded in the city and historic citadel Arge-Bam. 
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ogy was employed here as for 
the Boumerdes event, with dam-
age detected in terms of textural 
changes between the ‘before’ and 
‘after’ scenes. The resulting city-
wide damage map in Figure 10a 
shows the widespread occurrence 
of extreme changes (manifest as a 
high standard deviation about the 

image mean) throughout Bam. The 
red and orange blocks correspond-
ing with the highest concentration 
of collapsed structures, are wide-
spread through eastern areas of 
the city and the Arge-Bam citadel. 
Visual comparison with the USAID 
damage map in Figure 10b, pub-
lished in early January, indicates 

Images courtesy of DigitalGlobe, www.digitalglobe.com

 Figure 9.  Quickbird satellite imagery of Bam, acquired before and after the December 26th 2003 earthquake. 

(a) Pre-earthquake 9/30/03 (b) Post-earthquake 1/3/04
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courtesy of USAID

 Figure 10.  Quickbird damage map for Bam. Extreme textural changes caused by building collapse relate to a high average block 
standard deviation from the image mean (see also Figure 5) (b) Distribution of building collapse in Bam.

Red – Extreme change. Complete building collapse
Orange – Widespread change Building collapse widespread
Yellow – Some collapse Localized pockets of collapse

80-100% Destroyed
50-80% Destroyed
20-50% Destroyed

(a) Damage Map (b) Damage Observations
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that 80-100% of buildings were 
destroyed in these areas. Formal 
verification of the damage map 
against these ground-based ob-
servations is a focus of ongoing 
research. 

In terms of visual inspection, 
Figure 11 provides a close-up 
view of damage within a selection 
of areas on the damage map that re-
cord extreme changes. Collapsed 
buildings are evident throughout 
the ancient citadel. The eastern 
wall of the fortress appears to 
have collapsed. Many of the sur-
rounding structures are no longer 
clearly defined as the walls and 
roofs have fallen in. In surrounding 
residential areas, building collapse 
is widespread; entire blocks of fam-
ily homes have been destroyed. 
Their distinct footprint and white 

roofs in the ‘before’ image, have 
been replaced by chaotic piles of 
brown rubble. Constructed from 
local material, the sand-colored de-
bris is difficult to distinguish from 
the surrounding sandy ground 
surface.

Deployment for Field 
Reconnaissance 
through VIEWS

Through MCEER funding, con-
siderable effort has been invested 
in developing automated building 
damage detection methods, to-
gether with techniques for visual-
izing damage. The Bam earthquake 
marks their first deployment as a 
post-earthquake reconnaissance 
tool, within the VIEWS (Visualizing 
Impacts of Earthquakes With Satel-
lites) system. Figure 12 shows the 
VIEWS interface, displaying ‘be-
fore’ and ‘after’ imagery of Bam. 

Running on a notebook for por-
tability, VIEWS enables reconnais-
sance teams to compare satellite 
images acquired before and after 
an earthquake. The system directs 
responders to the hardest hit areas, 
using the damage assessment map 
(Figure 10a). For more detailed 
damage information, collapsed 
buildings are easily identified on 
the high-resolution satellite cover-
age. This also serves as a basemap 
and orientation device for teams 
deployed to unfamiliar cities. 
To help users gain and maintain 
their bearings, VIEWS tracks their 
current position using a real-time 
GPS feed. The system also provides 
easy recall for observations made 
in the field. As users enter com-
ments such as building damage 
descriptions and the ID number 
of their photographs, all informa-

Before After

Before After

Before After

 Figure 11. Visualization of building collapse in Bam. The selected neighborhoods 
were identified as regions of extreme damage (80-100% collapse) on the USAID 
damage map (Figure 10b)
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tion is automatically linked to the 
current GPS location. Back in the 
office, VIEWS datasets are readily 
transferred to a GIS environment, 
for further analysis.

The VIEWS system was deployed 
by the EERI reconnaissance team. 
During the course of reconnais-
sance activities in Bam, the GPS 
functionality was used to track 
routes followed through the city. 
Figure 12 illustrates one of the 
routes taken towards the citadel. 
The location of digital photographs 
was also recorded and their iden-
tification numbers and associated 
comments added as attributes. Fol-
lowing this initial trial, important 
lessons have been learned that will 
improve logistical and technical 

aspects of VIEWS deployment for 
future earthquakes.

Conclusion and 
Further Research 

Results from the multitemporal 
change detection methodologies 
presented in this paper demon-
strate that high-resolution Quick-
bird satellite imagery can be used 
to successfully determine the lo-
cation and severity of post-earth-
quake building collapse. Compared 
with previous research completed 
for the 1999 Marmara (Turkey) 
earthquake (see Eguchi et al., 
2003) using SPOT 4 optical data, 
the increase in spatial resolution 
to 60 cm necessitated additional 

 Figure 12. Screen-grab of the VIEWS (Visualizing Impacts of Earthquakes with Satellites) system, deployed in Bam with the EERI 
reconnaissance team. The GPS trail (red symbols) is shown for a route taken by the team during reconnaissance activities. 
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processing to distinguish damage 
associated with building collapse. 
When plotted as a damage map, 
the differenced edge detection 
and textural dissimilarity results 
successfully located blocks of ex-
treme change. In this case, change 
was measured relatively rather 
than absolutely, in terms of the 
standard deviation about the im-
age mean. The spectral signature 
of earthquake building damage 
differs around the World, as the 
building stock and construction 
materials vary. As such, devising 
universally applicable measures 
of change poses a considerable 
challenge. 

While working towards an end 
goal of robust damage detection 
algorithms that can be rapidly de-
ployed in future earthquakes to aid 
response and recovery efforts, this 
research program will concentrate 
on standardizing the methodology, 
so that building damage can be 
detected, irrespective of urban 
setting. From a methodological 
perspective, findings from the 
1999 Turkey, and 2003 Algerian 

Acknowledgements

This work was supported primarily by the Earthquake Engineering Research Centers 
Program of the National Science Foundation, under NSF Award Number EEC-9701471.  
Any opinions, findings and conclusions or recommendations expressed in this material 
are those of the author(s) and do not necessarily reflect those of the National Science 
Foundation.  The help and support of Professor Fumio Yamazaki, from the University 
of Chiba and Dr. Masashi Matsuoka of the Earthquake Disaster Mitigation Research 
Center (EDM) is acknowledged.  The authors would also like to the Earthquake 
Engineering Research Institute for their generous support in purchasing the images 
for the Boumerdes and Bam earthquakes.

and Iranian events, will be consoli-
dated and existing optical damage 
detection algorithms refined and 
augmented with new capabilities. 
For example, the integration of 
higher resolution Radarsat SAR sat-
ellite imagery would enable 24/7, 
all-weather damage assessment. 
The use of unmanned airborne ve-
hicles (UAVs) such as the MLB ‘Bat’ 
as part of reconnaissance activities, 
would enable the collection of im-
agery from remote locations with 
poor accessibility, or sites that 
are cut-off after an earthquake. 
The processing and integration 
of resulting high-resolution opti-
cal coverage will pose an exciting 
new research challenge.

In terms of research implemen-
tation, VIEWS technology will 
be extended to include these 
refinements, and on the basis of 
feedback from field reconnais-
sance teams, enhanced to opti-
mize performance during future 
deployments. In achieving these 
objectives, collaboration will con-
tinue with U.S. and International 
research partners.
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Java-Powered Virtual Laboratories for Earthquake 
Engineering Education

by Yong Gao, Guangqiang Yang, Billie F. Spencer, Jr. and George C. Lee
 

 Research Objectives

The objective of this MCEER educational project is to develop Java-based 
Virtual Laboratories for Earthquake Engineering (VLEE) as a Tri-Center col-
laborative effort to produce online resources for earthquake engineering 
education.  This task is a part of MCEER’s Center-wide effort to develop 
educational modules, in which various Java-Powered Virtual Laboratories 
(VLs) have been developed to provide a means for on-line interactive ex-
periments. They are intended to provide a conceptual understanding of a 
wide range of topics related to earthquake engineering, including structural 
control using the tuned mass damper (TMD) and the hybrid mass damper 
(HMD), linear and nonlinear base isolation system, and nonlinear structural 
dynamic analysis of multi-story buildings. The VLEEs are available on-line at 
http://cee.uiuc.edu/sst/java/ and have been incorporated as a reference 
implementation of educational modules in the NEESgrid software (http:
//www.neesgrid.org/).
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Educators must always strive to better prepare the next generation 
of structural engineers so that they may better understand and ef-

fectively deal with the design of earthquake resilient structures to reduce 
the loss of human lives and the negative impacts to society. One of the 
challenges of teaching students about the fundamentals of earthquake 
engineering is to give them an intuitive understanding of the dynamics 
of structures. Demonstrating the concepts of dynamics using static chalk 
boards or books is difficult. The best approach is through hands-on labora-
tories. Unfortunately, few instructors have the necessary facilities readily 
available to demonstrate structural dynamic concepts. To overcome this 
difficulty, a series of Java-Powered Virtual Laboratories (VLs) have been 
developed, as part of the MCEER Education Module Development task, in 
the Smart Structures Technology Laboratory (SSTL) of the University of 
Illinois at Urbana-Champaign.

To date, a total of five VLs have been published on the internet. The 
structural control VL allows users to compare the effect of using two dif-
ferent control systems to reduce structural response of an “uncontrolled” 
structure subject to earthquake excitations. The linear and nonlinear base 
isolation VLs allow users to study the effectiveness of base isolation to 
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2001-2003:
Dargush et al., 
http://mceer.buffalo.edu/
publications/resaccom/0103/
12dargush.pdf

These virtual laboratories constitute one of the first efforts in the 
U.S. to develop on-line interactive educational tools to illustrate 
structural dynamic concepts for earthquake engineering. Graduate 
students and professional engineers will find these modules useful in 
understanding the cutting edge techniques used to design earthquake 
resilient structures. About 500 visitors per month from around the 
world access the five modules currently available on the Internet.

reduce the seismic demands on a 
structure. The focus of our 2003-
04 efforts was the extension of a 
two degree-of-freedom nonlinear 
dynamic analysis VL to accom-
modate multi-story buildings with 
an arbitrary number of degrees-of-
freedom.  These VLs provide users 
with wide flexibility to understand 
the dynamic performance of build-
ing structures subject to earth-
quake loading. 

Technical Summary
The virtual laboratories were 

programmed using Java. The Java 
programming language (Newman, 
1996) offers significant advantages 
because of its minimal dependence 
on the operational platform. There-
fore, these Java-powered VLs can 
be accessed universally through 
the Internet. Using the Java lan-
guage minimizes administration 
maintenance for the VL once it has 
been developed and published on 
the Internet. If additional updating 
is required, it can be made locally 
and updated on the Internet. When 
remote users access the VL the 
next time, the updated version will 
be automatically downloaded and 
executed. In addition, these VLs’ 
interactive interface, optimized 
with Java programming, signifi-
cantly increases the efficiency of 
presenting and, in turn, of under-

standing a wide range of topics in 
earthquake engineering. 

Computational analysis of the 
dynamic problems in these virtual 
simulations utilizes several state-of-
the-art numerical algorithms. In 
the structural control VL, the lin-
ear dynamic analysis problems are 
solved by the Runge-Kutta method. 
The algebraic Ricatti equation as-
sociated with the LQR controller 
design was solved using the Gen-
eralized Eigenproblem Algorithms 
given by Arnold and Laub (1984). 
In the base isolation and nonlinear 
dynamic analysis VLs, the General-
ized α – method was employed to 
solve the hysteretic bilinear stiff-
ness problem, and the Runge-Kutta 
method was applied to handle all 
other linear and nonlinear analysis 
(Tedesco et al., 1998; Belytschko 
and Hughes, 1983; Berg, 1989).

In the subsequent sections of 
this paper, an overview of each 
VL is provided, followed by ex-
amples on how these VLs can be 
utilized to facilitate understanding 
of different special topics. Finally, 
conclusions and future research 
are presented.

Structural Control Virtual 
Laboratory

This structural control VL allows 
users to compare the effect of us-
ing two different control systems 
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to reduce the structural response 
of an “uncontrolled” structure sub-
jected to earthquake excitation. 
The two control systems, chosen 
because of the widespread inter-
est in this class of systems (Soong, 
1990; Housner et al., 1994; Fujino 
et al., 1996), are the tuned mass 
damper (TMD) and the hybrid 
mass damper (HMD).

This virtual laboratory allows 
users to vary the control system 
properties and control objectives 
and to perform “what if” studies 
so as to better understand the 
control design process to miti-
gate the earthquake response. 
This VL can calculate and animate 
the structural responses under the 
El Centro, Hachinohe, Northridge 
and Kobe earthquakes, as well as 

determine the transfer functions 
of the uncontrolled and controlled 
systems. Three cases are consid-
ered: (i) TMD/HMD Locked: the 
auxiliary mass is rigidly attached 
to the structure; (ii) Tuned Mass 
Damper (TMD): the auxiliary mass 
is attached to the structure by a 
spring and damper; and (iii) Hybrid 
Mass Damper (HMD): in addition 
to spring and damper utilized 
in the previous case, a control 
actuator is installed between the 
auxiliary mass and the structure. 
In all of these cases, the structure 
is modeled as a single-degree-of-
freedom linear system.

The interface for this control VL 
is provided in Figure 1. There are 
four frames:  the animation frame, 
excitation frame, bode plot frame, 

Animation Frame Excitation Frame Control Panel

Bode Plot Frame Time Response Frame

 Figure 1.   Structural Control Virtual Laboratory 
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The Virtual Laboratories are 
based on the platform indepen-
dent Java programming lan-
guage and are being integrated 
into the framework of MCEER 
member-institution coordinat-
ed graduate professional edu-
cational program in earthquake 
engineering.
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and time response frame on the 
left of the user interface. On the 
right, the control panel is utilized 
to conduct structural analysis and 
input parameters. A description of 
each of these components is given 
below.

The control panel on the right 
of the interface has the following 
information:
•  Mass: total mass of the struc-

ture.
•  Natural Frequency: natural 

frequency of the structure.
•  Damping Ratio: damping ratio 

of the structure.
•  TMD/HMD Mass Ratio: ratio 

between the auxiliary mass to 
the structure mass.

•  TMD/HMD Frequency: natural 
frequency of the TMD/HMD 
system.

•  TMD/HMD Damping Ratio:  
damping ratio of the TMD/HMD 
system.

•  LQR Control Weights: an LQR 
controller for HMD system 
is calculated based on a qua-
dratic performance index that 
weights the responses. The 
parameters  q1 - q4 weight the 
following responses:  q1 is the 
structure displacement, q2 is 
the HMD displacement, q3 is 
the structure velocity and q4 is 
the HMD velocity.

•  Checkboxes:  click the check-
box to select/deselect the re-
sponse to be displayed.

•  Response  Window: width of 
the excitation/time response 
frames (in seconds) used dur-
ing the animation.

•  Base Motion Scale:  scale used 
for the ground motion during 
the animation. The ground 
displacements are multiplied 
by this value before being dis-
played in the animation. This 

scale factor does not affect the 
animation when the “Relative 
Motion” option is selected, nor 
does it affect any response cal-
culation.

•  Calculate: conduct calculation 
according to the current input 
parameters. When structure 
parameters, TMD/HMD param-
eters or LQR control weights 
are changed, this button must 
be pushed to recalculate re-
sponse.

•  Animate: start/stop animation 
of the response.

•  Reset Parameters: reset all the 
parameters to the default val-
ues.

•  Help: pop up the help page 
when this button is pushed.

On the left side of the interface, 
the animation frame allows the 
user to view the actual motion 
(either absolute or relative mo-
tion of the structure) under cur-
rent excitation. The excitation 
frame displays the time history 
of the excitation. The bode plot 
frame shows the transfer function 
between the ground acceleration 
and the response selected in the 
time response frame. The rela-
tionship between the magnitude/
phase of the transfer function and 
frequency can be displayed in this 
frame.

Various analytical results can 
be shown in the time response 
frame, including displacement, 
velocity and acceleration of the 
structure and TMD/HMD. The 
actuator force in the HMD system 
can be displayed as well. A peak 
reduction factor, which reflects 
the reduced percentage of the 
maximum response compared 
to the “uncontrolled” case, is 
displayed for both the TMD and 
HMD control system in the lower 
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portion of this frame. As shown in 
this frame, not surprisingly, both 
TMD and HMD control systems 
can significantly reduce the earth-
quake response in this case with 
appropriate design.

Linear and Nonlinear Base 
Isolation Virtual Laboratories

Base isolation is another impor-
tant strategy for protecting struc-
tures from earthquakes. It attempts 
to isolate a structure from the ex-
ternal ground excitations instead 
of dissipating the earthquake en-
ergy within the structure. As a tes-
tament to this strategy, buildings 
in the Kansai region of Japan with 
base isolation devices survived the 
devastating 1995 Kobe earthquake 
with little or no damage. This event 
has prompted great interest in base 

isolation for seismic protection of 
civil structures. 

To facilitate the understanding of 
a base isolation system, two virtual 
laboratories have been developed. 
A linear base isolation VL was first 
developed as illustrated in Figure 
2. A nonlinear base isolation VL, 
which includes the linear isolation 
case, was then developed for bet-
ter understanding the behaviors of 
different isolation systems. There 
is another difference between the 
linear and nonlinear base isolation 
VLs: the linear base isolation VL can 
display transfer functions between 
the excitation acceleration and re-
sponses while the nonlinear base 
isolation VL can’t. In this section, 
only the nonlinear base isolation 
VL will be carefully reviewed.

This nonlinear base isolation VL 
considers five cases: (i) a conven-
tional structure fixed directly to 

 Figure 2.  Linear Base Isolation Virtual Laboratory
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the ground; (ii) ~ (v) base isolated 
structures where the isolation 
system is installed between the 
structure and the ground to iso-
late the earthquake energy. In all 
of these five cases, the structure 
is modeled as a single-degree-of-
freedom linear system. For cases 
(ii) ~ (v), four types of models are 
provided in this VL to describe 
the behavior of the isolator. 
These models (shown in Figure 3) 
are: (a) linear stiffness and  linear  
viscous  damping;  (b)  linear  stiff-
ness  and  nonlinear  power-law 
damping; (c) hysteretic  stiffness  
using  the  Bouc-Wen  model  and 
linear viscous damping; and (d) 
hysteretic bilinear stiffness and 
linear viscous damping. For types 
(a) and (b), buildings behave as lin-
ear elastic structures. The damping 
force remains linear for type (a), 

and follows the nonlinear power-
law with respect to the velocity for 
type (b). The Bouc-Wen model and 
hysteretic bilinear model in types 
(c) and (d) are widely employed 
for modeling nonlinear behavior 
of isolators. By choosing various 
models describing the isolator, us-
ers are able to analyze the structure 
response with different types of 
isolation systems.

The interface of the nonlinear 
base isolation VL is provided in 
Figure 4. Similar to the structural 
control VL, there are four frames 
on the left of the user interface, 
namely the animation frame, ex-
citation frame, response spectra 
frame, and time response frame. 
On the right, there is a panel to 
control the structural analysis and 
input parameters. A description of 
each of these components is given 
below.

The control panel has the follow-
ing information:
•  Mass: total mass of the struc-

ture.
•  Natural Frequency: natural 

frequency of the structure.
•  Damping Ratio: damping ratio 

of the structure.
•  Mass Ratio: ratio between the 

base floor mass and structure 
mass.

•  Isolation System Natural 
Frequency: natural frequency 
of the linear and nonlinear 
damping isolators assuming 
the structure is rigid. This is 
also the natural frequency for 
the hysteretic isolators when 
the displacement exceeds the 
yielding displacement.

•  Seismic Gap:  the gap between 
the base slab and ground, as in-
dicated in Figure 5. It should 
be greater than the maximum 
displacement of base slab.

 Figure 3.  Typical Relationship Between Force and Response for Different 
Nonlinearities
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•  Linear Isolator Damping 
Ratio: damping ratio of the 
linear and nonlinear damping 
isolation system assuming the 
structure is rigid.

•  Nonlinear Damping: involu-
tion coefficient for nonlinear 
damping isolator.

•  Initial Natural Frequency: 
natural frequency of the hys-
teretic isolators (Bouc-Wen 
and bilinear model) assuming 
the structure is rigid. This value 
is used to calculate the elastic 
stiffness of these two nonlinear 
stiffness models. The post yield-
ing stiffness is computed based 
on the natural frequency under 
“Isolation System.”

•  Yield Displacement: displace-
ment when exceeded, the 
hysteretic isolators (Bouc-Wen 

model and bilinear model) 
change from elastic to plastic 
region.

•  Max Amplitude: maximum am-
plitude of the earthquake accel-
eration. By changing this value, 
excitation can be scaled.

•  Frequency for Sine Wave: 
frequency component of the 
sinusoid excitation.

•  Checkboxes: by checking one 
or more of the following check 
boxes, desired analysis results 
can be displayed.

•  Response Window:  width of 
the excitation/time response 
frames (in seconds) used dur-
ing the animation.

•  # Response Spectra Points: 
number of points used to draw 
response spectra curve.

Animation Frame Excitation Frame Control Panel

Response Spectra Frame Time Response Frame

 Figure 4.   Nonlinear Base Isolation Virtual Laboratory
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•  Calculate: conduct the calcula-
tion.

•  Animate: start/stop animation.
•  Reset Parameters: reset all the 

parameters
•  Results Window:  display im-

portant analysis results after 
calculation.

•  Help: pop up help page when 
pushed.

On the left side of the interface, 
the animation frame allows users to 
view the actual motion, either the 
absolute or the relative motion of 
the structure. The excitation frame 
displays the time history of the 
excitation. The response spectra 
frame shows the response spectra 
of the structure’s displacement, 
velocity and acceleration.

Computational results can be 
displayed in the time response 
frame. A time history of the rela-
tive displacement, relative veloc-
ity and absolute acceleration of 
the structure and base floor can 
be plotted. A time history of the 
shear force for the structure is also 
ready to be displayed. Other plots 
in this frame include the relation-

ship between damping force and 
relative displacement/relative ve-
locity. Similar plots for restoring 
(spring) force and total (shear) 
force are available. A peak reduc-
tion factor, which reflects the re-
duced percentage compared to the 
fixed case, is displayed at the lower 
portion of the frame. As observed 
from Figure 4, a base isolation sys-
tem can significantly reduce the 
structure’s seismic demand.

Nonlinear Dynamic Analysis 
Virtual Laboratories

It is common to design struc-
tures to behave nonlinearly under 
extreme load conditions, e.g. 
earthquakes and hurricanes. To 
instruct students or practitioners 
to better understand the effect of 
the nonlinear behavior of build-
ings, our research effort recently 
has focused on the development 
of the nonlinear dynamic analysis 
virtual laboratories. In 2002, a two-
story nonlinear dynamic analysis 
VL was developed for this purpose 
and is show in Figure 6. Based on 

 Figure 5.  Diagram of Seismic Gap
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this VL, a nonlinear dynamic analy-
sis VL for multi-story buildings has 
been developed in 2003 and will 
be carefully reviewed in this sec-
tion.

The interface of this multi-story 
nonlinear dynamic analysis VL is 
provided in Figure 7. In this VL, us-
ers are given wide flexibility to per-
form dynamic analysis. Users can 
choose the number of stories, as 
well as select the floor mass, stiff-
ness, and damping coefficients for 
each story. Four models, as shown 
in Figure 3, are provided to portray 
the behavior of the structure. The 
same type of model is employed 
for all columns, but the parameters 
defining this model can be varied 
for each story. Sinusoidal and four 
historical earthquake excitations 
can be chosen for conducting the 
dynamic analysis. 

As shown in Figure 7, there 
are four response frames on the 
left of the user interface. On the 
right, there is a control panel for 

conducting structural analysis 
and changing parameters. There 
is also an animation panel which 
provides the animated response 
through a virtual building model. 
This panel is shown in Figure 8. 
The control panel and anima-
tion panel are interchanged with 
each other by clicking the “Show 
Virtual Model” or “Show Control 
Panel” button located at the lower 
corner of their panels. A descrip-
tion of each of these components 
is given below.

The control panel has the follow-
ing information:
•  Story Number: total number of 

stories.
•  Time Step: time step for nu-

merical computation. A smaller 
time step is expected when the 
structure is stiffer.

•  Floor Mass: a dialogue box 
(Figure 9) will open when the 
selection button is pushed, 
which allows users to input 
floor mass for each floor.

 Figure 6.  Two-Story Nonlinear Dynamic Analysis Virtual Laboratory
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•  Stiffness:  linear stiffness for 
each story.

•  Damping: viscous damping 
coefficient for each story.

•  Frequency: natural frequencies 
associated with the structural 
parameters.

•  Damping Ratio: damping ratio 
associated with the structural 
parameters.

•  1st Natural Frequency: for 
convenience, the first natural 
frequency is displayed.

•  1st Damping Ratio: for conve-
nience, the first damping ratio 
is displayed.

•  Structure Models: by checking 
one or more of the following 
checkboxes, desired analysis 
results can be displayed.

•  Involution Coefficient: param-
eters associated with the non-
linear damping model.

 Figure 8.   Animation Panel 

Response Frame Response Frame Control Panel

Response Frame Response Frame

 Figure 7.   Multi-Story Nonlinear Dynamic Analysis Virtual Laboratory
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•  Yield Displacement: displace-
ment when exceeded, the 
Bouc-Wen model and the bilin-
ear model change from elastic 
to plastic region.

•  Post Yield Stiffness: stiffness of 
the structural member after the 
displacement exceeds the yield 
displacement.

•  Response Window: width of the 
response frames (in sec) during 
the animation.

•  Excitation Amplitude: by 
changing this value, the excita-
tion magnitude can be scaled.

•  Sinusoid Frequency: frequency 
component for the sinusoid ex-
citation.

•  Excitation Source: display the 
name of the current excita-
tion.

•  Calculate: conduct calcula-
tion.

•  Reset Parameters: resets all the 
parameters to default values.

•  Animate: start/stop anima-
tion.

•  Results Window: display im-
portant analysis results after 
computation.

•  Show Virtual Model: by click-
ing this button, the control 
panel and animation panel are 
interchanged with each other.

•  Help: pop up the help page 
when pushed.

Calculated results are shown in 
the response frames. The func-
tions of these response frames 
are identical, except that the top 
left frame can also display the 
earthquake excitation. There is a 
selection button at the lower right 
corner of each frame. For the top 
left frame, this selection button 
brings up a dialogue box (shown 
in Figure 10) for user to select the 
earthquake excitation or response 
to display. For the other three re-

sponse frames, the selection but-
ton brings up a similar dialogue 
box for a response selection only. 
The currently displayed signal in 
the response frame is shown in the 
text field under the plot.

Various analytical results can be 
displayed in these response frames. 
The top right response frame 
shows an example of the time 
history response. In this example, 
the 1st floor inter-story drifts for all 
the selected structural models are 
displayed simultaneously. It also 
shows the maximum response 
values and the corresponding peak 
reduction factors, which is a re-
duction compared with the linear 
elastic case. By seeing the time his-
tory and peak reduction factor for 

 Figure 9.   Floor Mass Input Dialogue Box

 Figure 10.  Response Selection Dialogue Box 
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different models simultaneously, 
users can easily appreciate the dif-
ference among these models under 
the current excitation. Similar time 
history plots for relative velocity, 
absolute acceleration, spring force, 
damping force and shear force are 
also readily displayed by clicking 
the selection button in each of the 
four frames. In this example, the 
bottom two response frames dem-
onstrate relationships between 
spring force and displacement, and 
between spring force and velocity. 
Similar plots for spring force and 
damping force can also be shown 
by clicking the selection button in 
any one of these four frames. As 
can be seen from the overview, 
this nonlinear dynamic analysis 
VL grants users wide flexibly of 
the control over describing the 
structure, conducting analysis and 
viewing the results.

Verification of the Virtual 
Laboratories

The computation engines for all 
five VLs were first programmed in 
Matlab and then converted into 
Java. The calculations were verified 
by programming in two different 
ways with Matlab. One way is to 
program all the algorithms in Mat-
lab language to numerically solve 
the dynamic equations. The other 
method is to utilize the exsiting al-
gorithms in the Simulink Toolbox 
to solve the dynamic equations. By 
comparing results from these two 
approaches, the errors of compu-
tation have been minimized. The 
programming was then translated 
into Java language. The book, Nu-

merical Recipes (Press et al., 
1987), was very helpful for this 
translation. Accurate results have 
been obtained for these dynamic 
problems.

Use of the Virtual Laboratories

These interactive VLs have 
been well developed to fit various 
purposes. They are unique tools 
to introduce various advanced 
earthquake engineering topics to 
senior undergraduates, graduate 
students and junior engineers. If 
an Internet connection is available 
during lectures, these VLs can be 
utilized to demonstrate differ-
ent ideas and designs during the 
lectures, which will enhance the 
efficiency of lecturing. These VLs 
can also be used as homework as-
signments regarding specific earth-
quake engineering topics. Young 
researchers are also expected to 
find these VLs handy and helpful 
to gain extra experience on these 
advanced topics.

To demonstrate the concepts of 
these VLs, three sample laboratory 
sessions are included in this paper. 
Sample laboratory session A gives 
an example of how the structural 
control VL can be used to reduce 
earthquake response. Sample labo-
ratory session B demonstrates the 
design of an isolator which can be 
described by a hysteretic bilinear 
model to reduce the structural 
response. Sample laboratory ses-
sion C illustrates the nonlinear 
dynamic behavior of an 11-story 
building under the Kobe earth-
quake excitation.
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Virtual Laboratory for 
Earthquake Engineering:
http://cee.uiuc.edu/sstl/java/ 

 Multidisciplinary Center 
for Earthquake Engineering 
Research, Education:
http://mceer.buffalo.edu/
education/default.asp#vl
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Sample Laboratory Session A

Problem

For a structure with 100 tons of mass, 1.0 Hz natural frequency, and 1% 
viscous damping ratio subject to Hachinohi earthquake excitation with a peak 
acceleration of 0.2294 g, design a TMD passive control system with a damping 
ratio of 7.5% to achieve a 30% reduction for the peak displacement response. 
Using the same parameters for the TMD system for HMD control system, could 
we achieve a reduction of 50% for the peak displacement response by appro-
priately designing a LQR controller?

Solution

Obviously, this problem does not have a unique solution. A sample result 
is shown in Figure 11. This figure shows that the TMD has achieved a 30.4% 
peak displacement reduction by designing the mass ratio as 1% and natural 
frequency of the TMD as 0.85 Hz. Not surprisingly, as an active control system, 
HMD achieves better results in this case. By setting the design parameters for 
the LQR controller as 1000, 10, 20 and 0 separately, the HMD system obtains 
a reduction of 51.3% with a peak actuator force of 10.7 KN. More complicated 
problems can be easily set to achieve several goals simultaneously, e.g. 30% 
and 20% reduction of peak displacement and velocity.

 Figure 11.   Sample Laboratory Session A
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Sample Laboratory Session B

Problem

For a structure with 100 tons of mass, a natural frequency of 1.0 Hz, and 
viscous damping ratio of 1%, under El Centro earthquake excitation with a 
peak acceleration of 0.5 g, design an isolation system with mass ration of base 
floor to structure as 0.1 to achieve an 80% reduction of the structural peak dis-
placement response. Note that the isolator can be described by the hysteretic 
Bouc-Wen model with a maximum allowable deformation of 20.0 cm.

Solution

One sample result is displayed in Figure 12.  This figure shows that the 
isolation system achieves an 83.3% peak displacement reduction by designing 
initial natural frequency of 0.7 Hz, post yield stiffness of 0.3 Hz and a yield 
displacement of 2.0 cm. The maximum displacement of the base floor is 19.0 
cm which is within the deformation limit of the isolator. It is impressive to 
see that the base isolation system reduces the seismic demand dramatically 
in the example.

 Figure 12.  Sample Laboratory Session B
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Sample Laboratory Session C

Problem

An 11-story building with equivalent mass, stiffness and damping coefficient 
distributions as given in Table 1 is subjected to the Kobe ground motion re-
cord with peak ground acceleration of 0.8337 g. The elastic maximum base 
shear and inter-story displacement are considered excessive and not suitable 
for design purposes. It is therefore required to determine the yield force and 
displacement of each story which is described by hysteretic bilinear model, 
preserving the given stiffness distribution, such that the ensuing maximum 
base shear and maximum inter-story displacements are 65% and 45% of the 
elastic values. 

Solution

One of the designs with the hysteretic model pa-
rameters shown in Table 2 achieves the objective. The 
associated virtual building model is shown in Figure 13 
and the results are shown in Figure 14. As shown in 
the Figure 13, the maximum inter-story displacement 
for linear structure is 0.09 m and happens at story 4. 
By selecting the hysteretic bilinear model on Figure 
13, the maximum inter-story displacement was found 
to be 0.048 m and happens at story 3. Top left frame 
of Figure 14 indicates that for the 4th story, the dis-
placement has been reduced by 47.0%, which is better 
than the target requirement. The top middle frame 
shows that a 46.1% reduction has been obtained for 
story 3, which is the location of the maximum inter-
story displacement for the nonlinear structure. More 
importantly, a 67.9% reduction has been obtained for 
the base shear, which is a significant improvement of 
the design. Of course, a better result can be achieved 
by changing the parameters.

Story Number 1 2 3 4 5 6 7 8 9 10 11

Mass (tons) 8.0 8.0 8.0 8.0 8.0 8.0 8.0 8.0 8.0 8.0 8.0

Stiffness (KN/m) 10000 9500 9000 8500 8000 7500 7000 6500 6500 6500 6500

Damping  (KN s/m) 50 50 50 50 50 50 50 50 50 50 50

 Table 1. Session C Structure Parameters

 Figure 13.   Virtual Building Model
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Story Number 1 2 3 4 5 6 7 8 9 10 11

Initial Stiffness 

(KN/m)
10000 9500 9000 8500 8000 7500 7000 6500 6500 6500 6500

Post-yield Stiffness 

(KN/m)
3000 3000 3000 3000 3000 3000 3000 2500 2500 2500 2500

Yield Displacement

(cm)
2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0

 Table 2. Session C Bilinear Model Parameters

 Figure 14.   Sample Laboratory Session C

Conclusions and 
Future Research

A series of unique Java-Pow-
ered Virtual Laboratories have 
been developed to facilitate the 
understanding of a wide range of 
topics in earthquake engineering 
and dynamic analysis. Participants 
are expected to gain fundamental 
understanding of these topics by 
conducting on-line numerical ex-
periments using these interactive 

VLs. These on-line VLs provide 
an excellent alternative way for 
students and practitioners to de-
velop their knowledge of earth-
quake engineering. By designing 
these VLs using Java programming, 
they can be accessed universally 
through the Internet and provide 
users with wide flexibility to con-
figure system parameters, conduct 
analysis, and view results. A total 
of five VLs, including a structural 
control VL, two base isolation VLs 



202 Education Java-Powered Virtual Laboratories for Earthquake Engineering Education 203

using linear and nonlinear devices, 
and two nonlinear dynamic analy-
sis VLs for buildings have been 
published.

Current and continuing efforts 
emphasize the development of 
more realistic virtual laboratories 
which allow users to imitate real 
dynamic experiments step by step, 
including selecting sensor loca-
tions, collecting data from sensors, 
designing anti-aliasing filters, and 
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conducting FFT analysis, etc. The 
intention is to provide the users 
with a more realistic feeling of con-
ducting a real experiment without 
dealing with wires and experimen-
tal setups. These VLs are expected 
to be an effective complement to 
the teaching of structural dynam-
ics and earthquake engineering 
analysis at institutions which lack 
the facilities to conduct dynamic 
experiments.
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Liquefaction is one of the primary causes of lateral spreading, failures    
of bridge foundations, embankments, and ports and harbor facilities 

during earthquakes (e.g., 1964 Alaska earthquake, 1995 Kobe earthquake). 
Soil densification techniques using vibro-stone column (Figure 1a) and 
deep dynamic compaction (Figure 2a) are proven ground improvement 
methods for liquefaction mitigation in loose saturated sands containing less 
than 15% non-plastic silts and less than 2% of clay particles  (FHWA, 2001, 
Mitchell et al., 1995,  Andrus and Chung, 1995). Silty sands containing 
excessive fines have been considered difficult to densify using the above 
densification methods. However, recent case histories show that provision 
of pre-installed supplementary wick drains around the vibro-stone columns 
(Figures 1b) and impact locations (Figure 2b) help densification of silty soils 
during vibro-stone column installation or dynamic compaction (Andrews, 
1998, Dise et al., 1994, and Luehring et al., 2001).

 Research Objectives

The objective of this study is to develop an analytical methodology to 
evaluate the effectiveness of vibro-stone column (SC) and dynamic com-
paction (DC) techniques supplemented with wick drains to densify and 
mitigate liquefaction in saturated sands and non-plastic silty soils. It includes 
the following: (i) develop numerical models to simulate and analyze soil 
densification during SC installation and DC process, and (ii) identify pa-
rameters controlling post-improvement soil density in both cases, and (iii) 
develop design guidelines for densification of silty soils using the above 
techniques. An analytical procedure was developed and used to simulate 
soil response during SC and DC installations, and the results were compared 
with available case history data. Important construction design parameters 
and soil properties that affect the effectiveness of these techniques, and 
construction design choices suitable for sands and non-plastic silty soils 
were identified. The methodology is expected to advance the use of SC 
and DC in silty soils reducing the reliance on expensive field trials as a 
design tool. The ultimate outcome of this research will be design charts 
and design guidelines for using composite stone columns and composite 
dynamic compaction techniques in liquefaction mitigation of saturated 
silty soils. 
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This research provides an analytical methodology to simulate 
and evaluate the effectiveness of vibro-stone columns and dynamic 
compaction supplemented with wick drains, to densify and mitigate 
liquefaction in saturated silty soils. This methodology and the design 
charts resulting from this work will help geotechnical engineers from 
transportation agencies and construction companies in designing 
an appropriate ground improvement technique to densify loose, 
saturated silty soil deposits, without solely relying on expensive 
field trials.

The vibro-stone column 
installation process involves 
insertion of a vibratory probe with 
rotating eccentric mass. The probe 
plunges into the ground due to its 
self-weight and vibratory energy, 
which facilitates penetration of 
the probe. Once the specified 
depth (depth of stone column) is 
reached, the probe is withdrawn in 
steps (lifts) of about 1 m. During 

withdrawal of the 
probe, the hole is 
backfilled with gravel. 
During each lift, the 
probe is reinserted, 
expanding the stone 
column diameter. This 
process is repeated 
several times until a 
limiting condition is 
achieved. No detailed 
analytical procedures 
are available to deter-
mine the densification 
achievable during 
stone column installa-
tion or the effects of 
various construction 
choices such as stone 
column spacing, diam-
eter, and wick drain 
size and spacing on 
the degree of im-
provement. The cur-
rent state of practice 
depends mainly on 
previous experience 
or field test programs 

to determine the applicability 
of the technique and choice of 
stone column spacing, etc., at a 
given site. Based on field data, 
Baez (1995) outlines an empirical 
approach (Figure 8, introduced 
later) for design of vibro-stone 
columns, without wick drains, to 
improve sandy soils containing less 
than 15% silt. 

 Figure 1.  Vibro-Stone Columns and Composite Vibro-Stone Column
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 Figure 2.  Dynamic Compaction

(a) Traditional Dynamic
Compaction

(b) Composite Dynamic
Compaction

The DC technique 
involves high-energy 
impacts to the ground 
surface by systematically 
dropping heavy weights 
of 6 to 35 tons from 
heights ranging from 12 
to 40 m to compact the 
underlying ground using 
heavy crawler cranes. 
Based on previous field 
experience (Lukas 1986, 
1995), for an average cu-
mulative applied energy 
in the range of 1 to 3 MJ/
m2, the maximum depth 
of improvement (dmax) that can be 
achieved due to DC is given by:

 dmax = n (WH)1/2 (1)

where W is the dropped weight 
in tonnes, and H is the height of 
drop in m. The value of n depends 
on soil type, and decreases with an 
increase in degree of saturation. 
Although Eq.1 is a useful guide, 
design choices such as impact 
weight, height of drop, impact grid 
spacing, time lag between impacts, 
total number of passes required to 
achieve a specified level of relative 
density or SPT/CPT penetration re-
sistance are made based on field 
trials. Again, no detailed analytical 
procedures are available to deter-
mine the densification achievable 
or to analyze the effects of various 
operational parameters on the de-
gree of improvement.

This paper presents a brief sum-
mary of recent work conducted to 
develop a simple analytical meth-
odology to simulate soil response 
during vibro-stone column instal-
lation and dynamic compaction, 
quantify soil densification during 
vibro-stone column installation and 
dynamic compaction in saturated 
sands and silty soils, and assess the 

effect of various construction/de-
sign choices and soil parameters 
on the degree of improvement that 
can be achieved.

Semi-Theoretical 
Framework

Densification of saturated sands 
and silty soils by vibro-stone col-
umn and dynamic compaction 
is essentially a process involving 
vibration of the soil causing ex-
cess pore pressure development, 
liquefaction, and consolidation of 
the soil leading to concurrent den-
sification. Vibro-stone column also 
involves expansion of a zero cavity 
and associated pore pressures and 
densification of the soil. This paper 
presents a methodology to simu-
late pore pressure developments 
in the soil due to vibratory energy 
imparted during installation, and 
subsequent consolidation of the 
soil and densification. Simple at-
tenuation relationships are used to 
estimate the energy dissipated in 
the soil. Experimental data based 
on energy principles is used to 
estimate the pore pressures gen-
erated as a function of the energy 
dissipated. Coupled consolidation 
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equations are used to quantify 
densification and study the effects 
of various soil parameters and 
design/construction choices on 
the degree of improvement that 
can be achieved.

Energy Radiation and 
Attenuation

Consider vibro-stone column 
(SC) (Figure 3) and dynamic com-
paction (DC) impact (Figure 4) 
processes. The energy delivered at 
the source by the vibratory probe 
and by a falling weight propagates 
through the surrounding soil as 
body waves (compressional and 
shear waves) in the case of SC and 
body waves and surface waves 
(Rayleigh waves) in the case of 
DC, respectively. Field observa-
tions indicate that the ground 
vibrations caused by SC are in the 
range of 30 to 50 Hz (FHWA, 2001) 
and between 2 to 20 Hz (Mayne, 
1985) for DC. A solution for en-
ergy dissipated (per unit volume 
of soil), the associated pore water 
pressures, and densification at 

any point in the soil requires a 
reasonably accurate quantifica-
tion of energy partitions in the 
above three categories and their 
spatial attenuation relationships. 
The problem is complex due to 
non-uniformity in stress field, 
stress and density dependent soil 
properties, and changes in the 
stress field, pore water pressures, 
and soil densities in the ground 
during and immediately follow-
ing the energy delivery. In order 
to circumvent this problem, as a 
first order approximation, models 
for energy partition in elastic half 
space coupled with field-observa-
tion based attenuation models are 
used herein. 

Past studies indicate that the 
energy partitioning in the form of 
shear, compressional, and Raleigh 
waves due to a harmonic uniform 
vertical stress on a flexible disk of 
radius r0 acting on an elastic half-
space is dependent on frequency 
parameter a0 (= ω r0/cs, where, ω = 
angular frequency in Hz., and cs = 
shear wave velocity in m/s) (Figure 
5a) and Poisson’s ratio (Miller and 

 Figure 3.  Vibratory Probe and Energy Propagation
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This study is a part of the proj-
ect ‘seismic vulnerability of the 
national highway system’. This 
work is to improve understand-
ing of the liquefaction hazards 
to highways and to improve and 
develop analysis methods and 
design criteria for ground im-
provement techniques in order 
to reduce seismic vulnerability 
of existing and future highway 
infrastructure.
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Pursey, 1955, Meek 
and Wolf, 1993). 
Further, Richart 
et al.(1970) show 
that Raleigh wave 
amplitude varies 
with dimensionless 
depth (depth/LR) 
as shown in Figure 
5b where LR is the 
wavelength of the 
Rayleigh wave. 
The Rayleigh wave 
amplitude ratio 
attenuates with 
depth very rapidly 
to about 10% at a 
depth of about 1.6 LR. As a first 
order approximation, if the above 
model is used to determine the 
energy partitioning for DC, the 
frequency parameter a0 tends to 
be less than 1 for typical values 
of ro corresponding to impact 
weights used in dynamic compac-
tion, cs, of soils, and frequencies 
in the range of 2 to 20 Hz. Hence, 
Rayleigh waves account for about 
two thirds of the impact energy 
transfer and body waves account 
for the remaining one third. For 

DC, further, considering radiation 
damping, the energy content of the 
body wave is assumed to be uni-
formly distributed on a hemispheri-
cal surface of the wave front, while 
the energy content of the Rayleigh 
wave is assumed to be spreading 
radially along a cylindrical surface, 
and is also assumed to attenuate 
with depth as shown in Figure 5b 
for Poisson’s ratio ν = 0.25.

Material damping occurs as a re-
sult of energy loss due to hysteresis 
damping and internal sliding of soil 
particles. The energy loss depends 

 Figure 4. Energy Partitioning – Dynamic Compaction
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on frequency of loading, soil type, 
stress conditions, and strain level. 
Field observations indicate surface 
wave attenuation due to material 
damping is given by (Dowding 
1996):

 a a . e1 = - (r-r ) 1a
  (2)

where a1  is the amplitude of 
vibration at distance r1 from the 
source, a is the amplitude of 
vibration at distance r, and α is 
the attenuation coefficient due 
to material damping. Energy at-
tenuation is related to the square 
of the amplitude of vibration; the 
corresponding energy attenuation 
relationship is given by

 E E . e1 = -2 (r-r ) 1a
  (3)

where E1 is the energy content 
at a distance r1 from the source, 
and E is the energy content at a 
distance r. 

Based on the above consider-
ations, the energy loss per unit 
volume of soil due to Rayleigh 
waves wR and body waves wB, 
respectively, in the case of DC, 
are given by
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where R is the √(r2+z2), f is the 
amplitude ratio given by Figure 5b, 
and r and z are radial and vertical 
coordinates, respectively. 

In the case of SC, assuming that 
radiation damping is due to body 
waves spreading along a spheri-
cal wave front and it is uniformly 
distributed on a spherical surface 
of the wave front, the energy loss 
per unit time per unit volume of 
soil takes the form: 
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where W0 is the h0P0, P0 is the 
power rating of the vibratory 
probe, and h0 is the probe effi-
ciency. As excess pore pressure 
develops due to vibration during 
the SC process, the soil becomes 
weak. Since the amplitude of vibra-
tion of the probe is limited (FHWA, 
2001), the energy imparted to the 
surrounding soil would decrease, 
resulting in a reduced efficiency. 
When the pore pressures dissipate, 
and the soil is sufficiently densi-
fied, the energy transfer rate would 
increase. In this paper, this phe-
nomenon was taken into account 
considering the energy transfer 
rate to decay with increasing ex-
cess pore pressure:
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where (ru)av is the the average 
excess pore pressure ratio within 
the soil surrounding the probe 
up to an effective radial distance 
re, and β is a constant. A detailed 
discussion on the applicability and 
limitations of the above attenuation 
relationships, and ongoing further 
work on attenuation relationships, 
are reported in Shenthan (2004) 
and Nashed (2004).

�������������
��������

��������������
��������

Juan I. Baez, Hayward Baker, 
Inc., California
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Pore Pressure Generation

Based on a large experimental 
database and theoretical consid-
erations, excess pore water pres-
sure generated due to undrained 
cyclic loading has been related to 
frictional energy loss in the soil by 
Thevanayagam et al. (2002) as:

  
r

w

w

w

wu
c

L

c

L

=
Ê
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ˆ
¯̃

Ò0 5 100 0 0510. log , .

  (9)

where ru  is the excess pore pres-
sure ratio (u/σ0’), σ0’ is the initial 
mean effective confining pressure, 
wc is the cumulative energy loss 
per unit volume of soil, and wL 
is the energy per unit volume re-
quired to cause liquefaction.

In the case of the SC process, 
in addition to vibration-induced 
excess pore pressure, a signifi-
cant amount of pore pressure is 
generated due to cavity expan-
sion as well. Initial insertion of 
the probe into the ground can be 
considered as expanding a zero 
cavity to a diameter the same as 
that of the probe. Filling of this 
cavity by stones and inserting the 
probe further expands the cavity 
by pushing the stone backfill 
radially outwards. Lifting the 
probe causes slight contraction 
of the cavity. Repeated lifting, 
filling, and insertion of the probe 
cause repeated cavity expansions. 
Shenthan et al. (2004) outline a 
simplified approach to estimate 
excess pore pressures induced 
during such cavity expansions 
and contractions.

Pore Pressure Dissipation and 
Densification

The governing equation for pore 
pressure dissipation in the soil is:
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where kh and kv are hydraulic 
conductivity of the soil in the 
horizontal and vertical directions, 
respectively; mv is the volume 
compressibility of the soil; u is 
the excess pore water pressure 
at coordinates (r, θ, z); ug is the 
excess pore pressure generated 
due to vibration and cavity 
expansion (in the case of SC); t is 
the time;  γw is the unit weight of 
water; and r, θ, and z are radial, 
angular, and vertical coordinates, 
respectively. In the case of the 
vibro-stone column, the term ug 
stands for time dependent pore 
pressure generation as in the case 
due to vibratory energy during SC 
installation. In the case of cavity 
expansion/contraction and DC, 
excess pore pressures are assumed 
to be induced instantaneously. 

Volumetric densification of a soil 
element due to excess pore pres-
sure dissipation may be obtained 
by:

 
e sv vm d= Ú . ’

 (11)

where εv is the volumetric 
strain, and σ’ is the mean effective 
confining pressure. Seed et al. 
(1975) suggest that mv values for 
sand increases from its initial 
value according to the following 
relationship, and does not decrease 
from the highest value obtained:
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where mv and Dr are initial vol-
ume compressibility and relative 
density of soils, respectively. For 
silty sands, the above equation is 
modified to use (Drc)eq instead of 
Dr to take into account the effects 
of fines on volume compressibility 
(Shenthan, 2004). Typical values 
for mv0 are adopted from Theva-
nayagam and Martin (2001).

Simulations and Field 
Comparisons

Vibro-Stone Column

Two sets of numerical simula-
tions were conducted to study 
the densification process of soils 
during stone column installation. 
In the first set of simulations, the 
effect of cavity expansion was ne-
glected and the effect of vibration-
induced pore pressure generation 
and dissipation was considered. 
Based on available experimental 
data, hydraulic conductivity k 
was obtained as a function of 
silt content. In the second set of 
simulations, the effect of cavity 
expansion was included and the 
vibration-induced pore pressures 
were neglected. In both sets of 
simulations, vertical dissipation 
was neglected in order to reduce 

the computational time. These 
simulations are presented below.

Energy Dissipation and 
Densification

The simulations presented 
herein consider soil densification 
due to dissipation of vibration-in-
duced pore pressures only.  Figure 
6 shows a composite vibro-stone 
column layout. The radii of the 
stone columns and wick drains 
are a and rw, respectively. The 
spacing between stone columns 
is 2b. The spacing between wick 
drains is b. The wick drains are 
installed first, and the surround-
ing stone-columns are installed 
next followed by installation of 
the center column. The numeri-
cal simulation presented in the 
following sections pertains to 
densification of the soil during 
installation of the center col-
umn. Using the semi-theoretical 
background introduced earlier, a 
finite-difference numerical scheme 
was developed to simulate this 
densification process in the soil 
surrounding the center column. 
Boundaries of symmetry allow the 
computational time to be reduced 
by requiring calculations to be 
done for only the representative 
area shown in Figure 6.

Vibro-stone Columns without 
Wicks

The simulations herein consider 
installation of vibro-stone columns 
in clean sand with no wick drains 
(Figure 1a). Three different initial 
densities were used: (a) Dr = 40%, 
(b) Dr = 48%, and (c) Dr = 59%. 
Three different area replacement 
ratios (Ar = 5.6, 10.0, and 22.5%) 
were assumed for each initial 
density, where Ar = (Ac/Ae)*100%, 
Ac is area of the stone-column, Ae 

 Figure 6.   Composite Stone Column Layout
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Area

(Outer) Stone
Column

Wick Drain

Center Column
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is the tributary area 
( = π*De

2/4), and 
De = equivalent 
diameter of the 
tributary area = 1.05 
times the center-
to-center spacing 
between stone 
columns installed in 
a triangular pattern. 
These Ar values 
correspond to cen-
ter-to-center stone 
column spacing 
of 4 diameters, 3 diameters, 
and 2 diameters, respectively. 
The hydraulic conductivity 
was assumed to be 5x10-6 m/s. 
Table 1 summarizes the probe 
characteristics used for the 
simulation. Table 2 summarizes 
simulation parameters. The post-
improvement densification results 
are shown in Figure 7a.

The area replacement ratio 
has a significant influence on 
post-improvement density. This 
influence diminishes as the initial 
density increases. Although not 
shown in this paper, it was also 
found that hydraulic conductivity 
plays an important role and 
higher hydraulic conductivity 
leads to higher densification 
for the same vibratory duration 
(Shenthan, 2004, Thevanayagam 
et al., 2001). 

For qualitative comparison 
purposes, the data in Figure 7a 
may be converted to equivalent 
SPT blow counts (N1)60,c-s using 
the Tokimatsu and Seed (1984) 
relationship for clean sands, as 
shown in Figure 7b. This can 
be compared with the field case 
history database for pre- and 
post-improvement SPT blow 
counts compiled by Baez (1995) 
shown in Figure 8. The regression 

curves for post-
improvement 
SPT blow counts 
obtained by Baez 
(1995) were based 
on an analysis of 
a number of case 
histories, where 
vibro-stone col-
umns were used 
to improve sandy 
soil sites with less 
than 15% silts. 
Although direct 
comparisons are 
not possible, due to lack of site-
specific data, the trend found in 
Figure 7b agrees well with the 
trend in Figure 8. Further work 
is underway to verify simulation 
results with field trials.

Length Frequency Power Rating P0 η0 β Avg. Penetration Rate

m Hz kW % cm/s

3 50 120 50 4 3

 Table 1. Vibratory Probe Specifications

Column Dia. (m) Column Spacing (m) k (m/s)

Ar = 5.6% 10.0% 22.5%

0.9 3.6 2.7 1.8 5x10-6

Note: Initial effective confining pressure at the depth considered is about 
100 kPa.

 Table 2. Simulation Parameters – Stone Column

 Figure 7.   Vibro-Stone Column Simulation Results
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Composite Vibro-Stone Column
A number of simulations were 

conducted to assess the effects of 
silt content, and area replacement 
ratio Ar on post improvement den-
sity of silty soils supplemented by 
wick drains (Figure 1b). Three 
different initial equivalent relative 
densities ((Dr)eq = 40, 48 and 59%, 
Shenthan, 2004) were considered. 
Silt content-dependent soil input 
parameters mv, k, EL were obtained 
from an experimental database for 
silty soils (Shenthan, 2001, and 
Thevanayagam et al., 2001). For 
direct comparison purposes, the 
same simulations were repeated 
for stone columns in the same 
soil without wick drains (Figure 
1a). Figure 9 shows the simula-
tion results for post-improvement 
relative densities for Ar = 10, and 
22.5%, respectively, for the three 
different initial relative densities 
(Dr)eq considered. Without wick 
drains, no significant improvement 

is achieved for soils with hydraulic 
conductivity less than about 10-6 
m/s. Although not shown in this 
paper, at low Ar, wick drains do not 
contribute to any further increase 
in post-improvement density for 
all initial densities (Shenthan et 
al., 2004). In this case, the spac-
ing of stone columns and wick 
drains is too large and wick drains 
are far from the stone columns to 
be effective in relieving the pore 
pressures during installation and 
to facilitate repeated cycles of 
densification. As the area replace-
ment ratio increases, the influence 
of wick drains increases. At high 
area replacement ratio of about 
20% or above (Figure 9b), wick 
drains significantly contribute to 
the drainage and repeated densifi-
cation of silty soils with hydraulic 
conductivity as low as 10-8m/s. 
However, the degree of improve-
ment is dependent on hydraulic 
conductivity.

 Figure 9.   Composite Vibro-Stone Columns – Simulation Results

(SC=Vibro-Stone Column without Wicks, SC + Wicks=Composite Vibro-Stone Column)
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Cavity Expansion 
and Densification

The simulations 
presented herein 
consider soil 
densification due 
to dissipation of 
cavity expansion- 
induced pore 
pressures only. These simulations 
involved two cases: (i) stone 
columns with wick drains, and 
(ii) without wick drains. The initial 
density of soils was (Dr)eq = 40%. 
Three different area replacement 
ratios (Ar = 10, 15, and 25%) were 
considered. Probe characteristics 
used for the simulation are the 
same as those summarized in 
the Table 1. Table 3 summarizes 
simulation parameters relevant to 
this analysis. The vibratory probe 
diameter is 0.36 m. In lifts of 1 m, 
the probe is reinserted seven times 
to build a stone column of 0.95 m 
diameter at any given depth. Field 
observations indicate that this 
process takes about 4 to 5 minutes 
per lift of 1 m. 

The post-improvement den-
sification results are shown in 
Figure 10 for Ar = 10, 15, and 
25, respectively. Without wick 
drains, the highest improvement 

is achieved for highly permeable 
soils at or above 10-5 m/s. The post-
improvement density depends on 
hydraulic conductivity and the area 
replacement ratio. The addition of 
wick drains does not significantly 
affect the degree of improvement. 
It appears that the cavity expansion-
induced pore pressures do not 
extend far enough from the stone 
column and hence, wick drains 
do not significantly contribute to 
drainage in this case, except for 
large Ar (Figure 10c).

The above results, shown in Fig-
ures 9 and 10, indicate that both 
the cavity expansion process and 
ground vibration contribute to 
densification. Post-improvement 
densities due to the coupled ef-
fect of both cavity expansion and 
vibratory energy should be higher 
than those obtained by consider-
ing cavity expansion only. Further 
work is underway to couple these 
two phenomena.

Column Diameter (m)
Column 

Depth (m)
Column Spacing (m) Depth Simulated (m)

Ar = 10% 15% 25%

0.95 15 2.85 2.3 1.8 12

 Table 3.  Simulation Parameters - Cavity Expansion

Note: Initial effective confining pressure at the depth considered is about 100 kPa.

 Figure 10.   Post-Improvement Densification - Due to Pore Pressures Induced by Cavity Expansion
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Dynamic Compaction

The above model given by Eqs. 
2 through 6 and 9 through 12 was 
used to simulate soil response dur-
ing the dynamic compaction pro-
cess and quantify soil densification 
in sands and silty soils. First, for the 
DC process, two case history sites 
were analyzed: (a) Kampung Pakar 
site, Malaysia (Chow et al., 1992), 
and (b) Steinaker dam modification 
project (Dise et al., 1994). The re-
sults were compared with field 
measurements. This was followed 
by a parametric study. 

Kampung Pakar Site, Malaysia 
The Kampung Pakar site is a 

development site consisting of 
14 m of relatively uniform and 
homogeneous loose sand, with a 
water table at about 3 m below the 
surface. The dynamic compaction 
program involved two high-en-
ergy passes carried out on a 6 m 
x 6 m grid pattern using a 1.83 
meter square pounder weighing 
15 tonnes. The design parameters 
are summarized in Table 4. The 
post-improvement simulation re-
sults are compared with the field 
density measurements, deduced 
from CPT data, in Figure 11. The 
profile corresponds to the center 
in the six-meter square grid pat-
tern. Considering the approximate, 
first-order nature of the numerical 
simulations, the simulation results 

agree reasonably well with the 
measured data.

Steinaker Dam Modification 
Project, Utah 

In this case, the soil profile data 
and compaction parameters were 
obtained from Hayward Baker, Inc., 
and is reported by Nashed (2004). 
Briefly, the treated sandy silt con-
tains an average fines content of 
45%. Wick drains were installed on 
1.5 m centers to a depth of 9 m 
and a 1.5 m thick compaction pad 
was constructed. Perimeter well 
points were installed to lower the 
water table at least 3.7 m below 
the top of the compaction pad. 
The dynamic compaction program 
involved three high-energy passes 
(Table 4). The impact grid pattern 
is shown in Figure 13. Because of 
the expected buildup of excess 
pore pressures, the drop sequence 
was tightly controlled. The primary 
pass was completed before drops 
were allowed at secondary loca-
tions. Similarly, this was the case 
for the secondary and tertiary pass-
es as well. Measured data consisted 
of pre- and post-improvement SPT 
profiles. Figure 12 shows the pre- 
and post-improvement SPT field 
data along with the equivalent 
SPT profiles obtained based on 
density profile results from numeri-
cal simulations (Nashed, 2004). 
The simulation results follow the 

 Parameters

Kampung Paker     

Site, Malaysia
Steinaker Dam Modification Project, Utah

1st pass 2nd pass
Initial 
ironing

1st pass 2nd pass 3rd pass

Pounder weight (tonne) 15.0 15.0 30.0 30.0 30.0 30.0

Drop height (m) 20.0 25.0 18.0 30.0 30.0 30.0

No. of impacts at each grid point 10 6 2 30 30 20

 Table 4. Impact Parameters – Dynamic Compaction
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trend observed 
in the field.

Fol lowing 
r e a s o n a b l e 
comparisons 
with case his-
tory data de-
scribed above 
for both sand 
( w i t h o u t 
drains) and silty 
soils with wick 
drains, the 
above compu-
tational simula-
tion model was 
used to assess 
the effect of 
the following 
pa ramete r s 
on densifica-
tion by dynamic compaction in 
sands and silty sands: (i) hydraulic 
conductivity k and fines content 
FC,  (ii) impact grid pattern, (iii) 
impact print spacing, (iv) number 
of impacts, (v) time cycle between 
passes/impacts, (vi) wick drains 
spacing, and (vii) initial relative 
density. The results from this study 
are presented in Nashed (2004). 
The following section presents 
a brief summary of the effect of 
some of these parameters.

Effect of Hydraulic Conductivity 
and Fines Content on Depth of 
Influence

In this case, numerical simula-
tions were carried out on two 
silty soils with the same equiva-
lent relative density of 40% but 
different hydraulic conductivities 
(a silty sand at k = 10-7 m/s at fines 
content FC of 25%; and a sandy 
silt at k = 10-8 m/s at FC = 40%). 
The deposit was supplemented 
with wick drains of an equivalent 

diameter of 5 cm installed at a cen-
ter-to-center spacing of 1.5 m in a 
square pattern. The ground water 
table was assumed to be at 2 m 
depth, and the time cycle between 
subsequent impacts was selected 
as two minutes. The same impact 
grid pattern used for the Steinaker 
dam project (Figure 13) was adopt-
ed. Three energy-delivery passes 
(primary, secondary, and tertiary) 
were made. Each grid point re-
ceived a total of 12 impacts. The 
cumulative energy applied ranged 
from 1 to 3 MJ/m2.

For comparison purposes, a sec-
ond set of simulations was done 
for a sand deposit with k of 10-5 
m/s at an initial relative density of 
40%, without wick drains. A typical 
impact grid pattern for sand with 
6.0 m spacing between the impact 
points was used. Each grid point 
received a total of 12 impacts.

The simulation results for depth 
of improvement dmax versus 
energy/impact for the silty soils 
with wick drains are shown in 
Figure 14a, and for sand without 

 Figure 12.  Pre- and Post-DC SPT Blow Counts 
(Steinaker Dam Modification Project, Utah)

 Figure 11.   Pre- and post-DC Relative Density 
(Kampung Pakar site, Malaysia)  
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wick drains are shown in Figure 
14b. Also shown in these figures 
is Eq. 1 for highly pervious sands 
(n = 0.5), without wick drains. It 
is interesting to note the effects of 
fines and hydraulic conductivity 
on dmax in silty soils. A decrease 
in hydraulic conductivity reduces 
the effective depth of influence 

dmax (Nashed, 2004). When com-
pared with Figure 14b, the results 
indicate that, with the provision of 
wick drains, silty soils can be im-
proved up to depths comparable 
for sands without wick drains.

Although further details of the 
study are not shown here, results 
indicate that DC is ineffective in 
silty soils with hydraulic conduc-
tivity less than 10-6 m/s, without 
wick drains. With wick drains, 
however, silty soils with hydraulic 
conductivities as low as 10–8 m/s 
could be densified using DC by 
pre-installing wick drains at a 
spacing of 1 m to 1.5 m.

The numerical simulation tool 
presented herein allows a designer 
or a contractor to study the 
effects of various site conditions 
and construction/design choices 
on the efficiency of DC process 
and arrive at an optimum design 
choice beyond what is currently 
possible with the use of Eq. 1. Final 
guidelines for using DC to densify 
saturated silty soils supplemented 
with wick drains will be presented 
in Nashed (2004).

Conclusions
A semi-theoretical 

framework was devel-
oped to simulate ground 
response and analyze the 
densification process in 
saturated sands and non-
plastic silty soils during 
vibro-stone column in-
stallation and dynamic 
compaction operations.

For the vibro-stone 
column technique, the 
analysis includes two 
phenomena, (a) vibra-
tion-induced excess 
pore pressure develop-

 Figure 13. Impact Grid Pattern - Steinaker Dam
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ment and concurrent dissipation 
and densification, and (b) cavity 
expansion-induced excess pore 
pressure development and concur-
rent dissipation and densification. 
Two factors have been identified 
as important: (i) Area replace-
ment ratio Ar, and (ii) hydraulic 
conductivity and silt content. For 
dynamic compaction, effects of 
site conditions, and the opera-
tional parameters of the technique 
were studied.

The results indicate that silty 
soils with hydraulic conductivities 
as low as 10–8 m/s could be 
densified using stone columns 
at a close spacing of about 2 
diameters or less with an area 
replacement ratio of about 20% 
or more supplemented with wick 
drains. Also for DC, using wick 
drains in such low permeable 
soils improves the drainage rate 

and decreases consolidation time, 
making it possible to achieve depth 
of improvement as high as possible 
in sand deposits. Soils at hydraulic 
conductivities higher than about 
10-6 m/s may be densified using 
either technique, without supple-
mentary drainage systems.

The computational methodology 
presented herein is a powerful 
tool for design analyses of stone 
columns and dynamic compaction 
taking into account the site condi-
tions and operational parameters 
for different deposits. The model 
is expected to advance the use of 
SC and DC in silty soils, and reduce 
the reliance on expensive field tri-
als as a design tool. Ongoing fur-
ther work focuses on developing 
design charts and design guidelines 
for both composite SC and com-
posite DC techniques.
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New Developments in Seismic Risk Analysis of 
Highway Systems

by Stuart D. Werner, Craig E. Taylor, Sungbin Cho, Jean-Paul Lavoie, Charles K. Huyck, 
Chip Eitzel, Ronald T. Eguchi, and James E. Moore II 

 Research Objectives

A new methodology has been developed for probabilistic or determin-
istic seismic risk analysis (SRA) of highway systems.  This methodology is 
multidisciplinary and modular, and includes new and improved procedures 
and models for scenario earthquakes, seismic hazards, bridge fragility, and 
transportation network analysis.  It has been applied to actual highway 
systems in the United States, and is now being programmed into a public-
domain software package named REDARS 2.  This paper summarizes the 
technical features of the SRA methodology, its application to the Shelby 
County, Tennessee highway system, and recent improvements to the 
methodology and its models.  

Over the past several years, the Federal Highway Administration 
(FHWA) has been sponsoring a multi-year research project titled 

“Seismic Vulnerability of the Highway System,” which is being carried out 
through MCEER. This project includes a task to enhance current procedures 
for seismic risk analysis (SRA) of highway systems, and to program these 
enhancements into a public domain software package named REDARS 2.  

Early efforts under this task included: (a) development of the framework 
of the SRA methodology; and (b) initial deterministic application of the 
methodology to the highway-roadway network in Shelby County, Tennes-
see using then-available models, in order to demonstrate the use of the 
methodology and to prioritize further research under the FHWA-MCEER 
project.  This research led to improved models for scenario earthquakes, 
seismic hazards, bridge fragility, and transportation network analysis.  These 
updated models were then used to carry out a fully probabilistic SRA of 
the Shelby County roadway network.  

Recent work on the SRA methodology has focused on validation of the 
various models, improvement of the network analysis procedure to include 
post-earthquake congestion-dependent trip demands, development of an 
“import wizard” to ease input data preparation, and addition of a “decision-
guidance” model to facilitate use of the methodology to guide seismic risk 
reduction decision making.  These features are now being programmed into 
a public-domain software package named REDARS (Risks from Earthquake 
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This SRA methodology for highway-roadway systems will provide 
cost and risk information pertaining to how alternative seismic risk 
reduction strategies will affect post-earthquake traffic flows and 
travel times.  This information will facilitate rational and informed 
evaluation of these alternative strategies by decision makers from 
federal, state, county, or local transportation agencies who are in-
volved with upgrading highway-roadway infrastructure, emergency 
response planning, and transportation planning. Such strategies can 
include prioritization and seismic strengthening measures for exist-
ing bridges and other components, establishment of design criteria 
for new bridges and other components, construction of additional 
roadways to expand system redundancy, and post-earthquake traffic 
management planning.  The methodology can also be used in real 
time after an actual earthquake by staff from government agencies 
and transportation departments, in order to facilitate and coordinate 
their deployment of effective post-earthquake emergency response 
strategies.

DAmage to Roadway Systems), 
which is scheduled for release at 
the end of 2005.

SRA Methodology
The REDARS SRA methodology 

(Werner et al., 2000) is shown in 
Figure 1.  It consists of input data 
and analysis setup (Step 1), seismic 
analysis of the highway system for 
multiple scenario earthquakes and 
simulations, (Steps 2 and 3), and 
aggregation of the results from 
each analysis (Step 4).  In this, a 
simulation is defined as a complete 
set of system SRA results for one 
set of uncertain input and model 
parameters.  The numerical val-
ues of these parameters for one 
simulation may differ from those 
of other simulations because of 
random and systematic uncertain-
ties.  Features of the methodology 
are summarized below.
•  Modular.  The heart of the 

methodology is a series of mod-
ules that contain the input data 
and analytical models needed 

to characterize the highway 
system, the seismic hazards, 
the fragility of the compo-
nents within the system, and 
the economic losses due to 
earthquake-induced damage 
and traffic disruption (Figure 
2). This modular structure will 
facilitate the inclusion of new 
improvements to REDARS’ haz-
ards, component, and network 
models, as they are developed 
from future research.   

•  Multidisciplinary.  The SRA 
methodology is a synthesis of 
models developed by earth sci-
entists, geotechnical and struc-
tural earthquake engineers, 
transportation engineers/
planners, and economists.

•  Wide Range of Results.  The 
methodology can develop mul-
tiple types/forms of results from 
deterministic or probabilistic 
SRA, in order to meet needs of 
a wide range of possible future 
users.

The SRA methodology uses a 
walk-through process (Taylor et 
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Werner et al.,
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al., 2001) that considers earth-
quake occurrences over a speci-
fied walk-through duration (which 
may be in hundreds or thousands 
of years).  For each year of the 
walk-through, random samplings 
of a regional earthquake model 
are used to establish the number 
of earthquakes (i.e., zero, one, 

or more earthquakes) occurring 
during that year, along with each 
earthquake’s magnitude and lo-
cation.  These results are stored 
in a “walk-through table” which 
contains a year-by-year tabulation 
of these earthquake occurrences.  
Then, the following SRA steps are 
carried out for each earthquake 

 Figure 1.  Methodology for Seismic Risk Analysis of Highway Systems  

1. INITIALIZATION
(input data, model parameters)

Origin-Destination Zones and Trip Demands 

Earthquake Scenarios 
(walkthrough table) 

 2. SYSTEM ANALYSIS
(for each EQ-scenario/simulation) 

Modules
(see Fig. 2)

Seismic Hazards 
(ground shaking, liquefaction, surface fault rupture) 

Component Performance 
(damage states, repair cost, downtime, post-EQ functionality 

System States 
(road closures throughout system) 

Network Analysis 
(post-EQ traffic flows and travel times) 

Losses/Consequences 
(economic losses, reduced access to/from key locations, etc.) 

3. INCREMENTATION

4. AGGREGATION
(of results for all EQ-scenarios and simulations) 

  to next EQ-scenario/simulation 

Incrementation completed 

System, Components, and Sites 
(locations, configurations, attributes) 

Werner et al., 2000
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(and simulation) occurring during 
each year of the walk-through:
•  Uncertain Parameters. Values 

of all uncertain parameters are 
randomly selected. 

•  Seismic Hazards.  Seismic haz-
ard models from the Hazards 
Module are used to estimate the 
ground shaking and permanent 
ground displacement hazards at 
the site of each component in 
the system.

•  Component Performance.  
Fragility models from the 
Component Module are used 
to estimate each component’s 
damage state due to the above 
hazards, and the component’s 
repair cost, downtime, and 
traffic state (ability to carry 
traffic during repairs) at vari-
ous post-earthquake times.  The 
time-dependence of the traffic 
states reflect the estimated rate 
of repair of the component 
damage.

•  Network Analysis.  The compo-
nent traffic states are included 

into the highway system model, 
in order to develop the overall 
post-earthquake “system states” 
(roadway closures throughout 
the system at various post-earth-
quake times).  Then, network 
analysis procedures from the 
System Module are applied to 
each system state in order to es-
timate how the closures affect 
post-earthquake travel times. 

•  Economic Losses.  Models from 
the Economic Module are used 
to estimate economic losses 
due to earthquake-induced 
travel time delays estimated 
from the network analysis.

The above walk-through process 
that is key to the SRA methodology 
facilitates the consideration of all 
quantifiable model and input pa-
rameter uncertainties, the calcula-
tion of nominal confidence levels 
and limits (CLLs) of the SRA loss 
estimates, and the consideration 
of changing trip demands and 
time value of money over time 
frames of importance to decision 

Economic Module

      Economic Sectors 
           Locations 
           Productivity 
           Damageability 
      Stakeholder Impacts 
      Economic Models 

Hazards Module

      Earthquake Walkthrough Table 
      Local Soil Conditions 
      Ground Motion Models 
      Liquefaction Models 
      Surface Fault Rupture Models 
      Model Uncertainties 

Component Module

      Data 
           Structural 
           Repair Procedures 
           Traffic States 
      Models 
           Damage States 
           Post-EQ Functionality 
           Repair Costs 
           Uncertainties 

To SRA Methodology 

System Module

      Network Inventory 
      Traffic Data 
      O-D Zones 
      Trip Tables 
      Traffic Management 
      Network Analysis Procedure 

 Figure 2.  SRA Modules
Werner et al., 2000
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makers responsible for highway 
seismic improvement programs.  
Variance-reduction techniques 
summarized later in this paper 
have been found to dramatically 
reduce the walk-through duration 
needed to achieve target CLLs.

Another feature of the SRA 
methodology is its use of either a 
simplified default fragility model 
or a user-specified set of fragility 
curves to characterize the seismic 
performance of any bridge in the 
highway system.  In view of the 
large number of bridges contained 
in highway systems, the simplified 
default model for SRA applications 
was motivated by the need: (a) for 
rapid analysis; and (b) to accom-
modate the limited seismic-per-
formance-related attribute data for 
bridges contained in most federal 
or state computerized databases 
(Mander and Basoz, 1999).  This 
model is practical for application 
to most of the bridges in the high-
way system.  The user-specified fra-
gility curves (which can be based 
on more detailed bridge analysis 
implemented outside of REDARS) 
are most suitable for modeling of 
bridges that have a unique configu-
ration not well represented by the 
default model, or whose damage-
ability could have a major impact 
on system-wide post-earthquake 
travel times.  

Demonstration 
Application

This probabilistic SRA methodol-
ogy was applied to the highway 
system in Shelby County,  which 
is located in the southwestern 
corner of Tennessee alongside 

the Mississippi River (Figure 3a).  
This application shows how the 
methodology can be used to ana-
lyze an actual highway system, and 
the types of results it can provide.  
It is described in detail in Werner 
et al., 2000, and is summarized 
below.

Input Data

SRA input data includes: (a) a 
highway-roadway network model, 
that includes the network’s geom-
etry, and each roadway’s lanes 
traffic carrying capacities, and 
free-flow speeds (Figure 3b); (b) 
for each component (bridge, road-
way, tunnel, etc.) a fragility model 
for each component in the system 
(bridge, roadway, tunnel, etc.) that 
characterizes its damageability and 
post-earthquake functionality;  (c) 
soil conditions throughout the 
network, as needed to estimate 
site-specific ground motions (Fig-
ure 3c) and permanent ground 
displacement hazards at each 
component site; (d) trip demands 
on the network, in the form of ori-
gin-destination (O-D) zones (Figure 
3d), and trip tables that define the 
number of pre-earthquake trips 
from each zone to all other zones 
in the region; and (e) economic 
parameters needed to estimate 
economic losses due to travel time 
delays that result from earthquake 
damage to the highway network.  
The O-D zones and trip tables used 
in this demonstration application 
(Item (d) above) correspond to 
projections for the year 2020 as 
provided by the Shelby County 
Office of Planning and Develop-
ment (Werner et al., 2000).
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Analysis

This SRA was conducted by 
using a walk-through with a dura-
tion of 50,000 years.  Earthquakes 
occurring during each year of the 
walk-through were estimated by 
applying the then-current U.S.  
Geological Survey models for the 
Central United States (Frankel et al., 
1996).  This generated 2,321 earth-

quakes with moment magnitudes 
ranging from 5.0 to 8.0.  The net-
work model included 7,807 links, 
15,614 nodes, and 384 bridges.  
The system analysis for each simu-
lation followed the steps shown in 
Figure 1.  It used a ground shak-
ing model for the Central United 
States developed by Hwang and 
Huo (1997), a liquefaction hazard 
model developed by Youd (1998), 

a) Shelby County Highway System b) Highway-Roadway System Model

c) Bridges and Soil Conditions d) Origin-Destination Zones
(including Key Zones monitored in SRA)

 Figure 3.  Input Data for SRA of Shelby County, Tennessee Highway System  
Werner et al., 2000
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fragility models for conventional 
bridges in Shelby County that 
were developed by Jernigan and 
Hwang (1997), special user-speci-
fied fragility models for the major 
crossings of the Mississippi River 
along Interstate Highways 40 and 
55 (Werner et al., 2000), a first-
order bridge repair model docu-
mented in Werner et al. (2000), 
an approach-fill settlement model 
by Youd (1999), and a network 
analysis procedure developed by 
Moore et al. (1997) that is based on 
a user-equilibrium model in which 
pre- and post-earthquake trip de-
mands are assumed to be identical 
(see Werner et al., 2000).

Results

The analysis results for any simu-
lation included: (a) GIS displays of 
region-wide ground shaking and 
liquefaction hazards, and bridge 
damage states (Figures 4a-4c); 
(b) for selected times after the 
earthquake, GIS displays of post-

earthquake system states that re-
flect the estimated rate of repair 
of the earthquake damage (Figures 
4d-4f), minimum-time travel paths 
between any two locations, and 
traffic volumes along selected 
roadways; and (c) tabulations of 
economic losses and effects of 
earthquake damage on access 
and egress times to/from selected 
locations in the region (Table 1). 
Then, after results from all simula-
tions were aggregated, probabilis-
tic estimates of economic losses 
for various exposure times were 
developed (Figure 5).

New Developments
Since the above demonstration 

application was completed, a 
validation application of the SRA 
methodology was carried out and 
new technological and usability 
improvements to the methodology 
were added.  These developments 
are summarized below.

 Table 1.  Percent Increase in Access Time to Selected Locations in Shelby County, Tennessee (Relative to Pre-Earth-
quake Access Times) due to Earthquake Damage to Highway System

Origin-Destination Zone (see Key Zones in Figure 3d) Post-Earthquake Access Time

7 Days  
after EQ

60 Days 
after EQ

150 Days 
after EQ

9 (Government Center in downtown Memphis) 43.8% 5.8% 2.0%

28 (Major Hospital Center, just east of downtown Memphis) 44.6% 6.7% 2.0%

205 (Memphis Airport and Federal Express transportation 
center, south of beltway)

53.7% 4.0% 1.6%

73 (University of Memphis campus in central Memphis) 21.6% 4.3% 1.5%

310 (Germantown, residential area east of beltway) 2.9% 0.9% 0.4%

160 (President’s Island, Port of Memphis at Mississippi River) 34.9% 6.1% 1.6%

246 (Hickory Hill, commercial area southeast of beltway) 3.9% 1.9% 1.1%

335 (Shelby Farms residential area northeast of beltway) 28.4% 4.8% 1.6%

412 (Bartlett, residential area north of beltway) 13.2% 3.0% 1.3%
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 Figure 4.  System Response to Magnitude 8.0 Earthquake 142 km North of Shelby County
Werner et al., 2000
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Validation Application

Prior to developing improve-
ments to the methodology, it 
was independently reviewed and 
validated using the early (pre-beta) 
version the REDARS software that 
was used to carry out the above 
demonstration SRA of the Shelby 
County highway system (Cho et 
al., 2003a).  This consisted of: (a) 
review of the basic SRA methodol-
ogy; (b) creation of input data for a 
case study of the Los Angeles area 
highway system; (c) determin-
istic predictions of the system’s 
seismic performance during the 
Northridge earthquake, and com-
parison of these predictions to the 
system’s observed performance; 
and (d) performance of sensitivity 
studies to identify key parameters 
for loss estimation.  The valida-
tion focused on the models used 
to estimate bridge damage states, 
corresponding traffic states, and 
post-earthquake travel times.  

Comparisons of predicted vs. 
observed seismic performance 
showed that: (a) the number of 
damaged bridges was overestimat-
ed by a factor of about 2 -- probably 
because of model simplifications 
noted earlier in this paper (see 
Bridge Research Recommenda-
tions later in the paper); (b) bridge 
closure times for a given damage 
state were overestimated -- which 
was expected because the bridge 
repair estimates in this pre-beta 
REDARS software were intended 
to simulate Tennessee repair re-
sources, and did not account for 
the rapid rate of bridge repair after 
the Northridge earthquake that re-
sulted from California Department 
of Transportation repair experi-
ence and special repair incentives; 
and (c) traffic volume predictions 

for roadways near collapsed bridge 
sites overestimated observed traf-
fic volumes by factors of 1.3 to 2.5 
-- which can be attributed, at least 
in part, to the ignoring of effects 
of increased congestion on post-
earthquake trip demands in these 
predictions.  These comparisons 
were incentives for the planning 
of several of the recent model 
improvements summarized in the 
following sections of this paper.

Transportation Module 
Improvements

Variable Demand Model
In prior versions of the REDARS 

SRA methodology, a user-equilib-
rium network flow model with 
trip demands that are fixed at their 
pre-earthquake levels was used to 
estimate post-earthquake traffic 
flows and travel times (Moore et 
al., 1997).  In this model, a com-
muter’s selection of a travel route 
will depend on route congestion, 
but the propensity to travel will 
not.  However, more realistically, 
trip rates/demands will also de-
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Werner et al., 2000
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pend on the congestion level.  
This will be particularly true after 
a damaging earthquake that closes 
major roadway links within a high-
way-roadway system and results 
in substantial congestion.  Under 
such conditions, post-earthquake 
trip demands can be expected to 
be much lower than pre-earth-
quake trip demands.  This will af-
fect estimates of post-earthquake 
travel times and corresponding 
economic losses due to post-earth-
quake travel time delays, as well as 
post-earthquake access and egress 
times to/from key locations in the 
region (e.g., medical centers, air-
ports, and fire departments).

To account for this, the REDARS 
network analysis procedure has 
been upgraded to include a “vari-
able demand” model that estimates 
how trip demands will vary with 
post-earthquake congestion level 
(Cho et al., 2003b).  This model ac-
counts for the fact that economic 
losses due to highway network 
damage will depend not only on 
travel time delays, but also on the 
economic value of trips foregone 
due to earthquake-induced high-
way-system damage and traffic 
congestion.

Freight Flows
The modeling of earthquake 

effects on post-earthquake intra-
urban freight flows is important 
to the estimation of economic 
losses caused by earthquake dam-
age to the highway system.  How-
ever, REDARS’ earlier treatment of 
freight flows was constrained by 
an absence of intra-urban freight 
origin-destination (O-D) trip-table 
data.  This made it necessary to as-
sume that freight traffic is simply 
a user specified fraction of auto-
mobile traffic, which limited the 

quality of REDARS’ estimates of 
post-earthquake highway-system 
performance.  

To address this issue, improved 
methods for estimating freight O-D 
trip demands are being developed 
under related research sponsored 
by the California Department of 
Transportation (Caltrans).  These 
methods involve adaptation of a 
freight O-D estimation algorithm 
that was previously applied to 
the Los Angeles highway-roadway 
system (Cho et al., 2001).  Instead 
of relying on a freight O-D survey, 
this algorithm estimates truck trip 
movement based on intra- and 
inter-regional commodity flow 
data by industrial sectors.  The 
algorithm is now being used to 
estimate truck trip movement in 
the San Francisco Bay area by com-
piling input from various regional 
freight data sources.  This work 
will guide future applications of 
the algorithm in other regions of 
the country where REDARS SRA 
applications are carried out.

Hazard and Component 
Modules

Hazards Module
The SRA Hazards Module is be-

ing updated to enable the meth-
odology to: (a) accommodate 
multiple ground motion models 
for various regions of the United 
States; (b) compute source-site 
distances according to a wide 
range of distance definitions, in 
order to facilitate REDARS’ ac-
commodation of other ground 
motion models in the future; (c) 
check the consistency of probabi-
listic estimates of ground motions 
from the walk-through approach 
with those estimated using con-
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There has been considerable 
interest among the other 
national earthquake research 
centers, PEER and MAE, in 
possibly using REDARS as a 
platform for SRA of highway 
systems.  Toward this end, 
two workshops involving 
the national earthquake 
centers as well as FHWA 
and representatives from 
several state transportation 
departments nationwide were 
held during the past year to 
begin planning collaborative 
research along these lines. 
In addition, fragility models 
for retrofitted bridges being 
developed by Shinozuka and 
others will be incorporated into 
the REDARS 2 software.
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ventional seismic hazard analysis 
procedures; (d) include the four-
parameter liquefaction-induced 
lateral spread displacement model 
by Bardet and his associates (Bar-
det et al., 2002); and (e) adapt the 
Youngs et al. probabilistic model 
for site-specific surface fault dis-
placements (Youngs et al., 2003) 
to apply to probabilistic system-
based evaluations carried out by 
the REDARS SRA methodology.

Component Module
The SRA Component Module is 

being updated to modify the pro-
cess for modeling bridge repairs as 
a function of bridge damage state, 
and to extend default bridge fragil-
ity models to account for the ben-
eficial effects of seismic retrofit.  
The repair model is being modi-
fied to: (a) encourage user mod-
eling of repair costs, downtimes, 
and traffic state; and (b) include 
repair guidelines based on Caltrans 
experience.  The encouragement 
for users to develop their own re-
pair model was motivated by the 
fact that bridge post-earthquake 
repair rates will vary from region 
to region throughout the United 
States, because of regional dif-
ferences in bridge construction 
practices, repair resources, and 
earthquake repair experience.  
Therefore, it is not plausible to 
specify a single default repair 
model in REDARS that will apply to 
bridges nationwide.  Inclusion of 
repair guidelines based on Caltrans 
experience was motivated by their 
extensive post-earthquake bridge 
repair experience.  Repair model-
ing of bridges outside of California 
can use these experience-based 
guidelines as a starting point, after 
which user adjustments to account 

for regional differences in bridge 
construction and repair practices 
can be included.

The default bridge fragility model 
used in the previously-noted valida-
tion analyses applies to un-retrofit-
ted bridges only; i.e., they do not 
account for the beneficial effects of 
bridge retrofit.  Because statewide 
bridge retrofit was in progress at 
the time of the Northridge earth-
quake, this limitation of the default 
model probably contributed to 
some extent to the model’s over-
estimation of observed bridge dam-
age.  Therefore, as a first step for 
including retrofit effects into the 
default model, results of research 
by Shinozuka and his associates 
are being incorporated (Kim and 
Shinozuka, 2003).  This research 
has used analytical investigations 
of the longitudinal response of 
several typical California bridge 
configurations in order to charac-
terize the effects of column-jacket 
and cable-restrainer retrofitting 
on seismic performance of these 
bridges.  The research is now 
being extended to also consider 
transverse bridge response.  

Computation-Time-Reduction 
Improvements

Computational times required 
for REDARS probabilistic SRA ap-
plications are affected by the num-
ber of simulations used (which 
can be large), and by the time 
required to implement network 
analysis for post-earthquake system 
states at several times after each 
earthquake.  Steps being taken to 
reduce REDARS computation times 
by addressing these issues are sum-
marized below.
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Variance Reduction
The number of simulations and 

earthquake scenarios considered 
for probabilistic SRA should be cho-
sen  to achieve target confidence 
levels and limits (CLLs) in the loss 
results.  In the demonstration SRA 
of the Shelby County highway 
system summarized earlier in this 
paper, a binomial distribution was 
used to estimate CLLs in the aver-
age annual loss (AAL) caused by 
earthquake damage to the system.  
This SRA was based on a walk-
through duration of 50,000 years, 
which included 760 simulations 
with non-zero losses.  The resulting 
CLLs were judged to be acceptable 
(95 percent confidence that the 
true value of the AAL was within 
±12.6 percent of the computed 
AAL); however, the computer run 
time needed to carry out the SRA 
for this long walk-through duration 
and large number of simulations 
was extensive.  

This issue has been addressed 
by considering that the number 
of simulations needed to achieve 
a target CLL will decrease as the 
variance of the loss distribution 
decreases.  This led to the investi-
gation of variance reduction meth-
ods, which use advanced statistical 
analysis techniques to reduce the 
variance in the estimate of some 
selected parameter (here the 
AAL).  When applied to the SRA 
of the Shelby County, Tennessee 
highway system, it turned out 
that these methods led to nearly 
a 70 percent reduction in the 
number of simulations needed to 
achieve the CLLs indicated in the 
previous paragraph.  Therefore, a 
post-processor is being added to 
REDARS that will use variance-re-
duction methods to estimate CLLs 
for a given number of simulations.  

These methods, and their applica-
tion within REDARS, are further 
described in Perkins and Taylor, 
2003.

Improved Time-Efficiency of 
Network Analysis

The most time-consuming step 
of the SRA for each simulation is 
the network analysis for estimat-
ing post-earthquake traffic flows.  
This analysis has used a user-equi-
librium model, which assumes that 
roadway system users will always 
choose travel paths that minimize 
their travel times.  A key element 
of this model is a minimum time-
path searching algorithm, which 
searches many possible paths be-
tween various O-D zone pairs to 
find the path that has the shortest 
travel time.  Originally, a Moore-
Pipe algorithm was used for this 
purpose. However, to reduce 
network-analysis run times, a 
much more efficient Dual-Simplex 
searching algorithm has since been 
included into REDARS.  This algo-
rithm has been shown to reduce 
network analysis run times by fac-
tors ranging from about 20 percent 
(for small networks) to nearly 60 
percent (for large networks with 
many links and nodes).

Decision Guidance 

The REDARS SRA methodology is 
not only being structured as a tool 
to estimate losses due to effects of 
highway system earthquake dam-
age on post-earthquake travel 
times and traffic flows.  Rather, it 
is also being developed to guide 
highway transportation agency 
decision-makers during their evalu-
ation of various seismic-risk-reduc-
tion options (such as alternative 
bridge strengthening or highway 
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Seismic System for Southern 
California:
http://trinet.org/shake

Caltrans’ Division of Re-
search and Innovation:
http://www.dot.ca.gov/
research/operations/redars/
redars.htm
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system improvement strategies), 
and their selection of a preferred 
option that reduces these losses to 
an acceptable level.  

Use of REDARS as a decision-
guidance tool will involve the 
following steps: (a) developing 
multiple models of the highway 
network, in which each model 
includes one of the seismic-risk-
reduction options under consid-
eration; (b) performing a SRA 
for each model, and estimating 
relative implementation-costs and 
losses (risks) for each risk-reduc-
tion option; and (c) structuring 
these cost and losses into several 
decision models that facilitate the 
quantitative comparison of the 
various options.  The latter step 
will be accomplished through a 
new REDARS post-processor that 
will include both deterministic and 
probabilistic decision models (to 
accommodate either deterministic 
or probabilistic SRA applications).  
The deterministic decision models 
will be the principle of dominance, 
the maxi-min principle, and the 
min-max principle, and the proba-
bilistic decision models will con-
sist of benefit-cost, least mean total 
cost, mean-variance, and first-order 
stochastic dominance methods.  

Import Wizard

The development of input data 
for REDARS SRA applications re-
quires the use of several publicly-
available databases, including: (a) 
the National Highway Performance 
Network (NHPN) database for de-
fining network topology only (spa-
tial coordinates); (b) the Highway 
Performance Monitoring System 
(HPMS) database for defining high-
way network attributes only (e.g., 
number of lanes, functional class, 

etc.); (c) the National Bridge Inven-
tory (NBI) database which defines 
certain bridge attributes; and (d) 
regional databases for defining O-
D zones and associated trip tables, 
NEHRP soil conditions, etc.  Unfor-
tunately, the information contained 
in these various databases is not 
always compatible.  For example, 
the segmentation of the links in the 
NHPN database (network topol-
ogy) is not always consistent with 
that of the HPMS database (link 
attributes).  In addition, bridge 
coordinates from the NBI database 
are not always consistent with the 
corresponding roadway link loca-
tion given in the NHPN database.  
The resolution of these issues in 
order to develop consistent input 
data for a REDARS SRA application 
can be time consuming.

To reduce these user time re-
quirements, an Import Wizard is 
being developed to interface with 
REDARS.  This Wizard will guide 
the user through each step of the 
input-data development process, 
and will automate the resolution of 
many of the above inconsistencies.  
It will consist of a series of proto-
type user interfaces (graphical user 
interfaces and dialogue windows) 
that are successively activated by 
users and will guide them through 
each step of the development of 
the input data.  Such interfaces 
will enable users to locate publicly 
available databases within the Wiz-
ard, define study region boundar-
ies, establish the various network, 
soil, and bridge input databases 
within REDARS, define boundary 
conditions (e.g., trip demands on 
the highway network from outside 
of the study region), and check 
network-model connectivity and 
continuity of O-D zones.

“The 
REDARS SRA 
Methodology is 
being developed 
to guide highway 
transportation 
agency decision-
makers during 
their evaluation 
of various 
seismic risk 
reduction 
options (such 
as alternative 
bridge 
strengthening or 
highway system 
improvement 
strategies), and 
their selection 
of a preferred 
option that 
reduces these 
losses to an 
acceptable level.”
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Software Development

In addition to the foregoing new 
improvements directed toward en-
hanced technical capabilities and 
usability of the SRA methodology, 
this SRA research is now focus-
ing on the programming of the 
methodology into what will be a 
public-domain software package.  
This programming work has led to 
completion of an initial demonstra-
tion software package (REDARS 1), 
and is now developing the public-
domain software (REDARS 2).

REDARS 1
REDARS 1 is demonstration soft-

ware that performs deterministic 
SRA of the Los Angeles, California 
highway-roadway system sub-
jected to scenario earthquakes for 
which ShakeMap ground motion 
data (Wald et al., 2003) are avail-
able.  It is a simplified version of 
the REDARS SRA methodology, 
in that it considers ground shak-
ing hazards only, and does not 
include any of the new improve-
ments summarized in the forego-
ing paragraphs.  Development of 
REDARS 1 was motivated by early 
interest in REDARS by several state 
highway transportation agencies, 
and the need to: (a) provide a 
simplified tool to familiarize these 
agencies with basic SRA concepts 
while the more extensive public-
domain software (REDARS 2) is 
being developed; and (b) enable 
these agencies to provide early 
feedback regarding particular fea-
tures that would be desirable to in-
clude in the forthcoming REDARS 
2 software.  

For the Los Angeles highway 
system and ShakeMap ground mo-
tion cases that can be analyzed, 
REDARS 1 enables users to: (a)  
compute and display system-

wide bridge damage states and 
highway-roadway system states 
at various post-earthquake times; 
(b) perform network analysis to 
estimate effects of earthquake 
damage on post-earthquake travel 
times; and (c) estimate economic 
losses due to travel time delays, 
and effects of earthquake damage 
on access-egress time to/from any 
O-D zone in the model.  In addi-
tion, the user can simulate seismic 
upgrades to bridges and highway 
system improvements, and then 
rerun REDARS 1 to compute the 
effects of these improvements on 
post-earthquake travel times (Wer-
ner et al., 2003).

REDARS 2 
REDARS 2 will be public domain 

software for deterministic or prob-
abilistic SRA of highway-roadway 
systems nationwide.  This soft-
ware will start with features and 
structure summarized for REDARS 
1, and will then be extended to 
include technical and user-ori-
ented features and improvements 
summarized earlier in this paper.  
REDARS 2 will be programmed 
as a stand-alone Microsoft Win-
dows desktop application, and 
will include several process-flow 
and general-application changes 
(relative to REDARS 1) that are 
described in detailed REDARS 
2 draft software specifications 
(SSEC, 2004).  These specifica-
tions also include priorities, bud-
gets, and schedules for completion 
of all software development tasks 
pertaining to general applications 
development, programming of 
SRA capabilities, software docu-
mentation, release, support, and 
administration.  

During the remainder of this year 
(2004), a beta version of the RE-
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DARS 2 software will be prepared 
and tested, and programming of 
the software and Import Wizard 
will be completed.  Preparation 
of user and technical documen-
tation, implementation of a new 
demonstration application, and 
public release of the software are 
scheduled to be completed by the 
end of the following year (2005).

Future Directions
This section addresses recom-

mended future research directions 
for further improving the REDARS 
SRA methodology.  These pertain to 
bridge modeling, network analysis, 
and economic loss estimation. 

Bridge Modeling

As previously noted, REDARS’ 
default procedure for fragility 
modeling of bridges subjected to 
ground shaking hazards was con-
strained by the need to carry out 
rapid estimates of the seismic 
performance of the large number 
of bridges in a highway system, 
and to use the limited bridge at-
tribute data contained in current 
federal and state computerized da-
tabases (Werner et al., 2000).  In 
view of these constraints, bridge 
performance predictions by the 
default procedure suffer from cer-
tain limitations, e.g., (a) they use 
qualitative descriptors of bridge 
damage that do not provide suf-
ficient information on the extent, 
locations, and types of earthquake-
induced bridge damage that would 
ordinarily be needed to estimate 
repair requirements; (b) they do 
not include certain key elements of 
bridge seismic performance, such 
as foundation and abutment per-
formance, overall bridge system 
characteristics, effects of bridge 

retrofit, and certain structural 
details that can have important 
effects on seismic performance.  
Other key limitations of current 
bridge modeling procedures for 
SRA applications are: (c) limited 
information is available to guide 
the estimation of bridge repair re-
quirements; and (d) procedures to 
estimate the seismic performance 
of bridges subjected to permanent 
ground displacement hazards 
(in addition to ground shaking 
hazards) are limited.  Therefore, 
research to address the following 
bridge modeling issues is recom-
mended:
•  What should be the next-gen-

eration default bridge model-
ing procedures that lead to 
improved seismic performance 
predictions, while also being 
practical for SRA applications?

•  How can current computerized 
bridge attribute databases be 
expanded to provide the input 
data needed to apply these pro-
cedures?

•  How can bridge damage states 
be defined to better facilitate 
the estimation of bridge re-
pair costs, downtimes, and 
functionality (traffic carrying 
capacity during repair) after an 
earthquake?

•  What guidance can be provided 
for modeling of bridge repair 
costs, times, and functionality 
(ability to carry at least partial 
traffic while repairs are pro-
ceeding) for various damage 
states?

•  How can fragility models be de-
veloped for bridges subjected to 
both ground shaking and per-
manent ground displacement 
hazards (e.g., due to liquefac-
tion, landslide, or surface fault 
rupture)?
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Network Analysis

As noted earlier in this paper, 
the network analysis procedure 
included in the REDARS SRA 
methodology is based on an ideal-
ized model for estimating traveler 
route choice, which assumes that 
travelers have perfect information 
on traffic congestion conditions 
along possible alternate routes 
between their origin and their 
destination.  In addition, the pro-
cedure does not account for the 
so-called “boundary problem,” i.e., 
effects of earthquake damage on 
trips whose routes would ordinar-
ily pass through the system being 
analyzed, but whose origins or 
destinations are located outside of 
that system.  Therefore, research 
is recommended to address the 
following questions:
•  Can stochastic route-choice 

models be developed to simu-
late effects of uncertainties in 
route choice because of imper-
fect traveler information on traf-
fic conditions along candidate 
alternative routes?

•  How might SRA be carried out 
for a larger region that sur-
rounds the particular region 
under investigation, in order to 
estimate effects of earthquake 
damage on trips through the 
system that originate or end 
outside of the system?

Economic Losses

The REDARS SRA methodology 
currently uses a first-order model 
to estimate economic losses due 
to earthquake-induced travel time 
delays (Caltrans, 1994).  This 
procedure accounts for the per-
centage of the total traffic that is 
automotive vs. freight, estimated 

vehicle-occupancy rates and as-
sociated unit costs, and estimated 
costs per gallon of excess fuel used 
because of travel time delays.  Pos-
sible improvements in economic 
loss predictions may be realized 
through: (a) integration of spatial 
models of the region’s economic 
activity system with the transpor-
tation network analysis (including 
improvements summarized earlier 
in this paper); and (b) modeling 
of higher order economic im-
pacts.  Research to investigate 
the feasibility of including these 
improvements in future versions 
of the REDARS SRA methodology 
is recommended. 

Concluding Comments
The REDARS SRA methodology 

summarized in this paper estimates 
how earthquake damage to a high-
way-roadway system will affect 
post-earthquake traffic flows and 
travel times, and the correspond-
ing economic losses and other 
consequences of this damage (e.g., 
reduced access to key emergency 
response facilities).  It also can be 
used to enable decision makers to 
assess how various seismic risk 
reduction options under consid-
eration affect post-earthquake 
system-wide travel times, and to 
therefore make a more informed 
selection of a preferred option to 
implement. 

In closing, a central focus of this 
SRA research and development 
program has been the needs of 
potential future users from feder-
al, state, and local transportation 
agencies nationwide.  Vehicles 
for user feedback have included: 
(a) meetings/mini-workshops at 
various Caltrans district offices; (b) 
Highway Seismic Research Coun-
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